Data-based reduced-order modeling of nonlinear two-time-scale processes
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ABSTRACT

This work focuses on data-based reduced-order modeling of nonlinear processes that exhibit time-scale multiplicity. Using time-series data from all the state variables of a nonlinear process, an approach that involves nonlinear principal component analysis and neural network function approximators is employed to identify the fast and slow process state variables as well as compute a nonlinear slow manifold function approximation in which the fast variables are “slaved” in terms of the slow variables. Subsequently, a nonlinear sparse identification approach is employed to calculate a dynamic model of nonlinear first-order ordinary differential equations that describe the temporal evolution of the slow process states. The method is applied to two chemical process examples, and the advantages of the proposed method over using only sparse identification for the original two-time-scale process are discussed. The approach can be thought of as a data-based analogue of the classical singular perturbation modeling of two-time-scale processes where explicit time-scale separation is assumed (and expressed in terms of a small positive parameter $\varepsilon$ multiplying the time derivative of the fast states), and the reduced-order slow subsystem is calculated analytically.

© 2020 Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.

1. Introduction

Advanced control methods such as model-predictive control (MPC) require a process model for predicting the states and/or outputs for the control and optimization of chemical processes. However, most chemical processes exhibit nonlinear behavior and, often, also multiple-time-scale dynamics. A number of such processes that have been studied include biochemical reactors (Christofides and Daoutidis, 1996; Heineken et al., 1967; Merrill, 1978), catalytic continuous stirred-tank reactors (CSTRs) (Chang and Aluko, 1984), fluidized catalytic crackers (Chang and Aluko, 1984; Monge and Georgakis, 1987; Georgakis, 1977), and distillation columns (Lévine and Rouchon, 1991). If the time-scale separation in such systems is neglected, directly implementing standard nonlinear feed-back control methods may lead to controller ill-conditioning or loss of closed-loop stability (Kokotović et al., 1999).

As nonlinear process models are in the form of ordinary differential equations (ODEs) in time, they need to be integrated to predict the states and/or outputs. However the presence of fast dynamics in such processes result in stiff ODEs. Such stiff ODEs require a very small integration step size when using explicit integration methods to avoid numerical instability and to produce accurate solutions. An alternative is to compute the temporal evolution of the fast states using a different method than numerical integration of a stiff ODE.

Specifically, utilizing the mathematical framework of singular perturbations (Kokotović et al., 1999), the stiff ODE system is written in the standard singularly perturbed form, where a small positive parameter, $\varepsilon$, is used to multiply the time-derivative of the fast states. Using singular perturbations, the original system is decomposed into two lower-order subsystems by utilizing the inherent two-time-scale property of the system. Each lower-order subsystem separately rep-
resents the slow and fast dynamics of the original stiff ODE model and may be simpler to study individually. The asymptotic behavior (for small \( \epsilon \)) of the original system can then be inferred based on the behavior of the lower-order subsystems. In particular, once the fast states converge to the slow manifold after a short transient period, there exists a nonlinear relationship between the slow and fast states, which can be taken advantage of.

To capture nonlinear relationships in data, Ref. Kramer (1991) suggested a nonlinear generalization of principal component analysis, termed nonlinear principal component analysis (NLPCA). This was developed further in Ref. Dong and McAvoy (1996), where it was proved that this new method could accurately capture significant nonlinear relationships between the variables in a time-series data set. Furthermore, for the reconstruction of ODEs from data, a procedure known as sparse identification was devised in Ref. Brunton et al. (2016).

In a two-time-scale system, if the nonlinear relationships between the slow and fast states can be derived using NLPCA, then the fast subsystem may be predicted using a deterministic neural network (NN) model obtained from NLPCA with the slow subsystem as its input, with the results being valid after a short transient period. The evolution of the system on the slow manifold, on the other hand, can be predicted by integrating the sparse identified model with a larger integration step size compared to the one needed to integrate the original system of stiff ODEs. The objective of this work is to investigate an approach of combining NLPCA with sparse identification to efficiently predict the full state of the original stiff ODE system with minimal loss of accuracy except for a short transient period. Neural networks have already been used effectively in another two-time-scale process, chemical vapor deposition, for parameter estimation under uncertainty (Kimae and Ricardes-Sandoval, 2020a), dynamic optimization (Kimae and Ricardes-Sandoval, 2020b), and nonlinear control using MPC (Kimae and Ricardes-Sandoval, 2019).

2. Preliminaries

2.1. Class of systems

The general class of continuous-time nonlinear systems with \( m \) states considered in this work has the following general form:

\[
\dot{x} = f(x)
\]  

(1)

where \( x \in \mathbb{R}^m \) is the state vector, and the vector function \( f(x) \) contains the dynamic modeling constraints that are inherently present in the system due to its physics. We assume that the system of Eq. (1) exhibits time-scale separation in the sense that it involves coupled slow and fast states where \( x \in \mathbb{R}^n \) and \( z \in \mathbb{R}^p \) are the slow and fast state vectors, respectively, with \( n + p = m \).

Traditionally, the system of Eq. (1) has been studied within the framework of singular perturbations where a small positive parameter \( \epsilon \) representing the speed ratio of the slow to the fast dynamics of the system is used to write the system of Eq. (1) in the following standard singularly perturbed form:

\[
\begin{align*}
\dot{x} &= f_1(x, z) \\
\epsilon \dot{z} &= f_2(x, z)
\end{align*}
\]

(2)

where \( x \in \mathbb{R}^n \) and \( z \in \mathbb{R}^p \) are the slow and fast state vectors, respectively, with \( n + p = m \). The vector functions \( f_1(x, z) \) and \( f_2(x, z) \) are sufficiently smooth vector functions in \( \mathbb{R}^n \) and \( \mathbb{R}^p \), respectively. In the system of Eq. (2), after a short transient period, the fast states, \( z \), converge to a slow manifold (provided such an isolated manifold exists) and can be expressed by a nonlinear algebraic expression in \( x \), the slow states. In this work, nonlinear principal component analysis (NLPCA) is utilized to capture this nonlinear manifold relationship between the slow and fast states, while sparse identification is used to reconstruct the slow dynamic model for the slow states.

Remark 1. Traditionally, two-time-scale systems of the form of Eq. (2) have been analyzed by setting \( \epsilon \) to zero in Eq. (2) and calculating the slow manifold and the slow subsystem analytically. This requires knowing the vector functions \( f_1(x, z) \) and \( f_2(x, z) \). The objective of this work is to calculate the slow manifold and the slow subsystem using only time series data of \( x(t) \).

2.2. Nonlinear principal component analysis

Principal component analysis (PCA) is a well-established dimensionality reduction technique for linearly mapping higher-dimensional data onto a lower-dimensional space with marginal loss of information by minimizing the sum of orthogonal deviations from a line. It is applicable to chemical processes as they contain voluminous data but much less information. However, as chemical processes are usually nonlinear, this can introduce inaccuracies (Paluš and Dvorský, 1992) such as the minor components containing more than just noise or insignificant variance (Ku et al., 1992). Therefore, for nonlinear dynamical systems such as chemical processes, NLPCA was developed.

2.2.1. Principal curve

In NLPCA as defined in Ref. Dong and McAvoy (1996), a “principal curve” (Hastie and Stuetzle, 1989) passing through the “middle” of the data set is first fitted to the data. This curve captures the nonlinear relationship between the variables by minimizing the sum of orthogonal deviations between the data and the curve. If not, analogously to PCA, the procedure can be carried out successively on the residuals to compute more components as required to capture the desired variance.

The principal curve is a 1-D curve in the \( m \)-D space of the states. It is represented by a vector function, \( f(\mu) \), consisting of \( m \) functions of only the ordered arc-length along the curve, \( \mu \). If \( \mathbf{x} \in \mathbb{R}^m \) is a continuous random vector with probability distribution, \( h \), and \( \| \cdot \| \) denotes the Euclidean norm of a vector, then the projection index, \( \mu_f : \mathbb{R} \rightarrow \mathbb{R} \), can be defined as

\[
\mu_f(\mathbf{x}) = \sup_{\mu \in \mathbb{R}} \left\{ \| \mathbf{x} - f(\mu) \| = \inf_{\mu \in \mathbb{R}} \| \mathbf{x} - f(\mu) \| \right\}
\]

(3)

where \( \nu \) is a substitute for \( \mu \), and also represents the arc length. Hence, \( \mu_f \) is the value of \( \mu \) for which the curve, \( f(\mu) \), is nearest to \( \mathbf{x} \). In the case of multiple such values, the largest is used. A principal curve with distribution \( h \) can now be defined as the curve, \( f \), such that

\[
\mathbb{E}(\mu_f(\mathbf{x}) = \mu) = f(\mu)
\]

(4)

where \( \mathbb{E} \) is the expectation operator.
The procedure to estimate the principal curve represented by Eq. (4) is described next. The challenge is that the expectation operator $E$ in Eq. (4) can be computed only if the distribution of $X$ is known. However, in most engineering applications, including the systems of interest in this work, $X$ is a discrete, multivariate data set with unknown distribution sampled from a process. Hence, as suggested in Ref. Hastie and Stuetzle (1989), we estimate the principal curve, given by the left-hand side of Eq. (4), $E(X|\mu_j(X) = \mu_j)$, using scatter-plot smoothing with locally weighted regression. This is implemented through a two-step iteration procedure. To initialize the iterations, the first linear PCA line, $f_0$, is used as the initial guess. Then, in each iteration, first, the data points are orthogonally projected onto the current estimate of the curve, $f_i$, and their ordered arc lengths are calculated from the “first” projected point on the curve. Since the points are joined by line segments in this work, this is equivalent to a cumulative sum of successive Euclidean distances. The “first” data point is taken as the data point with the lowest value of $X_1$ (first dimension of the data set) after projection onto $f_i$. In the second step, the new curve, $f_{i+1} = E(X|\mu_j(X) = \mu_i)$, is estimated by using locally weighted regression (Cleveland, 1979) on the data set where the neighborhood of each point is based on the ordering from the first step. The number of points used for smoothing is based on the “span” parameter, $0 < s \leq 1$, representing the percentage of points to be used. Specifically, for $r$ data points, $sr$ rounded to the nearest integer would be the number of points used for smoothing. The weights are assigned to the neighboring points using the tri-cube weight function,

$$ w_{ij}(\mu) = \begin{cases} 1 - \frac{||\mu_j - \mu_i||}{d_i}^3 & \text{if } ||\mu_j - \mu_i|| < d_i \\ 0 & \text{if } ||\mu_j - \mu_i|| \geq d_i \end{cases} \quad (5) $$

where $w_{ij}$ is the weight assigned to point $j$ when computing the new point $i$ with $i,j = 1,\ldots,r$, and $d_i$ is the distance from point $i$ to the furthest neighboring point considered. For further details regarding locally weighted regression, the reader is referred to Ref. Cleveland (1979). This second step yields the new curve, $f_{i+1}$. The two steps described are then repeated with the new curve in the next iteration until a stopping criterion is met. The criterion used in this work is the relative change in the Euclidean distance from a point $X$ to its projection on the principal curve, $f$. Specifically, if $\varepsilon$ is a small, positive number, we iterate until

$$ \frac{||X - f_i(\mu_j)|| - ||X - f_{i+1}(\mu_j)||}{||X - f_i(\mu_j)||} < \varepsilon $$

The principal curve, however, is not a model and cannot generate an output from a new input sample. Therefore, the principal curve is approximated using a feedforward neural network, which is then used as the model to query new data.

### 2.2.2. Neural network

A two-layer feedforward neural network model that approximates a nonlinear function of the form, $y = f(x)$, can be written in the general form,

$$ y = \sigma(E(W^{(1)}h^{(1)} + b^{(1)})) $$

$$ h^{(1)} = \sigma(W^{(2)}h^{(2)} + b^{(2)}) $$

$$ h^{(2)} = \sigma(W^{(3)}y + b^{(3)}) $$

where $x \in \mathbb{R}^n$ is the NN input vector, $y \in \mathbb{R}^P$ is the NN output vector. Each layer has a bias vector $b^{(i)}$ with $i = 1$, 2, 3, and an activation function $\sigma(\cdot)$ with $i = 1$, 2, 3, which is a nonlinear activation function such as the sigmoid function, $\sigma(x) = 1/(1 + e^{-x})$. The hidden layers have output vectors $h^{(i)}$ with $i = 1, 2$. Every pair of units in two consecutive layers has an associated weight, which is stored in the weight matrix $W^{(i)}$.

### 2.3. Sparse identification

Sparse identification is a technique developed to identify dynamical systems made possible due to recent advances in sparsity algorithms. Sparsity methods have been applied to dynamic system modeling in recent works (Wang et al., 2011; Schaeffer et al., 2013; Ouzolinis et al., 2013; Mackey et al., 2014; Brunton et al., 2014; Proctor et al., 2014; Bai et al., 2015; Arnaldo et al., 2015). Sparse identification attempts to reconstruct the original ODE using only measured data from the system and identifies dynamical systems expressed in the form given in Eq. (1).

Sparse identification takes advantage of the fact that $f(X)$ in Eq. (1) typically contains very few nonzero terms, which makes it sparse in a higher-dimensional space of many candidate nonlinear functions. This sparsity allows calculation of the nonzero terms using scalable convex methods while avoiding a prohibitively expensive brute-force search.

In sparse identification, time-series data of the state $x$ is first collected by sampling the process with sampling period, $\Delta$, over a range of initial and operating conditions. The concatenated data matrix, $X$, is then, of the form,

$$ X = [x_1 \; x_2 \; \cdots \; x_m] $$

where each $x_i$ is a column of time-series data for state $i$ for $i = 1, \ldots, m$. The matrix of the derivative of $X$,

$$ \dot{X} = [\dot{x}_1 \; \dot{x}_2 \; \cdots \; \dot{x}_m] $$

is estimated in this work using second-order central finite differences (except the first and last points, which use second-order forward and backward finite differences, respectively). Next, a library, $\Phi(X)$, of $q$ nonlinear functions of the columns of $X$ is created. These functions are candidate terms for $f$, the right-hand side of Eq. (1). The objective is to find which of these terms are active by leveraging sparsity. An example of an augmented library or $\Phi(X)$ is

$$ \Phi(X) = \begin{bmatrix} 1 & X & X^2 & \cdots & \sin X & \tanh X \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ x_1 & x_1x_2 & x_2^2 & \cdots & x_2x_3 & \cdots & x_m \end{bmatrix} $$

where, for example, $X^2$ denotes all quadratic nonlinearities, given by

$$ X^2 = [x_1^2 \; x_1x_2 \; x_2^2 \; x_2x_3 \; \cdots \; x_m^2] $$

The sparse identification problem is to determine the $q$ coefficients associated with the $q$ candidate nonlinear functions considered in $\Phi(X)$ for each of the $m$ states. The $m$
coefficient vectors, each denoted by $\mathbf{e}_i$, can be compactly written as a matrix,

$$
\mathbf{Z} = \begin{bmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \cdots & \mathbf{e}_m \end{bmatrix}
$$

(13)

Each $\mathbf{e}_i \in \mathbb{R}^n$ is a sparse vector of coefficients indicating the active terms in the dynamical equation of the corresponding row, $\mathbf{e}_i = f(x)$. The equation that must now be solved to determine $\mathbf{Z}$ can be set up as

$$
\mathbf{X} = \mathbf{e}(\mathbf{X})\mathbf{Z}
$$

(14)

The above equation is solved using least-squares after zeroing all coefficients in $\mathbf{Z}$ that are smaller than a threshold, $\lambda$, known as the sparsification knob since this single parameter controls the sparsity of $\mathbf{Z}$. This is repeated until the non-zero coefficients converge, which is very rapid in practice.

As expected, the effectiveness of sparse identification is intrinsically related to the candidate nonlinear functions used to compute the sparse dynamics. However, as discussed in Ref. Brunton et al. (2016), polynomials and trigonometric functions are a natural basis for many systems and may be used as an initial bank of basis functions. More nonlinear functions may be added to the bank based on physical knowledge of the specific system such as exponential terms for systems with chemical reactions.

3. 
**NLPCA-SI implementation**

In this work, the two methods described—NLPCA and sparse identification—are used together to identify the original two-time-scale system dynamics. The objective is to use NLPCA for deriving nonlinear relationships between the slow and fast dynamics and use sparse identification to reconstruct the slow dynamics. Thus, the final system is in the form of ODEs for the slow states and a neural network for the fast states. The method is abbreviated as NLPCA-SI.

The NLPCA-SI procedure is as follows: (1) a large data set is generated through open-loop simulations of the original nonlinear system in Eq. (1) using different initial conditions in a reasonable operating region, (2) a time-series plot of the states is used to separate the slow and fast states, (3) the collected data is then auto-scaled by subtracting the mean and dividing by the standard deviation since NNs have activation functions with relatively small ranges, (often 0 to 1), making them inaccurate or difficult to train if the data varies too widely, (4) the principal curve is computed using the entire $m$-dimensional data set, (5) and a feedforward NN as described in Section 2.2.2 is built using only the slow states as the inputs and the fast states as the outputs. Two remarks are made regarding the procedure. In the second step, another, possibly more robust, method to identify the slow and fast states a priori is to plot the time-series gradients of the data. For the fast states, due to the stiffness, the magnitudes of the gradients are extremely large initially. For every simulation of the ODE systems for data generation, the initial gradients of the fast states were at least one order of magnitude greater than that of the slow states. In most runs, the differences were two orders of magnitudes. Therefore, the ratio of initial gradients of the states can be used as a criterion to identify the slow and fast states a priori. This idea can be further developed as well. For example, norms of the ratios at multiple time instances can be used, where several orders of magnitudes separate the slow and fast states. In the final step of building the NN, an open-source platform for machine learning, Tensorflow, is used to solve the required optimization problems and obtain the optimal weight matrices, $W(0)$, which minimize the loss function used: the mean-squared error between the predicted and actual outputs.

The NN used in the NLPCA is a two-hidden-layer network with a linear output layer. Ref. Dong and McAvoy (1996) used an overall five-layer network with the principal scores (defined as the arc length, $\mu$, along the principal curve) as a middle layer, based on the initial structure proposed by Ref. Kramer (1991). However, it treated the network as two three-layer networks, with the third layer of the first network being the first layer of the second network. This was done because five-layer networks were considered difficult to train. However, with the recent advances in data science and machine learning, this is not intractable anymore. Hence, a four or even five-layer network may be trained without splitting it into two networks. However, the number of hidden layers is not arbitrary. Ref. Hornik et al. (1990), Hornik (1991) proved that at least one sigmoidal hidden layer is required for a feed-forward neural network to have the universal approximation property. However, this is in theory and the parameters may be extremely specific to achieve the required accuracy. In addition, for nonlinear control systems, two layers may be required for closed-loop stabilization (Sontag, 1992). Finally, the function to be approximated by the NN may have regions where it behaves differently from its behavior in most of its domain. This can lead to the failure of a one-hidden-layer network and might even require a separate NN for distinct regions. Due to these considerations, two hidden layers are used in this NN with the number of hidden neurons in each hidden layer being determined by a grid search and cross-validation as in Ref. Dong and McAvoy (1996). However, it is noted that these two parameters—the number of hidden layers and the number of neurons in each hidden layer—which define the structure of the NN should be based on the complexity of the nonlinear relationship between the inputs and outputs of the NN. Typically, as seen in the examples considered in this work, a shallow neural network (i.e., an NN with only one or two hidden layers) is sufficient for most chemical process modeling problems. However, a deep neural network can be used for a large-scale, complex system with a large number of process states when a shallow neural network cannot achieve the desired model accuracy. In practical implementation, to obtain a well-conditioned neural network model with sufficiently high model accuracy on both training and testing data sets, we will start with a one-hidden-layer neural network, and gradually increase the number of layers and of neurons until no further improvement is noticed. Following these steps, a well-conditioned NN model is obtained to predict the fast states from the slow states. Once the optimal structure of the NN is determined, the NN is trained 10 times and the most accurate model is chosen based on the test set accuracy. The structure of the NN used in NLPCA-SI is shown in Fig. 1.

For the activation functions of the two hidden layers, the first hidden layer uses a sigmoidal activation since, as mentioned, this is required for the universal approximation theorem to hold. For the second activation function, several common activation functions are tested, and the model with the minimal test set error is selected. The most important metric used in the NN training, however, was the learning rate, which typically requires significant tuning. In this method, the learning rate can significantly affect the results for some systems and is tuned until satisfactory performance is observed.
The aforementioned NLPCA-SI method is compared with the results from this aforementioned brute-force approach using only sparse identification, abbreviated SI.

Remark 2. It is important to note that, as opposed to classical singular perturbation modeling of two-time-scale processes, the dimension of the slow state vector and of the fast state vector are fixed once the singular perturbation parameter is specified and the process model is written in the standard singularly perturbed form, the proposed approach uses process data to determine the number of fast and slow states and, therefore, leads to a more accurate representation of the dimensions of the slow and fast states. Furthermore, it directly accounts for “hidden” time-scale multiplicity in the right hand-side of the process dynamic model owing to the presence of large or small parameters there and yields a slow subsystem of the lowest order as a result of the application of NLPCA to the overall process state data set. Therefore, this approach can be viewed as a way of carrying out index reduction in high-order (higher than 1) differential-algebraic equation systems (which arise as slow subsystems of two-time-scale systems) to yield a slow subsystem of the lowest order.

4. Application of NLPCA-SI

The method explained in Section 3 is applied to two reactor systems. In the first example, a two-time-scale system due to multiple reactions with different rate constants is studied. Next, a CSTR with a single reaction but fast temperature dynamics is considered. In this section, a “proper” solution refers to a sparse identified system that can be integrated until the end of the time span without early termination due to divergence to infinity during numerical integration.

4.1. Example 1: Isothermal batch reactor with multiple reactions

An isothermal, constant-volume batch reactor with the following reaction scheme is considered:

\[ A \xrightarrow{k_1} B \xrightarrow{k_2} C \]  

(15)

where \( k_i \) is the rate constant associated with the corresponding reaction. The forward reaction in \( A \rightleftharpoons B \) is much faster than the backward reaction and the \( B \rightleftharpoons C \) reaction such that \( k_1 \gg k_{-1} > k_2 \). This causes a two-time-scale separation in this system since species \( A \) is consumed much faster than the rate of consumption of species \( B \) or production of species \( C \).

If the reactor has volume, \( V \), and the concentration of species \( i \) is denoted by \( C_i \), the material balances that govern the dynamical behavior of the batch reactor take the following form:

\[ \dot{C}_A = -k_1 C_A + k_{-1} C_B \]  

(16)

\[ \dot{C}_B = k_1 C_A - k_{-1} C_B - k_2 C_B \]  

(17)

\[ \dot{C}_C = k_2 C_B \]  

(18)

\[ C_A(0) + C_B(0) = \text{constant} \]  

(19)

\[ C_C(0) = 0 \]  

(20)

The initial concentration of species \( C \) is assumed to be zero, and Eq. (19) ensures that the final, steady-state concentration of species \( C \) is constant for each initial condition chosen. Therefore, only one species’ initial concentration can be arbitrarily chosen. Note that an explicit \( \varepsilon \) is not necessary in the left-hand side of the fast ODE as seen in this example. Therefore, for this system, standard singularly perturbed methods for analytically separating the slow and fast states would not be adequate.

The rate constants in this system are chosen to be \( k_1 = 5.0 \text{ h}^{-1}, k_{-1} = 1.0 \text{h}^{-1}, k_2 = 0.5 \text{h}^{-1} \). The constant in Eq. (19), which is the sum of initial concentrations of species \( A \) and \( B \), is 9.0 mol m\(^{-3}\). Ten initial conditions are chosen with \( C_A(0) \) increasing from 0 mol m\(^{-3}\) to 9.0 mol m\(^{-3}\) in increments of 1.0 mol m\(^{-3}\), while \( C_B(0) \) decreases to satisfy Eq. (19). Using each of these initial conditions, the ODE system given by Eq. (16–18) is numerically integrated from 0.0 hr to 10.0 hr with a step size of 10 \(^{-6}\) hr. The resulting data is sampled every 0.1 hr and concatenated from the 10 runs into the \( X \) data matrix, which is used for NLPCA.

In NLPCA, a span of 0.25 is used, meaning 25% of the data points are used in the smoothing step of each iteration when computing the principal curve. This value yielded the optimal principal curve. The NN built to approximate this curve used a sigmoidal activation function for the first hidden layer and the rectified linear unit (ReLU) for the second as this was sufficient to accurately capture the curve. For both hidden layers, by testing 1 to 15 neurons using the simplified cross-validation scheme, 13 neurons were found to be optimal. With these values of the hyper-parameters, the learning rate did not significantly affect the results and 0.01 was used. The neural
network hyperparameters used for NLPCA in this example are reported in Table 2.

For sparse identification, the augmented library of functions consisted of the constant/bias term (column 1), polynomial terms up to fourth order, sin(X), cos(X), tan(X), tanh(X), exp(X), and exp(−X). The exponential terms are added since the reaction terms in reactor mass and energy balances often contain such terms. The optimal \( \lambda \) for the sparse identification algorithm was found to be 0.5 for the NLPCA-SI and 0.13 for SI.

Fig. 2 shows the results for this system. The reconstructed equations from the NLPCA-SI and SI are not included due to their length. Instead, for brevity, only the reconstructed states are plotted and compared. Both NLPCA-SI and SI reproduce the dynamics very accurately. As seen earlier, the NLPCA-SI does not model the transient regime well.

The differences between NLPCA-SI and only SI becomes apparent when the value of the sparsification knob, \( \lambda \), in sparse identification and the sampling period in the data generation step, \( \Delta t \), are investigated.

The sparsification knob, \( \lambda \), is tuned through extensive simulations to achieve the desired balance between sparsity and approximation accuracy for nonlinear dynamic systems—a larger \( \lambda \) leads to more sparse but less accurate dynamics. However, the range of values of \( \lambda \) that yielded the optimal results shown in Fig. 2 were not similar in the two cases. For the NLPCA-SI, any value of \( \lambda \) below the optimal 0.5 produced identical trajectories for the slow states, \( C_B \) and \( C_C \). This was tested until \( \lambda = 10^{-4} \). However, for SI, the value of \( \lambda \) that produced the ideal curves for all three states was only 0.05. Several values did not yield a proper solution, while most of them resulted in significantly inferior performance than shown in Fig. 2. It could not be determined that the optimal solution has been found without extensive testing of a large number of values for \( \lambda \), as there was no range of values that consistently produced optimal or near-optimal solutions.

For the sampling period, \( \Delta t \), as expected, reducing the sampling period generally yields significantly more accurate sparse identified models due to the greater number of data points and more accurate gradient calculations from more closely spaced data points. However, it might not be practically feasible to sample data at such short intervals due to, for example, limitations of the measurement device, such as for concentration. Furthermore, this can cause chattering behavior and numerical instabilities in the gradient estimation for the fast states, especially if noise is present. If the sampling period is not small enough, and the fast dynamics are extremely fast, \( \epsilon \) in Eq. (2) is extremely small, it is possible that the fast transient takes place in a time shorter than the sampling period. In this case, the sparse identification algorithm cannot, in general, capture the fast dynamics and may predict a wrong steady-state value entirely. Therefore, the sampling period, \( \Delta t \), is also carefully chosen based on extensive simulations in this work. Conversely, since NLPCA-SI only uses the slow manifold to predict the fast states, it is affected by neither the sampling period nor the \( \epsilon \). However, the key advantage of NLPCA-SI over SI, as seen clearly in this example, is that NLPCA-SI predicts the fast state at least as accurately as SI (after the short transient) without requiring any integration of stiff ODEs with extremely small time steps.

### 4.2. Example 2: Non-isothermal CSTR with jacket

A single, endothermic, irreversible reaction of the form,

\[
A \xrightarrow{k} B
\]  

(21)

takes place in a perfectly mixed non-isothermal CSTR as shown in Fig. 3.

In this process, \( C_A \) is the concentration of reactant A in the reactor, \( V_r \) is the volume of the reacting liquid in the reactor (assuming the vessel has constant holdup), and \( T_r \) is the tem-
The temperature of the reactor. The inlet stream contains pure species A at a volumetric flow rate \( F \), concentration \( C_{A0} \), and temperature \( T_{A0} \). A heating jacket of volume, \( V_j \), heats the reactor. The heat transfer fluid is added to the jacket at a volumetric flow rate \( F_j \) and an inlet temperature \( T_{j0} \). The reacting liquid has a constant density of \( \rho_m \) and a heat capacity of \( c_p,m \), while the heat transfer fluid has a constant density of \( \rho_j \) and a heat capacity of \( c_p,j \). The enthalpy of the reaction is \( \Delta H_r \). The heat transfer coefficient is \( U \), and the area of heat transfer between the jacket and the reactor is \( A_r \). The rate of the reaction in Eq. (21) is assumed to be of the form,

\[
r = -k_0 \exp \left( \frac{-E}{RT_j} \right) C_A
\]

where \( k_0 \), \( R \), and \( E \) represent the pre-exponential constant, ideal gas constant, and activation energy, respectively. Under these assumptions, a material balance for species A, a reactor energy balance, and a jacket energy balance can be formulated, respectively, as:

\[
V_r \dot{C}_A = F_r (C_{A0} - C_A) - k_0 e^{-E/RT} C_A V_r \tag{23}
\]

\[
V_r \dot{T}_r = F_r (T_{A0} - T_r) + \left( \frac{-\Delta H_r}{\rho_m c_p,m} \right) k_0 e^{-E/RT} C_A V_r + \frac{U A_r}{\rho_m c_p,m} (T_j - T_r) \tag{24}
\]

\[
V_j \dot{T}_j = F_j T_{j0} - F_j T_j - \frac{U A_r}{\rho_j c_p,j} (T_j - T_r) \tag{25}
\]

If \( \epsilon \) is defined as the ratio of the jacket volume to the reactor volume \( \epsilon = V_j/V_r \), Eq. (25) can be rewritten explicitly in \( \epsilon \) and \( V_r \) only without a \( V_j \) term as follows:

\[
\epsilon \dot{T}_j = \frac{1}{V_r} \left( F_j T_{j0} - F_j T_j - \frac{U A_r}{\rho_j c_p,j} (T_j - T_r) \right)
\]

**Fig. 4** – Comparison of original data (solid lines) with results from NLPCA-SI (dashed lines) and only sparse identification (dotted lines) for Example 2.
However, the right-hand sides of the equations are also relevant in determining the slow-fast dynamics of a process. Hence, writing the system in terms of $\dot{s}$ is not crucial in our approach and can also be misleading. In this system both temperatures have fast dynamics in comparison to the concentration, which has much slower dynamics. In standard singularly perturbed methods, only $T_1$ would be considered the fast state, while, in fact, $T_2$ is also a fast state in this system.

The parameter values used for this system are given in Table 1. Ten initial conditions are chosen with $C_A(0)$ increasing from 0 mol m$^{-3}$ to 9.0 mol m$^{-3}$ in increments of 1.0 mol m$^{-3}$, $T_1(0)$ increasing from 280 K to 370 K in increments of 10 K, and $T_2(0)$ increasing from 300 K to 590 K in increments of 10 K. Using each initial condition, the ODE system given by Eq. (23–25) is numerically integrated from 0 hr to 1 hr with a step size of $10^{-4}$ hr. The resulting data is sampled every 0.005 hr and concatenated from the 10 runs into the data matrix, $X$. A time-series plot of $X$ and/or gradient of $X$ shows that only $C_A$ is the slow state in this system, while both temperatures are fast. The NLPCA is carried out accordingly with $C_A$ being the input to the NN and $T_1$ and $T_2$ being the outputs of the NN.

The optimal span for NLPCA is 0.2 i.e. 20% of the data points are used for the smoothing step when calculating the principal curve. The activation function for the second hidden layer in the NN required tanh in this example. For the first hidden layer, only 5 neurons are required, while 13 is optimal for the second hidden layer. With these values of the hyperparameters, the learning rate does not significantly affect the results and 0.01 is used.

For sparse identification, the augmented library of functions consisted of the constant term, polynomials up to third order, $\sin(X)$, $\cos(X)$, $\tan(X)$, and $\tan^2(X)$. The exponential terms are omitted in this example because, if they are included, while NLPCA-SI results improve, SI does not yield a proper solution. The optimal $\lambda$ for the sparse identification algorithm was found to be 2.0 for the NLPCA-SI and 1.0 for SI. The sampling period in this example was chosen to be 0.005 hr because any value larger than this caused SI to not produce a proper solution.

Fig. 4 shows the results for this system. The reconstructed equations are omitted for brevity. The prediction of the slow state, $C_A$, is similar across both methods. The differences in Fig. 4(a) appear more significant due to the scale of the figure. The fast states, both the reactor and jacket temperatures, are reconstructed very accurately in the post-transient regime using both methods.

**Remark 3.** It is noted that the computational time needed to solve the original two-time-scale ODEs and the reduced-order slow model obtained with the proposed NLPCA-SI approach depends on the numerical integration method and time step of integration adopted. However, the lack of stiffness of the reduced-order slow model allows the use of larger time-steps leading to a reduced solution time for the calculation of the system solutions at the expense of missing the initial sharp transient of the fast states of the two-time-scale ODE system.

Therefore, a fair comparison cannot be made when using different integration time steps for the different ODE systems identified, while the advantage of the NLPCA-SI method is nullified if an identical, very small integration time step is used for both systems.

5. Conclusion

In this work, reduced-order models were developed for nonlinear two-time-scale systems using measurement data. Nonlinear principal component analysis, a technique to extract nonlinear relationships between variables, was combined with sparse identification, an algorithm to reconstruct the underlying ODEs governing the system, to build a nonlinear model that can be used to predict the full state of the original system. The effectiveness of this method was demonstrated using two reactor-based examples and comparing the results with the original system and a purely sparse identified system. In both examples, the results were in close agreement with the original system and also the purely sparse identified system. It was observed, however, that the accuracy of the sparse identification method for the full state was strongly linked to the sampling period at which the original data was sampled and also, in some cases, required a very specific degree of sparsity in the algorithm. Furthermore, the sparse identified stiff ODEs required a very short integration time step of $10^{-4}$, while the NN model in NLPCA-SI could predict the fast state (after a short transient) to at least a similar degree of accuracy without any integration. In the future, we will focus on the designs of controllers for nonlinear two-time-scale systems using data-based reduced-order models. The predicted states using NLPCA-SI can be used as the process model in model-based control methods such as MPC.
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### Table 2 – Neural network hyperparameters used for NLPCA in example systems of Section 4

<table>
<thead>
<tr>
<th>Neural network in example</th>
<th>Learning rate</th>
<th>First hidden layer</th>
<th>Second hidden layer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Neurons</td>
<td>Activation</td>
</tr>
<tr>
<td>1</td>
<td>0.01</td>
<td>13</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>5</td>
<td>Sigmoid</td>
</tr>
</tbody>
</table>
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