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Autoignition and detonation characteristics of n-heptane/air mixture with water droplets
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\textbf{ABSTRACT}

The present study addresses the autoignition and detonation characteristics of n-heptane/air mixture with water droplets in a confined one-dimensional reactor. A Eulerian-Eulerian formulation for gas and liquid phases is employed to simulate multi-component, fully compressible and reactive multi-phase flows. The parametric investigations covering a range of droplet diameters and number densities are conducted to understand the reaction front development in gas phase and droplet evaporation characteristics under different gaseous combustion conditions. Four modes of autoignition behaviours in the reactor are identified and they are found to greatly depend on both droplet diameter and number density. At a relatively small droplet diameter and/or number density, detonation is initiated by hot spot but no autoignition occurs at the right boundary. When both or either of them increase, autoignition occurs at the right boundary and the reaction front may further evolve into detonative or deflagrative waves. This is because the temperature inhomogeneity in that region is considerably enhanced. Furthermore, droplet diameter and number density are used to quantify the different modes of autoignition and detonation development. For the droplet evaporation dynamics during the reactive front development process, various mechanisms are observed, related to the different effects dominated by the velocity difference between two phases (characterized by the droplet Reynolds number), high local gas pressure and also the droplet temperature. This results in non-monotonic spatial distributions of droplet evaporation rate in the reactor, e.g. M-shaped in the detonated or shocked regions.

1. Introduction

Recently downsizing of Spark Ignition Engines (SIE’s) with turbo-charging technology has become increasingly attractive [1]. However, knock is still a severe constraint of SIE’s applying high compression ratio. Generally, knock in SIEs is caused by end-gas autoignition [2] and detonation resulting from coupling of chemical reaction and pressure wave plays an important role in super-knock [3,4]. On the other hand, most realistic energy conversion devices operate as multi-phase combustion systems. Furthermore, water injection, with an effective cooling effect for combustion process in different types of engines, has attracted extensive attentions in recent years due to the potential knock mitigation and NO\textsubscript{x} reduction [5]. For these scenarios, different aspects of these or related problems are investigated during the last decades. Even so, there still lacks a comprehensive understanding of the physio-chemical processes in autoignition modes and detonation interactions with evaporating droplets.

There are extensive studies on autoignitive reaction front propagation since it is fundamentally related to engine knock phenomenon. In the pioneering work by Ze’l dovich [6], it was proposed that different autoignition modes are caused by non-uniform reactivity. The theory was confirmed and further extended by theoretical analysis [7] and by simulations considering detailed chemical mechanisms [8–15]. Among them, Bradley and his co-workers [9–11] introduced an operational peninsula (normalized temperature gradient, ξ, versus ratio of acoustic time to excitation time, ε) for detonation development, which can be used to predict engine knock. Dai et al. [12–14] performed one-di-
mensional (1D) simulations to investigate detonation development regimes for n-heptane with low-temperature chemistry and Negative Temperature Coefficient (NTC) characteristics. They found that the reaction-pressure wave interactions become much more complicated in the presence of low-temperature chemistry and that a cold spot can also
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lead to detonation development when the initial temperature is within NTC regime. Recently, Dai et al. [15] extended their work to autoignition and detonation development induced by a hot spot in fuel-lean and carbon dioxide diluted n-heptane/air mixtures. Besides, Yu et al. [16] performed a 1D simulation to study the end-gas autoignition and detonation development in a closed chamber, and identified three modes of end-gas combustion depending on the chamber length as well as the initial temperature and pressure: normal flame propagation without autoignition, autoignition without detonation, and detonation.

It is well established that the non-uniform thermodynamic state in an end-gas region is mainly perturbed by small scale phenomena such as pressure wave disturbance [17–19], turbulence [20], or thermal inhomogeneities [21–24]. Pan et al. [20] carried out an LES (Large Eddy Simulation) work to explore autoignition induced abnormal combustion based on a downsized SIE. Wei et al. [25] carried out experiments to investigate the relationship of turbulent flame, shock wave and autoignition in a confined chamber with a perforated plate. They experimentally observed three combustion modes, including normal combustion, oscillating combustion and end-gas autoignition. Recently, Terashima et al. [26–28] presented a series of work to reveal the mechanisms for the hot-spot formation and pressure wave development associated with end-gas autoignition during knocking combustion in n-heptane/air mixture. However, most of the previous studies on autoignition induced by non-uniform reactivity (e.g. hot spot) were only focused on purely gaseous mixtures. Very few studies have been carried out to understand the effects of gas-liquid droplet interaction on autoignition and knocking formation. However, the droplet evaporation may cause thermal and compositional stratification that triggers different autoignition modes.

A number of experimental [29–32] and computational [33–37] studies on two-phase shock/detonation have investigated either the phase change in the relaxation zone behind a pressure wave or the wave attenuation due to the gas-droplet interaction. Smirnov et al. [30] carried out investigations on detonation onset in pulverized fuel-air mixtures and found that the mixture polydispersity and non-uniformity of droplet spatial distribution strongly affect spray combustion and detonation initiation. Particularly, water mist has wide application in preventing and reducing gas explosion hazard [38,39], due to its easy availability and nontoxicity. Niedzielska et al. [32] conducted experiments to investigate the influence of water droplets on propagating detonations, and found that droplets with critical diameter (say 215 μm) can quench the detonation temporarily but the flow rapidly accelerates back to the initial detonation speed. Yeom et al. [35] elaborated how shock dissipation and pressure distribution are affected by droplet size and droplet volume fraction. Schwer et al. [36] suggested that momentum extraction plays a dominant role in mitigating the leading shock wave. Recently, Watanabe et al. [37] conducted a 2D numerical simulation to clarify the propagation behavior of gaseous detonation in a water spray and its structure. They found that adding water droplets changes the cellular pattern and the detonation flow field, and evaporation occurs primarily at 10 mm behind the shock wave.

Nevertheless, relatively less work has been published regarding autoignition and subsequent evolution of reaction front in two-phase mixtures. The influences of temperature, pressure, and droplet size on autoignition of liquid fuel sprays were discussed by Aggarwal [40]. Bouali et al. [41] numerically investigated the influence of liquid fuel presence on the autoignition of n-heptane/air mixtures over a wide range of conditions encountered in internal combustion engines. They pointed out that the spray properties (e.g. mass of droplets, droplet number density) play an important role in the evolution of the autoignition delay curve. Moreover, Wang et al. [42] reviewed knocking combustion in SIE’s and it was commented that increased water content can suppress the autoignition of the end gas and therefore sometimes water mists or vapour are adopted as a knocking suppressant. Harrington [43] also investigated the influences of water addition to the injected fuels on NOx emissions and knocking tendency of the engines. Hoppe et al. [44] explored the potential of water injection to reduce knocking phenomenon and improve overall combustion efficiency in direct injection gasoline engines. However, understanding of the physiochemical processes in autoignition modes and detonation interactions with evaporating droplets remains to be improved.

Therefore, the objective of the present work is to analyze how the water droplet evaporation influences autoignition and detonation development in n-heptane/air mixture. The emphasis will be laid on the underlying mechanisms responsible for the two-phase detonation system, and their effects on the autoignition and detonation development modes, as well as the water droplet evaporation in the detonated gas. The rest of the paper is structured as below. Models and methodology are presented in Section 2. Results from the numerical simulations will be discussed in detail in Section 3. Section 4 closes the paper with the main conclusions.

2. Models and methodology

2.1. Numerical method

The Eulerian-Eulerian approach is applied to simulate the transient autoignition process initiated by a hot spot in stoichiometric n-heptane/air mixture as well as its interaction with a mono-dispersed water mist in a 1D closed, planar reactor. An in-house solver, Adaptive Simulation of Unsteady Reactive Flow (A-SURF) [13,45,46], is used and the governing equations for gas phase and liquid phase are shown below.

2.1.1. Gas phase

The conservation equations including the unsteady Navier-Stokes equations as well as energy and species mass fraction equations in a planar coordinate are given by

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} = E(U) + S_t + S_L.
\]

(1)

where \(t\) and \(x\) are the temporal and spatial coordinates, respectively. The vectors \(U, F(U), E(U), S_t\) and \(S_L\) are defined as:

\[
U = \begin{pmatrix}
\rho Y_1 \\
\rho Y_2 \\
\vdots \\
\rho Y_n \\
\rho u \\
E
\end{pmatrix},
F(U) = \begin{pmatrix}
\rho u Y_1 \\
\rho u Y_2 \\
\vdots \\
\rho u Y_n \\
\rho u^2 + p \\
(\rho Y E + p) u
\end{pmatrix},
E(U) = \begin{pmatrix}
-(\rho Y_1 V_1)_x \\
-(\rho Y_2 V_2)_x \\
\vdots \\
-(\rho Y_n V_n)_x \\
-\rho Y_{V_n} V_x \\
\tau_x
\end{pmatrix},
\]

(2)

\[
S_t = \begin{pmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_n \\
0 \\
0
\end{pmatrix},
S_L = \begin{pmatrix}
S_{m,1} \\
S_{m,2} \\
\vdots \\
S_{m,n} \\
S_t \\
S_e
\end{pmatrix}.
\]

Here the subscript \(x\) in \(F(U)\) denotes the partial derivative with respect to the spatial coordinate \(x\). \(\rho\) is the density, \(u\) is the flow velocity, \(Y_i, V_i\), and \(\omega_i\) are the mass fraction, diffusion velocity and production rate of species \(k\), respectively. \(n\) is the number of species in gas phase. The production rate \(\omega_i\) is specified via collection of elementary reactions using the CHEMKIN package [47]. The diffusion velocity \(V_i\) is calculated by the mixture-averaged method. The pressure can be obtained from the density, temperature and mean molecular weight using \(p = \rho R T / M\), where \(R = 8.314~J/(mol~K)\). The viscous stress \(\tau\) is represented by \(\tau = 2\mu\Delta u/\Delta x - 2/3\times \rho u^2/\Delta x\), where \(\mu\) is the dynamic viscosity of the gaseous mixture. \(E\) is the total energy and \(q\) is the heat flux (readers can refer to Refs. [13,45,46] for their detailed expressions). Note that the continuity equation is not included, because it can be recovered from the summation of all species mass fraction equations.

The full coupling between gas and liquid phases is taken into consideration in this work. Therefore, in the vector \(S_t\) in Eq. (2), the evaporation related source terms of species mass fraction \(S_{m,i}\), momentum \(S_t\) and energy \(S_e\) from liquid phase are given as

\[
\begin{align*}
S_{m,i} = N_{d,i} \dot{m}
S_t = -N_{d,i} \left[ u - u_{d,i} \right]
S_e = -N_{d,i} \left[ h_{d,i} (T - T_d) + m_{L,i} \right]
\end{align*}
\]

(3)

where \(\dot{m}\), \(m_{d,i}\), \(u_d\) and \(T_d\) are the evaporation rate, mass, velocity and temperature of a single droplet, respectively. \(N_d\) is the droplet number density, \(z\) is the droplet momentum relaxation time (given in Eq. (13)), \(h\) the convective heat transfer coefficient, \(A_d\) the surface area of the droplet. The latent heat of evaporation \(L\) is assumed to be constant in this work and equal to its value at the boiling point. The liquid source term for species \(k\), \(S_{m,k,0}\), is zero except when we consider the water (i.e. \(S_{m,W,0} = S_{m}\)).

2.1.2. Liquid phase

In the current work, the Eulerian-Eulerian approach is introduced into the A-SURF code [13,45,46] to describe the liquid phase dispersed in continuous gas phase. The water droplet is spherical, and the temperature within each droplet is assumed to be uniform [48–50]. The droplet-droplet interactions and therefore the resultant droplet-related diffusion are neglected due to the dilute droplet loading of interest in our work [48–50]. The movement of the droplets is affected only by the drag force, without any external body forces (e.g. gravity), while the mass transfer rate between continuous phase and dispersed phase is estimated from the evaporation rate [51]. These simplifications were also used in previous studies of gas-droplet reaction systems [52,53]. The Eulerian models were also used, e.g. by Aggarwal and Sirignano [54] and Qiao [55], to describe dispersed solid carbon particle or liquid droplet phase in one-dimensional two-phase flames and reasonable results were obtained in terms of particle dynamics and critical gaseous flame phenomena. Below we present the governing equations of dispersed liquid phase for mass, momentum, energy and number density in the Eulerian framework and 1D planar coordinate system.

The evolution of the droplet diameter can be derived from the mass conservation equation:

\[
\frac{\partial d}{\partial t} + u_d \frac{\partial d}{\partial x} = - \frac{2\dot{m}}{\pi\rho_d d^3},
\]

(4)

where \(d\) is the droplet diameter, \(\rho_d\) is the density of the droplet, and \(u_d\) is the velocity of the droplet phase. The evaporation rate \(\dot{m}\) can be modelled as [51]

\[
\dot{m} = \pi d_p D_{water,m} \tilde{S}_h \ln(1 + B_M).
\]

(5)

Here \(D_{water,m}\) is the binary diffusion coefficient of water vapour in the gaseous phase mixture. \(\tilde{S}_h\) is the Sherwood number [56,57]

\[
\tilde{S}_h = 2.0 + 0.6Re^{1/2}Sc^{1/3},
\]

(6)

where \(Re_d\) is the droplet Reynolds number and \(Sc\) is the Schmidt number

\[
Re_d = \frac{\rho_d d |u - u_d|}{\mu},
\]

(7)

\[
Sc = \frac{\mu}{\rho D_{water,m}}.
\]

(8)

In Eq. (5), \(B_M\) is the Spalding mass transfer number (\(Y_{di}\) and \(Y_{dm}\) are the mass fractions of water vapour at the droplet surface and the surrounding gas, respectively), i.e.

\[
B_M = \frac{Y_{di} - Y_{dm}}{1 - Y_{di}}
\]

(9)

\[
Y_{di} = \frac{W_{di} X_{di}}{W_{di} X_{di} + (1 - X_{di}) W}.
\]

(10)

\(X_{di}\) is the mole fraction of water at the droplet surface and is further derived from the Clausius-Clapeyron equation.

\[
\frac{\partial Y_{dm}}{\partial t} + u_d \frac{\partial Y_{dm}}{\partial x} = \frac{2\rho_d Y_{dm} \dot{m}}{\pi \rho_d d^3}.
\]

(11)

\[
\frac{\partial \rho_d}{\partial t} + u_d \frac{\partial \rho_d}{\partial x} = \frac{2 \rho_d \rho Y_{dm} \dot{m}}{\pi \rho_d d^3}.
\]

(12)
\[ X_d = \frac{P_{df}}{P} \exp \left[ \frac{L}{R} \left( \frac{1}{T_{df}} - \frac{1}{T_0} \right) \right] \]  

(11)

where \( P_{df} \) and \( T_{df} \) are reference pressure and temperature, respectively. \( W_{H_2O} \) is the molecular weight of the water and \( \tilde{W} \) is the molecular weight of the dry gas-phase mixture (excluding \( H_2O \) vapour). For water, \( P_{df} = 1 \text{atm}, T_{df} = 370K, L_c = 22603/g. \)

As mentioned before, inter-droplet interactions and gravity are neglected, the drag force only affects the droplet movement. The motion of droplet is determined by Newton’s second law, considering the drag forces resulting from velocity slip between the two phases, and is governed by

\[ \frac{\partial u_d}{\partial t} + u_d \frac{\partial u_d}{\partial x} = \frac{F_d}{m_d} = \frac{u - u_d}{f_r}. \]  

(12)

Here \( F_d \) is the drag force applied to a single droplet, and \( m_d = \rho_d \pi d^3/6 \) is the mass of a single droplet. \( \tau \) is the momentum relaxation time and can be estimated as below based on the low Stokes number assumption, i.e.

\[ \tau = \frac{\rho_d d^2}{18 \mu}. \]  

(13)

In Eq. (12), \( f \) is the drag function, which can be modelled with the Schiller and Naumann model [58]

\[ f = \frac{24}{C_d Re_d^2} \]  

(16)

where \( C_d \) is the drag coefficient and, for spherical droplets, it can be modelled as

\[ C_d = \begin{cases} \frac{24}{Re_d^2} (1 + \frac{1}{8} Re_d^{1/2}) & \text{if} \ Re_d < 1000 \\ 0.44 & \text{if} \ Re_d > 1000 \end{cases} \]  

(17)

The droplet temperature \( T_d \) is obtained by solving the energy equation

\[ m_d C_{p,d} \left( \frac{\partial T_d}{\partial t} + u_d \frac{\partial T_d}{\partial x} \right) = h A_d (T - T_0) - m_d L_s, \]  

(18)

where \( C_{p,d} \) is the heat capacity of the water droplet. The heat transfer coefficient \( h \) can be estimated from Nusselt number \( Nu \) using the correlation from Rans and Marshall model [56,57], i.e.

\[ Nu = \frac{h d}{k_g} = \frac{\ln(1 + B_T)}{2.0 + 0.6 Re_d^{1/2} Pr^{1/3}}, \]  

(19)

where \( k_g \) is the thermal diffusivity of gas phase, \( Pr = C_{p,g} \mu / k_g \) is the Prandtl number of the gas phase, \( C_{p,d} \) is the heat capacity of the gas phase, \( B_T \) is the Spalding heat transfer number, and follows the relation as \( B_T = (1 + B_M)^{\varphi} - 1 \), in which \( \varphi = (C_{p,g}/C_{p,d})/Le \) and \( Le \) is the Lewis number of the gaseous mixture. For simplicity, \( B_T \approx B_M \) is adopted here, through assuming that unity mixture Lewis number \( Le \) and equal capacities for water vapour and droplet, i.e. \( C_{p,v} \approx C_{p,d} \) [59]. This assumption is acceptable for the investigated stoichiometric n-heptane/air mixture and water properties.

Based on conservation of the total number of droplets in the system, the equation of droplet number density \( N_d \) reads

\[ \frac{\partial N_d}{\partial t} + \frac{\partial (N_d u_d)}{\partial x} = 0. \]  

(20)

2.2. Numerical method

Governing equations of gas phase (i.e. Eq. 1) and liquid phase (i.e. Eqs. 4, 12, 18 and 20) are solved in A-SURF [13,45,46]. For the gas phase equation, the second-order accurate, Strang splitting fractional-step procedure [60] is adopted to separate the time evolution of the stiff reaction term from that of the convection and diffusion terms. The non-reactive flow is solved in the first fractional step. Runge–Kutta, MUSCL-Hancock and central differencing schemes, all with second-order accuracy, are employed to calculate temporal integration, convective flux and diffusion flux, respectively. In the second fractional step, the chemistry is solved using the VODE solver [61]. For the liquid phase equations, semi-analytical method, instead of any ODE solver, is used to solve Eqs. (4), (12), (18) and (20). Both phases are solved on the same mesh and with consistent time step in A-SURF. A multi-level, dynamically adaptive mesh refinement algorithm [62] is applied to ensure adequate numerical resolutions of the propagating flame front, end-gas autoignition and pressure waves [13,16]. Furthermore, two-way coupling in terms of mass, momentum, energy and species is conducted between two phases for each time step. These couplings are enforced through the source terms in Eq. (3) for the gas phase equations and also the terms at the right-hand side of droplet equations in Eqs. (4), (12) and (18).

2.3. Physical model

The physical model of the one-dimensional closed reactor is shown in Fig. 1. The computational domain is \( 0 \leq x \leq L \), and \( L = 5 \text{ cm} \) is the reactor length. For gas phase, the initial pressure \( P_0 \) is 40 atm in the reactor and the initial flow is static (i.e. \( u_0 = 0 \text{ m/s} \)). A hot spot at the left boundary is introduced, aiming to initiate a reactive front in the end gas. Specifically, it is modelled by a linear temperature distribution with negative gradient

\[ T_0(x) = T(t = 0, x) = \begin{cases} T_m + \frac{8}{3} \frac{d_0}{\tau} & \text{for} \ 0 \leq x \leq x_1 \\ T_m + \frac{u_0^2}{2} \frac{d_0}{\tau} & \text{for} \ x > x_1 \end{cases} \]  

(21)

where \( x_1 = 5 \text{ mm} \) is the hot spot size, \( T_m = 1000 \text{ K} \) is the initial local temperature at \( x = 0.5x_1 \), \( \frac{d_0}{\tau} = -1.0 \text{ K/mm} \) is the negative temperature gradient inside the hot spot, and \( T_0 = 997.5 \text{ K} \) is the initial temperature in the reactor. This hot spot is to mimic the localized thermal inhomogeneity in the reactor, which can be practically generated by various factors in the IC engine chamber, e.g. hot gas residual or near-wall heating. Based on Zel’dovich [6], the linear temperature can induce an autoignition reactive front due to the distribution of the local ignition delay time. The propagation speed \( u_c \) can be correlated to the gradient of the ignition delay time \( \tau \) as

\[ u_c = \frac{(dr)}{(dx)}^{-1} = \left( \frac{dT}{dx} \right)^{-1} \]  

(22)

When the autoignition front moves at the sound speed \( a \), detonation can occur through the coupling with the pressure wave generated from

![Fig. 1. Schematic of hot spot for autoignition in n-heptane/air with water droplet in a 1D closed reactor with the length of L.](image-url)
the local heat release because of their mutual reinforcement. The temperature gradient at which \( u_a = a \) is defined as the critical temperature gradient \( (dT_0/dx)_c \), i.e.

\[
\left( \frac{dT_0}{dx} \right)_c = \frac{dr}{dT_0} a^{-1}
\]

(23)

Based on our previous 0D homogeneous ignition calculations of droplet-free \( n\)-\( C_7H_{16}/\text{air} \) mixture at \( P_0 = 40 \text{ atm} \) with the same chemical mechanism [63], the critical temperature gradient is approximately \(-0.4 \text{ K/mm} \) [13]. Therefore, the current temperature gradient \( (dT_0/dx) = -1.0 \text{ K/mm} \) considered in this work is sufficient to generate a reactive front from the hot spot, which can finally evolve into the detonation wave in the droplet-free \( n\)-\( C_7H_{16}/\text{air} \) mixture. We can hence further investigate the effects of the water droplet on the propagation of the propagating reaction front and end gas autoignition.

For liquid phase, the initial temperature of the droplet is 298 K and the water droplet is stationary at the beginning (i.e. \( u_{a,0} = 0 \text{ m/s} \)). The droplets introduced in this study is to mimic the water mists injected into the engine chamber to mitigate the knock and reduce NOx emissions, or the residual water droplets in the end gas due to the hydrous fuel sprays [5]. Different initial droplet diameters \( d \) and number densities \( N_d \) will be considered in this work, to examine their influences on autoignition and detonation front evolutions in \( n\)-heptane/\text{air} mixture. Note that the selections of \( d \) and \( N_d \) follows the spray characteristics relevant to IC engine conditions, and meanwhile they are still not dense and therefore the inter-droplet collision is not dominant. Furthermore, adiabatic and reflective boundary conditions are adopted for both boundaries \( x = 0 \) and \( x = L \).

The skeletal chemical mechanism for \( n\)-heptane oxidation [63] is used in our simulations. It consists of 44 species and 112 elementary reactions. This mechanism has been shown to be able predict autoignition and flame propagation in \( n\)-heptane/\text{air} mixtures at a broad range of temperature and pressure [12-16].

3. Results and discussion

3.1. Autoignition and detonation development

Fig. 2a and b compare the transient processes of detonation development without and with droplets, respectively. For the purely gaseous case (baseline case), Fig. 2a shows that Lines #1–2 correspond to the detonation development process. At Line #2, the reactive front evolves into a detonation wave with high pressure, temperature and a rapid increase in heat release rate. After that, the self-sustaining detonation wave propagates to the right until thermal explosion occurs in the unburned mixture. The averaged detonation speed between Lines #2 and #3 is 1,816 m/s, which is close to 1,845 m/s, the Chapman–Jouguet detonation speed for stoichiometric \( n\)-\( C_7H_{16}/\text{air} \) at \( T_0 = 997.5 \text{ K} \) and \( P_0 = 40 \text{ atm} \). For Lines #3–5, the detonation wave gradually degenerates into a shock wave, which continues propagating to the right. No autoignition occurs at the right end throughout the whole process (Lines #1–5). Similar phenomena in droplet-free \( n\)-heptane/\text{air} mixture with temperature gradient were also observed in Refs. [9,13,14].

Fig. 2b shows the counterpart results based on the same \( n\)-heptane/\text{air} mixture as in Fig. 2a, but with water droplets of \( d = 30 \mu\text{m} \) and \( N_d = 30,000 \text{ cm}^{-3} \) (case 1). The time sequences in Fig. 2a and b demonstrate that the presence of the water droplets with the above properties delays the occurrence of initial autoignition wave, detonation, degraded shock wave and thermal explosion. In the current case, this delay is mainly caused by the slow formation of the initial autoignition wave from the hot spot. However, this delay effect is not markedly seen for the timing corresponding to detonation development and propagation, as well as thermal explosion. The evaporation cooling effects are further confirmed through the extra numerical tests with droplet evaporation but without chemical reactions. It is shown that within the studied detonation development period (about 660 \mu\text{s} in Fig. 2b), reduction of the gas temperature is approximately 10 K. Therefore, such small temperature reduction would not demonstrate significant influences on the end gas combustion evolutions, but may sufficiently change the hot spot reactivity. Furthermore, during the detonation propagation process (Lines #2–3) in Fig. 2b, the peak values of pressure and heat release rate are considerably lower than those in Fig. 2a. The detonation propagation speed is also smaller in Fig. 2b (1767 m/s, an average value estimated from Lines #2 and #3) than that in Fig. 2a. These also indicate the suppression effect of the dispersed droplets on the reaction wave development in the end gas with localized hot spot. Also, based on the stand-alone numerical experiments without hot spots for both baseline case and case 1 (which are equivalent to 0D homogeneous ignition modelling), only thermal explosions occur without generation of the spontaneous propagating waves.

Fig. 3 shows the temporal evolutions of pressure, temperature and heat release rate for case 2 with increased droplet diameter \( d = 50 \mu\text{m} \) at the same number density \( N_d = 30,000 \text{ cm}^{-3} \) as in Fig. 2b. Compared with the results of case 1 in Fig. 2b, it takes a longer time for the...
autignite fronts to be generated in and move beyond the hot spot at the left boundary. The time difference between Figs. 3 and 2b is around 27.2 µs. Then, the evolutions of the reaction fronts originated from the left hot spot are qualitatively similar to the results in Fig. 2b, as shown in Lines #1–6. Nevertheless, relative to the respective Line #1, in Fig. 3, this process takes about 11 µs, longer than that in Fig. 2b (around 7 µs from Line #1 to Line #5 therein). Furthermore, the detonation propagation speed is 1831 m/s, 3.6% higher than that in Fig. 2b.

Interestingly, a new autignite front arises (see Line #3 in Fig. 3) at the right boundary, as shown in Fig. 3. The high temperature from this new front leads to partial reaction in front of it, as shown in Line #4. Ultimate thermal explosion in the rest of the end gas occurs when the local ignition delay is reached, and hence no interactions between the reaction fronts from two boundaries are observed. It should be noted that, relative to Line #1, here the thermal explosion time occurs at about 10.9 µs, roughly doubling the value in Fig. 2b (i.e. 6.9 µs). Therefore, the effects of increased initial diameter of the dispersed droplets on the reaction front developments are substantial (e.g. slow down the formation of the left autoignition front, speed up the detonation front propagation, and induce the new right front), which drives us to further examine how they respond to larger droplets.

Fig. 4 shows the results for case 3 with \( d = 100 \mu m \) and \( N_d = 30,000 \text{ cm}^{-3} \). Comparing with Fig. 3, the following distinctions should be highlighted about the reaction front from the left hot spot: (1) slower formation of reaction fronts from the hot-spot; (2) higher peak pressures and (3) variable detonation propagation speeds. For the left detonative front, the speeds are 1919, 2000 and 1835 m/s, respectively, estimated from Lines #2 to #5. Overall, these speeds are higher with various levels than that from Fig. 3 (i.e. 1831 m/s). This may be caused by the fact that the dispersed water droplets to some degree reduce the actual initial temperature gradient within the hot spot, and therefore the spontaneous reaction front generated from there can propagate into the end gas at a higher speed [6]. At Line #3, approximately 9 µs after Line #1, a right autoignition front arises, and then quickly evolves into a left-propagating detonation wave (Line #4). Therefore, due to the fast transition into the detonation wave (less than the local ignition delay of the end gas between two fronts), thermal explosion does not appear in this case. From Lines #4–6, both detonation waves propagate in an opposite direction and finally collide with each other at \( x \approx 3.0 \text{cm} \), leading to a superhigh pressure with a magnitude of over 750 atm. All the end gas has been consumed and the two detonation waves degenerate and permeate through each other (Line #7).

Fig. 5 further shows the results for case 4 with increased number density, \( N_d = 50,000 \text{ cm}^{-3} \), with the same droplet diameter \( d = 100 \mu m \) as in Fig. 4. Like the results in Figs. 3 and 2, two oppositely travelling reaction fronts are generated from the left and right boundaries, respectively, although these occur much later (over 200 µs) than the counterparts in Fig. 4. Based on Lines #1 and #2, the average propagating speeds of the left and right fronts are about 35 m/s and 56 m/s, respectively. Nonetheless, the right front becomes detonative as shown in Line #3, whereas the left one (see Line #4) also develops into the detonative front about 5 µs later than the right one. Although detonation waves are seen in both Figs. 4 and 5, nevertheless, when the droplet number density is increased, their occurrence is considerably delayed: in Fig. 5, it is 1,250 µs, much longer than 786.3 µs in Fig. 4. Meanwhile, they are present in the middle section of the reactor, instead of the left and right boundaries as shown in Figs. 3 and 4.

The modes of end-gas autoignition and detonation development shown in Figs. 2–4 (i.e. cases 1–3) are also seen in Yu et al. [16] and Pan et al. [18]. In the cases studied by Yu et al. [16], decrease in ignition delay time (by increasing the initial temperature or pressure) and increase in flame propagation time (by increasing the chamber length) both help to induce end-gas autoignition. Pan et al. [18] demonstrated the essential role of pressure wave disturbance in the formation of thermal inhomogeneity and detonations. However, the new mode of case 4 (see Fig. 5) is not observed from the previous studies. Therefore, in the present study dealing with the two-phase system, the end-gas autoignition may result from the evaporation rate inhomogeneity that causes the non-uniform thermodynamic state of the end gas (will be further discussed in Section 3.3).

### 3.2. Droplet dynamics

To further unravel the droplet dynamics in two-phase detonative combustion, Fig. 6 shows the distributions of droplet number density, droplet evaporation rate and diameter at different instants from case 1. Considerable deviations from the initial \( N_d (30,000 \text{ cm}^{-3}) \) can be seen in Fig. 6a, and distributions of \( N_d \) resemble single-periodic sine-waves. In general, the droplets move and are accumulated after the gaseous reaction fronts (denoted with open circles along the top x-axis).
However, the locations with maximum number densities fall well behind the reaction fronts. This implies the pronounced inertial of the finite-sized droplets (30 µm in case 1). Close to the left boundary, the local number density is below the initial value, indicating the reduction of the droplet number there due to their movement caused by the propagating gas phase. Fig. 6b shows that the effects of reaction front development on droplet evaporation are significant. The evaporation rate \( \dot{m} \) is non-monotonic behind the detonation/shock waves. Note that here \( \dot{m} \) is estimated from the single droplet evaporation rate model (see Eq. (5)), based on local gas and liquid phase properties. For instance, based on Line #3, in the detonated or shocked gas, from \( x = 0 \), \( \dot{m} \) gradually increases, and at around \( x = 0.6 \) cm, it reaches a minimum value. Then it sharply goes to the peak value, where the detonation front exists. In what follows, we term this distribution of \( \dot{m} \) as \( M \)-shaped profile with left mild and right spiky maxima (e.g. Line #3). When the detonation is weakened into a shock wave (Lines #4 and #5), the evaporation rate distributions are still \( M \)-shaped, but the right peak values of evaporation rate \( \dot{m} \) decreases accordingly. We will further discuss the intrinsic mechanism for this non-monotonicity behavior of \( \dot{m} \) in Fig. 7. Moreover, the droplet diameter \( d \) in Fig. 6c shows obvious change in Lines #1–5. Overall, strong \( \dot{m} \) leads to the lower diameter, but the droplets are still far from being completely vaporized and their diameters only decrease by less than 1% due to the relatively low evaporation rate of water sprays.

To understand the mechanism for droplet evaporation during reaction front propagation, we plot the distributions of key quantities related to evaporation rate \( \dot{m} \) for two stages, i.e. before and after detonation is initiated from the hot spot. At early stage (before detonation), the droplet temperature (see Fig. 7b) is below the boiling point of liquid n-heptane. In the reactor \( 0 \leq x \leq 5 \) cm, the higher the droplet temperature \( T_d \), the higher n-heptane vapor concentration \( X_d \) (see Eq. (11)) at the droplet surface, which lead to higher Spalding mass transfer number \( s_{\text{ff}} \) (see Eq. (9)) and therefore larger evaporation rate \( \dot{m} \) (see Eq. (5)). Hereafter, for brevity, we call this mechanism as Spalding number effect due to the droplet temperature. Furthermore, currently the droplet velocity is smaller than the gas velocity, although both of their magnitudes are small. The existence of such finite velocity difference would lead to finite Reynolds numbers \( R_{\text{ff}} \) (Eq. (7)) as plotted in Fig. 7a. The increased droplet Reynolds number \( R_{\text{ff}} \) would result in increased Sherwood number \( S_{h} \) (Eq. (6)), thereby enhancing the evaporation rate.

This is termed as droplet Reynolds number effect hereafter. In this stage, the variations of pressure (not shown here) are still negligible, and therefore their influences on \( \dot{m} \) are comparatively limited. One can see that, before detonation occurs, the evaporation is jointly affected by Spalding number effect due to droplet temperature and droplet Reynolds number effect, both of which facilitate the droplet evaporation in the present case.

When detonation occurs, the droplet has reached the boiling point temperature (see \( T_d \) in Fig. 7b), and therefore \( T_d \) is not a variable any more directly affecting the local \( \dot{m} \). In reality, the Spalding mass transfer number \( s_{\text{ff}} \) in Fig. 7b is mainly influenced by the local pressure (see Line #3 in Figs. 2 and 6b). Through Eqs. (5)–(11), one can find that higher gas pressure surrounding the droplet would reduce the vapor concentration at the droplet surface \( X_d \), and accordingly the Spalding mass transfer number \( s_{\text{ff}} \) and therefore decrease the evaporation rate \( \dot{m} \). We call this as Spalding number effect due to the local gas pressure. Based on Fig. 7a, the gas velocity \( u \) goes very high due to the detonation, and is much higher than droplet velocity \( u_d \). This directly results in high droplet Reynolds number (see Fig. 7a). Close to the hot spot boundary, the velocities of two phases are equal, leading to \( R_{\text{ff}} = 0 \). At \( x = 0 \), their velocity differences are relatively small and hence finite \( R_{\text{ff}} \) is seen. Generally, between \( x = 0 \) and the detonation front, the distributions of \( R_{\text{ff}} \) are \( M \)-shaped (see the right figure of Fig. 7a). Overall, in this stage, droplet Reynolds number effect increases \( \dot{m} \), whilst Spalding number effect due to the high pressure suppresses the evaporation of the water droplets. In addition, the former effect dominates the latter, as shown in Fig. 7. Now this justifies the \( M \)-shaped \( \dot{m} \) profiles seen in Figs. 6b and 7c.

Fig. 8 shows the droplet properties for case 2 (\( d = 50 \) µm and \( N_d = 30,000 \) cm\(^{-3} \)) at the same five instants as shown in Fig. 3. Fig. 8a shows that the distributions of droplet number densities are similar to case 1 in Fig. 6. Note that although auto-ignitive front arises from the right boundary, the distributions of \( N_d \) close to \( x = 5 \) cm are almost intact. Also, as shown in Fig. 8b, the droplet evaporation rate distributions in the left domain for case 2 are generally similar to those of case 1 in Fig. 6b. The corresponding mechanisms have been explained in Fig. 7. However, in Lines #3 and #4, between the central minimum and right maximum values in the \( M \)-shaped profiles, there is another maximum \( \dot{m} \) (e.g. \( x = 1 \) cm at Line #3). It should be emphasized that...
the droplet temperature has not reached the boiling point for all the lines in Fig. 8. For Line #3, at $x = 1$ cm, the droplet temperature is relatively high (due to the heating from the detonative fronts) but still lower than the boiling point (the distributions are not shown here), and this directly leads to the local increase of droplet evaporation rate in the $M$-shaped profiles, which corresponds to the foregoing Spalding number effect due to the droplet temperature $T_d$. However, this extra maximum of the evaporation rate $m$ is not found in case 1 (see Fig. 6), since when the detonation occurs the droplet has reached boiling point in the entire reactor due to its smaller diameter. Furthermore, the finite evaporation rates are also observed near the right boundary (see Lines #3/#5), but much lower than those in the left domain. This is because only deflagrative fronts are generated and the corresponding gas and droplet temperatures are comparatively lower than that at the left boundary, which has been shown in Fig. 3. Owing to the high value of $m$, decrease of the droplet diameter in the left domain (see Fig. 8c) is more pronounced than in the right domain.

Similarly, Fig. 9 shows the droplet properties for case 3 ($d = 100$ µm and $N_d = 30,000$ cm$^{-3}$) at the same instants as in Fig. 3. In Lines #1, #2 and #3, the distributions of $N_d$ and $m$ are qualitatively similar to the earlier results in Figs. 6 and 8. When the two detonation waves collide at $t = 799.6$ µs (see Line #6 in Fig. 4), the peak droplet number density arises at $t = 799.6$ µs (see Line #4 in Fig. 9a), implying the substantial accumulation of the oppositely moving droplets.
following the gas mixture. In the detonated region, the M-shaped profiles for \( \dot{m} \) are noticeable. Interestingly, in Fig. 9b, the striking difference from the results in Fig. 6b and 8b is the considerably suppressed evaporation rate \( \dot{m} \) near the collision location (i.e. around \( x = 3 \) cm in the reactor), where superimposition of high pressures from detonation waves occurs. The local superhigh pressure magnifies the effects from the Spalding number effects, thereby suppressing the local droplet evaporation at around \( x = 3 \) cm.

Plotted in Fig. 10 are the profiles of droplet number density, evaporation rate and diameter for case 4 (\( d = 100 \) \( \mu \)m and \( N_d = 50,000 \) \( \text{cm}^{-3} \)). For Lines #1 and #2 in Fig. 10a, since only deaggradative fronts are present for both sides based on Fig. 5, the distributions of \( N_d \) are relatively uniform in the entire domain. When the detonation fronts are developed in Lines #3 and #4, \( N_d \) shows larger variations. The lower \( N_d \) close to the two boundaries is probably caused by the propagating deaggradative fronts from them. Fig. 10b shows that, when the reaction fronts are deaggradative (see Lines #1 and #2), the evaporation rates are higher between the oppositely travelling fronts (i.e. in the unburned end gas) than in burned regions. In Lines #1 and #2, the m-shaped distributions of \( \dot{m} \) arises and there is a minimum value, e.g. around \( x = 2.4 \) cm in Line #2. Once the detonation fronts appear in Lines #3 and #4, the profiles of the evaporation rate are M-shaped. Compared to the M-shaped of \( \dot{m} \) distributions here and also in Figs. 6, 8 and 9, there are several differences we must mention for m-shaped \( \dot{m} \) distributions when the two deaggradative fronts are present. Firstly, in this case, m-shaped profile lies in the end gas, instead of the detonated or shocked regions. Secondly, due to the deaggradative combustion here, no very localized spikes in the entire reactor are seen (therefore we symbolically call it m-shaped, instead of M-shaped); instead, two maxima (at around \( x = 1.5 \) and 3.2 cm in Line #2) are present with continuously changing \( \dot{m} \).

The mechanism behind the m-shaped evaporation characteristics in the unburned zone of case 4, corresponding to the deaggradative front propagation in the reactor, will be further interpreted in Fig. 11b and Fig. 11a and b respectively show the spatial profiles of velocities, droplet Reynolds number, droplet temperature and Spalding mass transfer number in the reactor. As shown in Fig. 5a, the pressure variation is relatively small due to the deaggradative combustion in Lines #1 and #2. Therefore, its effects on \( \dot{m} \) is expected to be limited. Conversely, the droplet temperature \( T_d \) is still lower than the boiling temperature (see Fig. 11b), and generally it is high/low in the burned/unburned zone. This directly results in a high/low Spalding mass transfer number \( \dot{m} \) in the burned/unburned zones. The velocity difference between two phases can be seen in Fig. 11a. For the gas phase velocity, its profile resembles a dual-periodic sine wave, which directly leads to the m-shaped distributions of droplet Reynolds number. Therefore, in this scenario, the droplet Reynolds number dominates in the droplet evaporation in fresh end gas region.

3.3. Further discussion

3.3.1. Formation of reaction fronts from the right boundary

As discussed above, the presence of the water droplets in the n-heptane/air mixture considerably changes the formation of the autoignitive fronts from the right boundary and their subsequent evolutions. The temporal evolutions of the pressure at the right boundary for the cases 1–4 are shown in Fig. 12a. The timing of a steep pressure wave occurrence at the wall increases with the droplet diameter and/or number density. For case 1, it is the thermal explosion (see Line #5 in Fig. 2b) that causes the rapid pressure to increase. Compared to case 1 without end-gas autoignition, the corresponding steep pressure value decreases from case 2 to case 4 with end-gas autoignition. After that, pressure oscillation is observed for cases 1–3, which is caused by the back-and-forth propagation of pressure waves in the closed reactor. For case 4, the strong evaporation effect suppresses the detonation development in the early stage and hence no significant oscillatory behavior is observed within 1200 \( \mu \)s.

To further reveal the formation of reaction fronts from the right boundaries, an Integral of dimensionless Temperature Difference (ITD) for identifying the mechanisms of hot spot generation is introduced [18,26]:

\[
ITD(t) = \frac{1}{T_i} \int_0^t \left( T_{i=5.0} - T_{i=4.8} \right) dt,
\]

where \( T_i \) is the initial temperature, \( T_{i=5.0} \) is the temperature at the wall (\( x = 5.0 \) cm), \( T_{i=4.8} \) is that at \( x = 4.8 \) cm in the reactor, and \( t \) is the elapsed time. Here, ITD can be regarded as an indicator of the accumulation of temperature difference between the above two points.

Fig. 12b shows the time histories of ITD for cases 1–4. The inhomogeneity of temperature distributions in the end gas region is
indicated by large ITD. Like pressure evolutions in Fig. 12a, the ITD increases slowly until a steep ITD occurs. Moreover, the result shows that the ITD of case 1 is relatively small, while for cases 2–4 the ITD increases with a longer ignition time and hence the gas at the wall becomes more reactive with higher temperature than that at the other point. As such, end-gas autoignition occurs on the right boundary for cases 2–4.

3.3.2. Regime of autoignition and detonation development

From the previous sections, four autoignition modes (corresponding to cases 1–4) can be observed for a hot spot with temperature gradient: I, detonation in the left boundary (Fig. 2); II, detonation in the left and deflagration in the right (Fig. 3); III, detonation in the left and right (Fig. 4); IV, deflagration in the left and right (Fig. 5). In the above analysis, only several representative droplet diameters and number densities are taken into consideration.

To get more general conclusion, simulations for a wide range of droplet diameters and number densities are further conducted. Fig. 13 summarizes the various modes in terms of \( d \) and \( N_d \). In this regime map, the droplet diameter \( d \) ranges from 0 to 100 µm and the droplet number density ranges from 0 to 50,000 cm\(^{-3}\). The range of \( d \) and \( N_d \) covers the modes (as from cases 1–4) we observed previously. Different modes are roughly separated by the red curves. When \( d < 40 \) µm or \( N_d < 10^4 \) cm\(^{-3}\), Mode I is dominant. However, significant distinctions are observable if the droplet diameter or number density is varied when \( d > 40 \) µm and \( N_d > 10^4 \) cm\(^{-3}\). Specifically, if the droplet diameter or number density is increased further, Mode II becomes important, as shown in the left ring-shaped zone in Fig. 13. Mode III can be observed if diameter and number density are changed to larger values (right ring-shaped zone). Case 4 discussed above lies at the corner in this \( N_d - d \) diagram, which corresponds to Mode IV. Generally, when the droplet diameter and/or number density are large, the autoignition and detonation development in the confined reactor become diversified.

It should be highlighted that Fig. 13 is obtained based on the stoichiometric \( n-C_7H_{16}/\text{air} \) mixture with initial temperature of \( T_0 = 997.5K \) and pressure of \( P_0 = 40\text{atm} \). Variations of the above initial conditions of the gaseous mixture may lead to change of the regime of autoignition and detonation development subject to the droplet properties. For example, vaporization of the water droplets would considerably affect the reactivity of the off-stoichiometric mixtures, and therefore lead to different autoignitive modes from those indicated by Fig. 13. Due to the intrinsic complexity of the two-phase reaction system, further systematic studies are needed which will be the topic of our future work.
4. Conclusions

One-dimensional two-phase simulations are conducted to study the autoignition modes and detonation development initiated by a hot spot in n-heptane/air mixture with water droplets in a planar reactor. A Eulerian-Eulerian framework is used to simulate multi-component, fully compressible and reactive multi-phase flows is developed. Full inter-phase coupling is considered, in terms of mass, momentum and energy. The emphasis is laid on the influences of droplet properties (i.e. diameter and number density) on the development of reaction fronts in gas phase, as well as their evaporation characteristics under different combustion modes.

It is found that presence of water droplet considerably changes the reaction front development in the reactor. Four typical autoignition modes are identified with variable diameters and/or number densities: (I), detonation in the left side; (II), detonation in the left and deflagration in the right; (III), detonation in both sides; (IV), deflagration in both sides. Accordingly, a mode regime is plotted based on droplet diameter and number density. Additionally, the results show that the larger droplet diameter or number density leads to the later initiation of the reaction fronts from the hot spot and the thermal explosion in the end gas.

For the droplet evaporation features, various effects are identified, including droplet Reynolds number effect, Spalding number effects due to local gas pressure and droplet temperature. For the droplet Reynolds number effect, this is caused by considerable velocity difference between two phases and typically facilitates their evaporation for the droplets in the detonated or shocked gas. For Spalding number effects due to local gas pressure, high local pressure (behind the detonation front or at the pressure wave collision location) would suppress the droplet evaporation. Before the droplet temperature reaches the boiling point, higher droplet temperature would lead to larger evaporation rate, which corresponds to the Spalding number effect. Our results show that at different stages of reaction front development, one or some of the effects will dominate in the water droplet evaporation. The non-monotonic distributions of droplet evaporation rates are seen, e.g. M-shaped profiles behind the detonation or shock waves.
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