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Abstract—Text image, the one with its content dominated by text, is a common type of images seen in many applications. In practice, text images are often degraded by many factors mixed together. This paper aims at recovering degraded text images that suffer from the mixture of multiple degradations, including low resolution, uniform blurring and noise. It is observed that such mixed degradations treat the low-frequency components and high-frequency components of an image in different manners, and the emphasis of recovery is on predicting high-frequency information. Motivated by such an observation, we proposed a neural network that collaboratively works on the prediction of high-frequency information and the recovery of text image with both low and high frequencies. The experiments are conducted on one existing benchmark dataset of document images and one new dataset covering a wide range of text images. The results show that the proposed method noticeably outperformed the existing ones.
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I. INTRODUCTION

Text is what words, sentences, paragraphs or books are made of. Text images refer to those images whose contents are dominated by texts. Such images are one prevalent type of images in daily life, e.g. document images, scanned cards and pictures of class notes. See Fig. 1 for an illustration. Also, the text contents of images provide rich information for a wide range of vision applications, e.g. image search, target geolocation, robotic navigation, and human-machine interaction. Thus, many efforts have been made on text extraction [1], localization [2] and recognition [3].

In practice, the visual quality of the text images taken by cameras or extracted from full images is often degraded by many factors, such as low resolution, motion/defocus blurring, and low signal-to-noise ratio, among many others. These degradations significantly decrease the readability of text contents. A text image recovery method that can noticeably improve the visual quality of degraded text images certainly sees its needs in daily life, as well as in the vision applications that involve text processing. In the past, there have been an enduring research effort along this line. Most existing methods for text image recovery focus either on deblurring [4], [5], [6], [7], [8] or on super-resolution [9], [10], [11], [12], [13]. Nevertheless, low resolution and blur often simultaneously occur in real scenarios, especially when the text images are extracted from the pictures of large sizes. Recently, there are a few studies on recovering images with such complex degradations. For instance, Xu et al. [14] considered the problem of joint deblurring and super-resolution of text images, and contributed the first practical solution together with a new dataset of document images.

A. Aim

Same as Xu et al. [14], this paper aims at recovering text images degraded by two most often-seen factors in the presence of noise: low resolution and uniform blurring, which often make the text contents difficult to recognize. See Fig. 2a and Fig. 2c for an illustration. Let \( X \in \mathbb{R}^{M_1 \times N_1} \) denote a high-quality text image and \( Y \in \mathbb{R}^{M_2 \times N_2} \) its degraded
The formation of the degraded image $Y$ can be formulated as

$$Y = (K \otimes X) \downarrow r + N,$$

where $\otimes$ denotes the discrete convolution operator, $\downarrow r$ denotes the operation of down-sampling with rate $r$, $K \in \mathbb{R}^{Z_1 \times Z_2}$ denotes the blur kernel, and $N \in \mathbb{R}^{M_1 \times M_2}$ denotes the noise.

In practice, the blur kernel $K$ can be composed from multiple sources, including de-focus, motion blurring, or the smoothing introduced by the anti-aliasing process during down-sampling. In general, without additional input, it is difficult to estimate $K$ reliably. Therefore, we consider an end-to-end approach that directly estimates $X$ from $Y$.

Inspired by the success of deep learning in many image recovery tasks [15], [16], [17], [18], we propose a neural network (NN) based method to recover a degraded text image of low resolution and blurry appearance so as to greatly improve its readability. See Fig. 2b and Fig. 2d for an illustration. Such a method can be applied to processing document images and text images taken by mobile devices. It also has applications in many vision tasks with text processing modules.

### B. Main Idea

Both the downsampling operator and blurring operator will distort the high-frequency components of an image. Taking 1D signal for example. Let $\hat{\cdot}$ denote the discrete Fourier transform. For an image $x \in \mathbb{R}^N$, the downsampling operator with downsampling rate 4, denoted by $\downarrow_4$, will distort its high-frequency parts (known as aliasing):

$$\hat{x} \downarrow_4(\omega) = \sum_{j=0}^{3} \hat{x}(\omega + j\pi/2).$$

(2)

For blurring with a kernel $k \in \mathbb{R}^Z$, we have

$$\hat{k} \otimes \hat{x}(\omega) = \hat{k}(\omega) \cdot \hat{x}(\omega)$$

(3)

according to the convolution theorem [19, Chapter 3.3]. The mixture of these two operations has profound effects on distorting the high-frequency components of $x$. Clearly, how to accurately predict the high-frequency information is the key to recover $x$ in full spectrum from its low-resolution blurry measurement. In short, the prediction of high-frequency information should receive specific treatment when using the NN to recover a low-resolution blurry image.

For a 2D image $X$, its image gradients, denoted by $\nabla X$, are calculated by convolving the image using the high-pass filter $[1, -1]$ horizontally and vertically. Recall that the magnitude spectrum of such a filter in the Fourier domain is $2|\sin \frac{\pi}{2}|$, implying the filter only attenuates low-frequency components and keeps most high-frequency components. Thus, the image gradients $\nabla X$ encode most high-frequency components of an image [20, Chapter 3.4]. However, the difficulty of predicting $\nabla X$ is essentially the same as predicting the image $X$ in full spectrum, up to a constant. The question is then what measurement on image gradients is suitable for our purpose that has following two properties: (i) it can be reliably predicted (at least for text images); (ii) it contains sufficient high-frequency information for recovering the image in full spectrum.

Consider a simple experiment in Fig. 3. A high-resolution clear text image is firstly blurred by a disk kernel with radius 4 pixels, and then downsampled by a factor of 2 to generate the degraded text image $Y$, as shown in Fig. 3a. Then, a binary matrix, denoted by $\Sigma$, is calculated on the high-resolution clear version of $Y$, which provides accurate high-frequency information of the clear image. (c) The result $X$ recovered by solving (4). It can be seen that once the high-frequency information is accurately predicted, the recovery result is quite good.

Motivated by the discussion above, we proposed an NN that enables the collaboration between (i) the prediction of the information related to high frequencies and (ii) the recovery of the image in full frequency spectrum. As the location information of large image gradients is not differentiable, we propose to use the local average of image gradient magnitudes along different orientations as the weak form of high-frequency information in our NN. Concretely, for an image $X \in \mathbb{R}^{N_1 \times N_2 \times C}$ with $C$ channels, the measurement is defined by

$$E_X(x_0, y_0) = \frac{1}{C} \sum_{c=1}^{C} \sum_{(x,y) \in N(x_0, y_0)} |X(x,y,c) - X(x_0, y_0, c)|,$$

(5)

where $N(x_0, y_0)$ denotes the spatial neighborhood of the point $(x_0, y_0)$ (four-connected neighbors in practice).

The collaboration mechanism in the proposed NN is implemented by using a pair of dual convolutional neural networks (CNNs). Briefly, one CNN is trained to predict the measurement $E_X$ with the help of the estimate on the image $X$, and
the other one is trained to recover the image $X$ with the help of $E_X$. Such a pair of CNNs is repeated in an iterative manner with interactions, but using different model parameters. See Fig. 4a for the diagram of the proposed NN.

Such an NN architecture has its motivation from the sparsity-based image recovery. In general, the $\ell_0$-norm regularization methods (e.g. [21], [22]) can be unrolled into three iterative sub-processes: location detection of non-zero entries, least-square fitting, and estimation of degradation parameters (e.g. blur kernel estimation in blind deblurring). The locations of non-zero entries of $\nabla X$ are replaced by the differentiable measurement $E_X$. The other two sub-processes are implemented by another CNN that recovers the image given the input of $E_X$.

Although $E_X$ seems to be quite a weak statistical measurement on image gradients, the question is whether it can be accurately predicted via a CNN. Text images have their special characteristics on image gradients, which are much simpler than that of natural images in general [7]. For example, the image gradients of a text image are dominated by the ones with large magnitude and their orientations are sufficiently diverse in local regions. Such special properties are exploited when blindly deblurring text images; see e.g. the work of Cho et al. [23] as well as Xu and Jia [24].

C. Contributions

This paper proposes a new CNN-based method for recovering the text images degraded by the mixture of multiple factors, including both low resolution and blurring. Different from the existing methods, the proposed one introduces a collaborative mechanism that enables the interaction between the local statistical measurement on high-frequency components and the full frequency spectrum of the image. The motivation comes from the importance of high-frequency information in image recovery, and the intrinsic relationship between the full frequency spectrum of the image and the local statistical measurement on high-frequency components. The proposed approach also can be interpreted from model-based deep learning [25], [26], [27]. Our NN essentially unfolds the $\ell_0$-norm regularization methods for image recovery, with the modification on image priors and other non-differentiable terms involved.

In addition, the research on deep learning for text image recovery can greatly benefit from available high-quality text image datasets. Currently, there is only one dataset in the public domain (Hradiš et al. [8]), which is limited to document images. This paper contributes a large benchmark dataset with significant variations on the types of text images, which benefits the community who is working on text images or whose work involves text image processing.

The proposed NN is extensively evaluated on both the existing dataset of document images and the new dataset of general text images. The experiments show that the proposed method can greatly improve the visual quality of low-resolution blurry text images and outperforms the existing state-of-the-art methods.

II. RELATED WORK

We first give a brief review on the methods that either deblur or super-resolve text images. Then, we review in details the related ones that jointly conduct super-resolution and deblurring on text images. Lastly, we give the discussion on some other related work.

A. Text Image Deblurring

Text image deblurring can be done using general image deblurring methods [28], [29], which usually rely on some statistical priors on image gradients. Such generic priors are not accurate for text images. For example, text images do not obey the heavy-tailed distribution of image gradients, which is often used in general image deblurring. Thus, Chen et al. [5] proposed to use the intensity probability density function of sharp document images as the prior for deblurring. Their method only works on the text images with monotone backgrounds. To overcome this weakness, Cho et al. [6] proposed to model the background in a text image with natural image statistics. In addition, they assumed high contrasts on text characters and weak gradients inside each character. Cho et al.’s method requires the preprocessing of text region detection. Without such a preprocessing, Pan et al. [7] proposed a simultaneous sparsity prior on image intensities and image gradients of text images, which leads to an $\ell_0$-norm based regularization approach for text image deblurring. Instead of using pre-assumed priors, Hradiš et al. [8] leveraged the power of deep learning to directly learn the mapping from degraded text images to the sharp ones. They proposed a CNN for blind deblurring and denoising of document images, and showed that the CNN can well restore text images.

B. Text Image Super-Resolution

Similarly, text image super-resolution can also be done by calling general image super-resolution methods [17], [18], [30], [31], [32]. Owing to the special characteristics of text images, the methods specifically designed for text images can have better performance than the generic ones. Most existing methods for text image super-resolution are exemplar-based approaches, which use the example patches from both high-resolution (HR) and low-resolution (LR) images to guide the recovery process. Park et al. [9] proposed a Markov random field framework to learn the priors of text regions and backgrounds using the example pairs of original and degraded patches. Walha et al. [10] constructed a dataset of HR/LR patch pairs of character images and used it to learn two dictionaries for HR/LR images. The restoration is done by joint sparse representation of HR/LR patches under the two dictionaries. Abedi and Kabir [11] constructed an HR dictionary for each character and used it to reconstruct HR images with sparse representation. An exemplar set of frequent characters is also constructed by Abedi and Kabir [12] for character super-resolution, and the HR text image is obtained by placing all the super-resolved characters on their corresponding positions. The exemplar-based methods heavily rely on the dataset of example patches, and they are usually
only applicable to document images. Very recently, Xu et al. [33] proposed a realistic super-resolution dataset created by simulating the imaging process of digital cameras, which can be helpful to the development of learning-based super-resolution methods.

C. Joint Super-Resolution and Deblurring

It is observed by Xu et al. [14] that when recovering images degraded by both low resolution and blurring, sequentially applying deblurring and super-resolution techniques usually does not produce satisfactory results. An early work related to joint super-resolution and deblurring is from Joshi et al. [34], which proposed a nonparametric kernel estimation technique for both deblurring and super-resolution, but without a detailed algorithm for recovery. Harmeling et al. [35] proposed a method for joint multi-frame blind deconvolution, super-resolution and saturation correction. Liu and Sun [36] proposed a method for joint multi-frame blind deconvolution, which further leads to a single-image-based joint upsampling and deblurring method. All the above methods assume small simple motion occurs and thus cannot handle large complex motion blur.

The first practical solution to joint super-resolution and deblurring on text images is given by Xu et al. [14]. Taking advantage of deep learning, they proposed a CNN combined with a multi-class generative adversarial network (GAN), as well as proposed a dataset proposed for model training and performance evaluation. Zhang et al. [38] proposed a two-stream CNN for joint super-resolution and motion deblurring of general images. To bypass the challenges imposed by learning the mixed degradation all-in-one, they used different streams to learn super-resolution and deblurring separately. Such a separate treatment on super-resolution and deblurring is not optimal in the sense that it omits the fact that both the recovery processes indeed are similar in many aspects and can benefit from the same information, e.g. the gradient information.

D. Other Related Work

The collaboration mechanism of the proposed method focuses on the treatment of image gradients, which relates to the edge-guided mechanisms adopted in the NNs designed for other image processing tasks; see e.g. Fan et al.’s work [39] for reflection removal. Nevertheless, ours are different from Fan et al.’s work [39] in several aspects. In Fan et al.’s work [39], the predicted gradient map is mainly for guiding the separation of the reflection layer from the latent image layer, as the two layers often have different edge strengths. In our work, the use of the $E_X$ is motivated by (i) its essential role of recovering most high-frequency information of degraded images and (ii) the possibility of its accurate prediction for text images via an NN. Moreover, the edge-guided mechanism in Fan et al. [39] is called only once in their method. In contrast, the prediction of $E_X$ is called in an iterative scheme derived from the $\ell_0$-norm regularization, with different model parameters in each iteration.

Collaborative deep learning also see its applications in other domains; see e.g. Wang et al.’ work [40] in recommender systems. The collaborative mechanisms used in those deep-learning-based recommender systems are related to the collaborative filtering. That is, the individuals in a recommendation system help others in filtering information. In contrast, the collaboration mechanism in our method refers to that the two sub-tasks, i.e. the prediction of local statistical measurement on high-frequency components, and the recovery of full frequency spectrum of the image, help each other.

III. PROPOSED METHOD

A. Framework

The proposed NN for super-resolving blurry text images is outlined in Fig. 4a, which is composed of $T + 1$ concatenated modules $M_0, \ldots, M_T$. Each module contains a pair of dual CNNs: an $E_X$ prediction CNN (denoted by EP-CNN) that estimates local statistical measurement $E_X$ of the desired image, and a guided recovery CNN (denoted by GR-CNN) that takes the degraded image and the estimated $E_X$ as input for recovering the clear image. More specifically, given a low-resolution blurry text image $Y \in \mathbb{R}^{M_1 \times M_2 \times C}$, the NN generates a sequence of high-resolution deblurred images:

$$\{X(0), X(1), \ldots, X(T)\} \subset \mathbb{R}^{N_1 \times N_2 \times C}, N_1 > M_1, N_2 > M_2$$

by the modules:

$$M_0 : Y \rightarrow X(0), \quad M_t : (Y, X(t-1)) \rightarrow X(t), \quad 1 \leq t \leq T.$$ 

The design of $M_0$ is different from other modules $M_t$ ($0 < t \leq T$), as they have different inputs. It is empirically observed that our NN with three modules (i.e. $T = 2$) already yields good results in the experiments, and additional iterations still bring minor improvement.

1) The CNN for predicting $E_X$ (EP-CNN): Regarding the EP-CNN, we have two different designs for the initial module $M_0$ and the remains respectively. See Fig. 4b and Fig. 4c for two designs. There are two types of $E_X$ involved: $S(t)$ and $U(t)$ ($0 \leq t \leq T$). The $S(t)$ is used as a reference, which is directly calculated on images without learning, and $U(t)$ is the output of EP-CNN, which is obtained by learning.

For the module $M_0$, the EP-CNN is formulated by

$$f_0(\cdot | \phi_0) : Y \in \mathbb{R}^{M_1 \times M_2 \times C} \rightarrow U(0) \in \mathbb{R}^{N_1 \times N_2},$$

where $\phi_0$ denotes the parameter vector, and $U(0)$ denotes the output $E_X$. The function $f_0$ first calculates the estimate $S_Y \in \mathbb{R}^{M_1 \times M_2}$ from $Y$ using some predefined high-pass filters. A tensor in $\mathbb{R}^{M_1 \times M_2 \times (C+1)}$ is formed by stacking $Y$ and $S_Y$ together and then fed to an upsampling process:

$$\text{upsampling: } \mathbb{R}^{M_1 \times M_2 \times (C+1)} \rightarrow \mathbb{R}^{N_1 \times N_2 \times D},$$

where $D$ denotes the number of convolution kernels in the last layer of the upsampling module, which is set to 64 in
our experiments, and \( N_1 > M_1, N_2 > M_2 \). The output of the upsampling module is then fed to a prediction process:

\[
\text{prediction}: \quad \mathbb{R}^{N_1 \times N_2 \times D} \rightarrow \mathbb{R}^{N_1 \times N_2},
\]

which outputs an estimate \( U^{(t)} \).

For the module \( M_t \) with \( 0 < t \leq T \), there are two inputs: the degraded image \( Y \) and an estimate \( X^{(t-1)} \). The EP-CNN in \( M_t \) is formulated as:

\[
f_t(\cdot, \theta) : (Y, X^{(t-1)}) \rightarrow U^{(t)},
\]

where \( \phi_t \) denotes the parameter vector. The procedure of \( f_t \) is as follows. Applying the same pre-defined high-pass filters on \( X^{(t-1)} \), we first calculate the estimate \( S^{(t-1)} \). Then, we form a tensor in \( \mathbb{R}^{N_1 \times N_2 \times (D+1)} \) by stacking \( S^{(t-1)} \) and the up-sampled version of \( Y \) together. Then the tensor is fed to the prediction module to obtain a new estimate, denoted by \( U^{(t)} \in \mathbb{R}^{N_1 \times N_2} \).

The structures of the aforementioned upsampling module and prediction module are illustrated in Fig. 5. The upsampling module sequentially connects a deconvolutional layer, a convolutional layer and a deconvolutional layer. All use 64 convolution kernels with size \( 6 \times 6 \), followed by ReLU. The strides of both deconvolutional layers are set to 2 for 4x resolution, i.e. \( N_1 = 4M_1, N_2 = 4M_2 \). The prediction module is much deeper by employing 32 convolutional layers with 64 convolution kernels each. All the layers use kernels of size \( 3 \times 3 \), and all the layers except the last one are followed by ReLU. The middle 26 layers are implemented as 13 modified residual units [41] for better performance and convergence [42]. To enlarge the receptive field, a convolutional/deconvolutional layer with stride 2 is used before/after the residual units for downsampling/upsampling [39].

2) The recovery CNN with \( E_X \) guidance (GR-CNN): See Fig. 4d for the design of GR-CNN in modules \( M_0, \cdots, M_T \). With the help from an estimated local statistical measurement...
on high-frequency components of the ground truth, the image is recovered by a GR-CNN:

\[ g_t(\cdot) : (Y, U(t)) \to X(t), \quad t = 0, 1, \ldots, T. \]  

(8)

Taking the input degraded image \( Y \in \mathbb{R}^{M_1 \times M_2 \times C} \) and the estimate \( U(t) \in \mathbb{R}^{N_1 \times N_2} \), GR-CNN first stacks the up-sampled version of \( Y \) and \( U(t) \) to form a tensor in \( \mathbb{R}^{N_1 \times N_2 \times (D+1)} \). The tensor is then input to the prediction module to generate the result \( X(t) \). The upsampling and prediction module are the same as those in EP-CNN.

B. Connection to \( \ell_0 \)-norm Regularization

The proposed NN can also be interpreted from the view of unrolling the \( \ell_0 \)-norm regularization method. Generally, the \( \ell_0 \)-norm regularization model for image recovery can be expressed as

\[
\min_X \| \mathcal{H}_\theta(X) - Y \|^2_2 + \lambda \| \nabla X \|_0, 
\]  

(9)

where \( \mathcal{H}_\theta(\cdot) \) denotes the degradation operator parameterized by \( \theta \) and \( \lambda \) is an empirically-selected weight. Based on the pursuit algorithm [43], the above model can be unrolled into the following iterations [21], [22]: \( m = 0, 1, \ldots, \)

\[
\Sigma^{(m+1)}(i, j) = 1 \text{ if } |\nabla X^{(m)}(i, j)| > \tau; \quad \text{and 0 otherwise.} 
\]

\[
X^{(m+1)} = \min_X \| \mathcal{H}_\theta(X) - Y \|^2_2 + \| (I - \Sigma^{(m+1)}) \odot \nabla X \|^2_2, 
\]  

(10)

where \( \tau > 0 \) is a small threshold. The first step is to estimate the support \( \Sigma^{(m+1)} \) of image gradients \( \nabla X \) from \( X^{(m)} \). Our method generalizes this process by the EP-CNN and replaces the support by local average of image gradient magnitudes for differentiability. The second step is about solving a \( \ell_2 \)-regularized problem with the guidance from the estimated support \( \Sigma^{(m)} \), which is analogous to the \( E_X \)-guided recovery mechanism in our GR-CNN. For the recovery with unknown \( \theta \), our GR-CNN bypasses the estimation of \( \theta \) and directly predicts the truth image.

C. Training

In the proposed NN, each module contains 70 convolutional layers, and the entire network has 70 \( \cdot T \) convolutional layers. Considering the model size of all modules together, the end-to-end training of the entire NN has very high computational cost. Thus, we choose a sequential and incremental training scheme for balancing the performance gain and the computational efficiency. More specifically, we sequentially train the modules \( \mathcal{M}_0, \cdots, \mathcal{M}_T \). Different modules \( \mathcal{M}_0, \cdots, \mathcal{M}_T \) do not share parameters with each other. The current module to be trained uses the weights from the previous trained module for initialization.

Let \( \{(X_k, Y_k)\}_{k=1}^K \) denote the training image set, where \( X_k \) is a truth text image and \( Y_k \) is its degraded version with low resolution and blur. Let \( S_k \) denote the measurement calculated on \( X_k \). In the module \( \mathcal{M}_0 \), we first train EP-CNN and GR-CNN separately and then jointly fine-tune these two dual CNNs. When training the GR-CNN separately, the ground truth \( S_k \) calculated on truth \( X_k \) are used, instead of the output of EP-CNN. Let \( U_k(0) = f_0(Y_k|\phi_0) \) and \( X_k(0) = g_0(Y_k, S_k|\psi_0) \). Then the loss functions \( \ell_{f_0}( \cdot ) \) and \( \ell_{g_0}( \cdot ) \) for training the EP-CNN and the GR-CNN respectively are defined by

\[
\ell_{f_0}(\phi_0) := \sum_{k=1}^K \| U_k(0) - S_k \|^2_2 + \alpha \| \nabla U_k(0) - \nabla S_k \|_1, 
\]  

(11)

\[
\ell_{g_0}(\psi_0) := \sum_{k=1}^K \| X_k(0) - X_k \|^2_2 + \beta \| \nabla X_k(0) - \nabla X_k \|_1. 
\]  

(12)

In \( \ell_{f_0}( \cdot ) \) and \( \ell_{g_0}( \cdot ) \), the first term measures the difference between the output and the ground truth, and the other term measures the discrepancy of their gradients which prevents the CNN favoring blurry outputs [44]. For the joint fine-tuning on EP-CNN and GR-CNN, we denote \( X_k(0) = g_0(Y_k, f_0(Y_k|\phi_0) \mid \psi_0) \), and the loss function is defined by

\[
\ell_{(f_0,g_0)}(\phi_0,\psi_0) = \sum_{k=1}^K \| U_k(0) - S_k \|^2_2 + \alpha \| \nabla U_k(0) - \nabla S_k \|_1 + \gamma(\| X_k(0) - X_k \|^2_2 + \beta \| \nabla X_k(0) - \nabla X_k \|_1). 
\]  

(13)

The training of module \( \mathcal{M}_t \) \( (t = 1, \cdots, T) \) is done as follows. Once the previous modules \( \mathcal{M}_0, \cdots, \mathcal{M}_{t-1} \) have been trained, we feed each \( Y_k \) to the trained modules and update the estimated of the output image, denoted by \( X_k^{(t-1)} \). Let \( U_k(t) = f_t(Y_k, X_k^{(t-1)}|\phi_t) \). Then we pre-train the EP-CNN in \( \mathcal{M}_t \) with the following loss function:

\[
\ell_{f_t}(\phi_t) := \sum_{k=1}^K \| U_k(t) - S_k \|^2_2 + \alpha \| \nabla U_k(t) - \nabla S_k \|_1, 
\]  

(14)

For the GR-CNN in \( \mathcal{M}_t \), the weights are duplicated from that in the trained \( \mathcal{M}_{t-1} \) as pre-training. Afterward, the EP-CNN and GR-CNN in \( \mathcal{M}_t \) are jointly trained by minimizing

\[
\ell_{(f_t,g_t)}(\phi_t,\psi_t) = \sum_{k=1}^K \| U_k(t) - S_k \|^2_2 + \alpha \| \nabla U_k(t) - \nabla S_k \|_1 + \gamma(\| X_k(t) - X_k \|^2_2 + \beta \| \nabla X_k(t) - \nabla X_k \|_1), 
\]  

(15)

where \( X_k(t) = g_t(Y_k, f_t(Y_k, X_k^{(t-1)}|\phi_t) \mid \psi_t) \).

IV. EXPERIMENTS

A. Datasets and Training Details

There are few available datasets for joint super-resolution and deburring on text images [14], and one is proposed by Xu et al. [14]. In this dataset, the training set contains over one million 16 \( \times \) 16 low-resolution blurry image patches, generated by downsampling the 64 \( \times \) 64 blurred patches cropped from the dataset of Hradiš et al. [8] with bicubic downsampling by a factor of 4. There are two types of blur in the training data: (i) motion blur whose kernel is generated by random walk with kernel size \( \in [5, 21] \); and (ii) defocus blur implemented by anti-aliased discs with radii uniformly sampled from \( [0, 4] \). The Gaussian white noise with \( s.t.d. \) uniformly sampled from...
Fig. 6: Sample images in Xu et al.’s dataset [14] (top row) and our ComTex dataset (bottom row).

Fig. 7: Visual inspection on the recovery (super-resolution + deblurring) results from Xu et al.’s dataset [14].

Fig. 8: Visual inspection on the recovery (super-resolution + deblurring) results from ComTex dataset.


<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (dB)</th>
<th>SSIM</th>
<th>OCR Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFN [38]</td>
<td>23.52</td>
<td>0.7867</td>
<td>-</td>
</tr>
<tr>
<td>SCGAN [14]</td>
<td>21.34</td>
<td>0.7560</td>
<td>-</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td><strong>27.64</strong></td>
<td><strong>0.8800</strong></td>
<td>-</td>
</tr>
</tbody>
</table>

**TABLE III:** Performance comparison on ComTex dataset.

---

A fixed training/test split is used in ComTex for the reproducibility of the results. An image subset is randomly picked up from each class to form the test set, and the rest are used as the training set. The resulting training set and test set contain 36614 and 1138 images respectively. The images have varying sizes. For the experiments, the degraded training images are generated by using the blur kernels from Hradiš et al. [8] and resized by bicubic downsampling, as well as additive Gaussian white noise with \( \alpha = 0.5, \beta = 2 \) and \( \gamma = 2.5 \).

**B. Results**

1) Results on Xu et al.’s dataset [14]: The proposed method is compared to three approaches in terms of PSNR, SSIM, and OCR accuracy. The first one is the combination of two state-of-the-art methods on text super-resolution [45] and image deblurring [8] with fine-tuning. The remaining two are the most-related ones that jointly conduct super-resolution and deblurring. One is the Xu et al.’s SCGAN method [14] which uses a CNN+GAN framework for super-resolving blurry images. The second one is Zhang et al.’s GFN method [38] which trains an end-to-end network to recover sharp high-resolution images from the degraded ones. Both methods have their models available, and we fine-tuned the model of GFN on text images as it is originally designed for general images. In addition, we cite the results from Xu et al. [14] on some combinations of the deblurring and super-resolution methods for comparison. We also combined the recent super-resolution (Lim et al. [47]) and deblurring (Tao et al. [16]) methods and fine-tuned it on the dataset for comparison. Same as Hradiš et al. [8], the OCR accuracy is computed by first using the recognition function of ABBYY FineReader 12 on the results and then calculating the mean character accuracy.

See Table II for the comparison of all the methods on Xu et al.’s dataset [14]. Clearly, our method noticeably outperforms all others, which indicated the effectiveness of our method in super-resolving blurry document images. See Fig. 7 for visual comparison. It can be seen that as expected, sequentially running deblurring (Hradiš et al. [8]) and super-resolution (Kim et al. [45]), does not produce satisfactory results. Similar phenomenon has also been observed by Xu et al. [14]. The

---

<table>
<thead>
<tr>
<th>Method</th>
<th>[48] + [7]</th>
<th>[48] + [46]</th>
<th>[45] + [46]</th>
<th>[45] + [8]</th>
<th>[47] + [16]</th>
<th>GFN [38]</th>
<th>SCGAN [14]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>15.39</td>
<td>15.44</td>
<td>15.54</td>
<td>17.54</td>
<td>24.16</td>
<td>16.57</td>
<td>20.65</td>
<td><strong>25.16</strong></td>
</tr>
<tr>
<td>SSIM</td>
<td>0.6408</td>
<td>0.6396</td>
<td>0.6651</td>
<td>0.8142</td>
<td>0.9578</td>
<td>0.8078</td>
<td>0.9069</td>
<td><strong>0.9695</strong></td>
</tr>
<tr>
<td>OCR Acc. (%)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>80.69</td>
<td>90.13</td>
<td><strong>98.98</strong></td>
</tr>
</tbody>
</table>

**TABLE IV:** Comparison on model size and run time.

---
performance of GFN is not satisfactory either, as it is originally designed for natural images. For SCGAN which is specifically designed for text images, the recovered text contents can be easily dominated by the checkerboard effects, resulting in poor visual quality. For comparison, we also list the model size (i.e., number of parameters) and average run time per image of different methods in Table IV. The run time is recorded on mapping a 50 × 50 low-resolution blurry text image into a 200 × 200 high-resolution clear one. The computational environment is a PC with Intel i7-8700K CPU and NVIDIA TITAN XP GPU. Note that the compared methods are implemented with different deep learning platforms. Thus, the run time depends on not only the model size but also the configurations of both hardware and software platform.

2) Results on ComTex dataset: With its diversity on image types and complex backgrounds, the ComTex dataset is more challenging than Xu et al.’s [14]. The proposed method is only compared to two most-related CNN-based ones: Xu et al.’s [14] and Zhang et al.’s [38]. These two methods for comparison are evaluated in two ways: (i) re-training its model with the new data, and (ii) fine-tuning the model pre-trained in the original work; and the best result is reported. See Table III for the comparison. It can be seen that our method again outperforms the other two by a large margin in terms of PSNR and SSIM. See Fig. 8 for the visual illustration of some results. Clearly, the images generated by our method are of better visual quality.

3) Results on real degraded images: Note that both datasets above are composed of synthetic degraded images. We also evaluate the performance of recovering real degraded images when using the model of our method trained on the synthetic images from ComTex. See Fig. 9 for the visualization of some results. It can be seen that compared to other methods, ours has better generalization performance and its recovered images have higher visual quality. Meanwhile, we note that there is still room for improvement on handling significant spatially-varying blur.

C. Ablation Study

1) Influence of number of modules: It is interesting to examine how our method performs when using different numbers of modules on Xu et al.’s dataset [14]. See Table V for the results of such a study. It can be seen that the results of the first iteration of our method already show significant improvement over the compared methods, while the other two iterations further improve the results. It can also be seen that the improvement becomes much less when using more than 3 modules. In Fig. 10, We show an example of the measurements $E_X$ predicted by EP-CNN in different iterations. It can be seen that the intermediate $E_X$s, as well as the intermediate recovery results, are of better quality with more details, when passing through more modules.

2) Effectiveness of collaborative deep learning: The introduction of collaborative learning is the key to the success of the proposed method. The local statistical measurement on image gradients of text image is easier to predict, yet it provides sufficient information to help the recovery of full spectrum of a text image. To show the gain from such a collaborative mechanism, another version of the proposed method is constructed which removes the EP-CNNs. To further eliminate the influence of model size, we retrain a GR-CNN-70 whose depth is the same as each module of our CNN (i.e. 70 layers) with similar model size. The GR-CNN-70 only takes $Y$ as input. In Table VI, we compare the performance of GR-CNN-70 with the module $M_0$ of our method. The performance of $M_0$ is much better than that of GR-CNN-70. Such results have demonstrated the benefits of using $E_X$ to guide the recovery process. When provided with an additional input $E_X$ (i.e. $S_Y$) from $Y$ for GR-CNN-70, there is no noticeable improvement observed, which is probably because the measurement is not learned/refined and thus erroneous.

3) Influence of model size: To see how our method performs when using different model sizes, we change the depth (i.e. number of layers) and the width (i.e. number of kernels in each convolutional layer) of $M_0$ to generate the models with different sizes, and the resulting models are tested on Xu et al.’s dataset [14]. See Table VII for the results. It can be seen that, when the model size is nearly halved, the performance of our model drops noticeably (around 2.3dB). This is not surprising as the expressibility of our network is reduced too much in such cases.

D. More Analysis on Our Method

1) Performance of text image deblurring: Though our focus is to super-resolve blurry images, our NN can also be applied

<table>
<thead>
<tr>
<th>Model Size ($\times 10^6$, $\approx$)</th>
<th># Filters Each Layer</th>
<th># Layers</th>
<th>PSNR (dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.86</td>
<td>64</td>
<td>70</td>
<td>24.85</td>
<td>0.9636</td>
</tr>
<tr>
<td>1.39</td>
<td>64</td>
<td>30</td>
<td>22.55</td>
<td>0.9373</td>
</tr>
<tr>
<td>1.62</td>
<td>48</td>
<td>70</td>
<td>23.97</td>
<td>0.9547</td>
</tr>
</tbody>
</table>
Fig. 9: Visual results on real text images. The first two images are from Xu et al. [14], and the others are collected by the authors.
Fig. 10: First row: from left to right are input image, the measurement $E_X$ of input image, and the images output at the 1st, 2nd and 3rd iterations respectively. Second row: truth image, truth $E_X$, the $E_X$ output at 1st, 2nd and 3rd iterations respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>Standard Deviation of Gaussian Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.7231</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.9476</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.6905</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.9815</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>Standard Deviation of Gaussian Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.2813</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.9328</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.5740</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.9699</td>
</tr>
</tbody>
</table>

TABLE VIII: Average PSNR and SSIM of restored images on Hradiš et al.’s dataset [8].

It can be seen that our method outperforms other compared methods.

to the deblurring on text images by simply removing the upsampling module. We give some demos of our method on text image deblurring. We use the dataset from Hradiš et al. [8] for training and testing. The training set contains 67742 blurry image (patches) of size $300 \times 300$, with two types of blur including realistic motion blur due to camera shake and defocus blur. The motion blur is generated by random walk with kernel size sampled from $[5, 21]$, and the defocus blur is generated by anti-aliased disc with radius uniformly sampled from $[0, 4]$. The Gaussian noise with standard deviation uniformly sampled from $[0, 7/255]$ is then added. The text set contains one hundred $200 \times 200$ image (patches), which are blurred by different blur kernels that are generated by the above scheme. Following the experimental settings in Hradiš et al.’s method [8], the white Gaussian noises with standard deviations sampled in $[0, 15/255]$ are added to the test data. We compare our method with Hradiš et al.’s method [8] which is a CNN-based method for blind image deconvolution and denoising, Pan et al.’s method [7] which use a simple yet effective L0-regularized prior on intensities and gradients of text images, and Lu et al.’s method [50] which is a latest unsupervised powerful approach for domain-specific single-image deblurring. The comparison is in terms of the average PSNR and SSIM computed on the text set of Hradiš et al. [8]. The results are listed in Table VIII, where the results of Pan et al.’s method are cited from Hradiš et al. [8]. See Fig. 11 for the comparison on real blurry text images. It can be seen that our method outperforms other compared methods.
2) How about recovery of natural images? The success of the NN largely depends on how accurately the trained module can predict \( E_X \). The statistical distribution of image gradients of text images is much simpler, making it possible to learn the function of predicting \( E_X \) accurately. However, for natural images with textures, especially texture regions, the complex statistical characteristics of local image gradients make the prediction a much hard task. To see this, we train and test our NN on the LR-GOPRO dataset from Zhang et al. [38], a dataset generated from the original GOPRO dataset proposed by Nah et al. [41]. The performance of our method is not as good as Zhang et al. [38]. See Fig.12 for some results on the LR-GOPRO dataset [38].

V. SUMMARY

In this paper, we proposed a CNN-based approach with a collaborative mechanism on high-frequency information and full spectrum for joint deblurring and super-resolution on degraded text images. The collaborative mechanism is motivated from the special characteristics of text images and the \( \ell_0 \)-norm related regularization. The experiments on both document images and general text images showed the noticeable improvement of the proposed method over the state-of-the-art ones, in terms of both quantitative metric and visual quality. Also, the paper contributed a new dataset of general text images which can benefit the development of learning-based methods related to text images. In addition to text image processing, the collaborative mechanism introduced in the proposed method has the potential to be used in other image recovery tasks.

Owing to very different characteristics between text images and natural images, the performance of the proposed method on the images of natural scenes is not as good as that on text images. Also, there is still a lot of room for improvement when processing real degraded text images with complex backgrounds. In future, we would like to investigate how to further improve the performance of the proposed method when processing complex real text images, as well as real images of natural scenes.
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I. Training sample images in ComTex dataset

Fig. 1: Training sample images (cropped patches) in our ComTex dataset.
II. Test sample images in ComTex dataset

Fig. 2: Test sample images (cropped patches) in our ComTex dataset.
III. More visual results on Xu et al.'s dataset [1]

Fig. 3: Visual results of recovery (super-resolving + deblurring) on Xu et al.'s document dataset [1]. The low-resolution input images are zoomed in for better visualization.
IV. More visual results on ComTex dataset

Fig. 4: Visual results of recovery (super-resolving + deblurring) on ComTex dataset. The low-resolution input images are zoomed in for better visualization.
V. More visual results on real degraded text images

Fig. 5: Visual results of recovery (super-resolving + deblurring) on real text images. The low-resolution input images are zoomed in for better visualization.
VI. DEMO ON SUPER-RESOLUTION

As an interesting demo, we also try our method on super-resolving natural images. We chose six images from the realistic super-resolution dataset from Xu et al. [3] for the test, which have small parts of text contents. Only the RGB channel of the low-resolution images are used as inputs. Our model are trained on the training data provided by the dataset. See Fig. 6 for the results.

Fig. 6: Visual results of super-resolution on six images from Xu et al.’s realistic super-resolution dataset [3]. The low-resolution input images are zoomed in for better visualization.
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