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A B S T R A C T

This paper provides practical guidelines to the Bayesian calibration of building energy models using the probabilistic programming language Stan. While previous studies showed the applicability of the calibration method to building simulation, its practicality is still impeded by its complexity and the need to specify a whole range of information due to its Bayesian nature. We ease the reader into the practical application of Bayesian calibration to building energy models by providing the corresponding code and user guidelines with this paper.

Using a case study, we demonstrate the application of Kennedy and O’Hagan’s (KOH) [1] Bayesian calibration framework to an EnergyPlus whole building energy model. The case study is used to analyze the sensitivity of the posterior distributions to the number of calibration parameters. The study also looks into the influence of prior specification on the resulting (1) posterior distributions; (2) calibrated predictions; and (3) model inadequacy that is revealed by a discrepancy between the observed data and the model predictions. Results from the case study suggest that over-parameterization can result in a significant loss of posterior precision. Additionally, using strong prior information for the calibration parameters may dominate any influence from the data leading to poor posterior inference of the calibration parameters. Lastly, this study shows that it may be misleading to assume that the posteriors of the calibration parameters are representative of their true values and their associated uncertainty simply because the calibrated predictions matches the measured output well.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Building energy modeling (BEM), also known as building energy simulation, is the use of a physical-based building energy simulation program to model, predict and assess a building’s energy consumption for heating, cooling, ventilation, lighting, and plug loads. Originally intended for use during the design phase, BEM is increasingly being used throughout the whole building’s lifecycle [2]. The potential applications of BEM include retrofit analysis; supporting recommendations for energy conservation measures (ECMs) [3]; measurement & verification (M&V) [4–6]; as well as operations and controls [2]. In order to ensure model reliability and accuracy, calibration is an integral part of the overall modeling process, providing the modeler with increased confidence about the simulated outcomes. In general, calibration can be thought of as the process of tuning uncertain or unknown model parameters until model predictions matches measured data reasonably well.

Every building is unique and consists of complex systems interacting with one another. Consequently, BEMs typically contain various sources of uncertainty, including specification uncertainty, modeling uncertainty, numerical uncertainty, and scenario uncertainty [7]. Therefore, to achieve greater confidence in the modeling and calibration results, it is necessary that the calibration accounts for different sources of uncertainty. Recent years have seen an increasing application of Bayesian approaches for BEM calibration. This is because of its ability to naturally incorporate prior information (e.g. expert knowledge or information from drawings and specifications) and update this belief or uncertainty at different stages of the modeling procedure using measured data. Table 1 provides a summary of previous studies employing a Bayesian framework for BEM calibration.

In particular, there has been increasing interest in the Bayesian framework proposed by Kennedy and O’Hagan (KOH) [1] because it allows for different sources of uncertainty and accounts for any model inadequacy that is revealed by a discrepancy between the observations and the model predictions. Typically, the objective of model calibration is to minimize the difference between measured data and model predictions by tuning uncertain model parameters. In contrast, the idea behind KOH’s Bayesian calibration framework is to model multiple sources of uncertainty, while retaining consistency with measured data.
Early studies that applied the KOH framework to BEMs focused on its application to retrofit modeling and risk analysis, as well as introduced its ability to account for model inadequacy [13,14,26]. Since then, the framework has been applied to individual buildings [10,18], as well as to building clusters and building stock models at a district scale [9,17]. Additional focus was put on the performance of different emulators or surrogates under a Bayesian calibration framework, which showed that Gaussian process (GP) emulators provided the best accuracy but with the highest computational burden [19,20]. In order to alleviate the high computational costs of a Bayesian calibration framework, studies suggested using Hamiltonian Monte Carlo (HMC) for the Markov Chain Monte Carlo (MCMC) sampling [10,11,23] and using a representative subset of the data for the calibration [10].

However, to date, there are no practical guidelines on the application of KOH Bayesian calibration framework to BEM. Bayesian calibration requires the modeler to specify a whole range of information and inputs, which are not always readily available or intuitively obvious, but yet may have a significant impact on the calibration outcome and thus the accuracy and reliability of the resulting model. In particular, one of the main challenges of Bayesian calibration that has not been addressed in depth is the issue of posterior identifiability and the resulting precision of the posterior distribution of calibration parameters. In other words, different posteriors (with different interpretations about the calibration parameters) could result in similar model performance measures (e.g., different posteriors could produce “calibrated” models that satisfy the thresholds of CVRMS € ≤ 15% and NMBE ≤ 5% set by ASHRAE [5]). Therefore, the objectives of this paper are to:

1. Analyze the sensitivity of the calibration results to two critical user-defined inputs, which includes (1) the number of calibration parameters, and (2) the choice of priors for these calibration parameters.
2. Demonstrate (with the accompanying code) the Bayesian calibration process using an actual building case study that has the typical characteristics for BEM applications.

2. Bayesian calibration

2.1. Statistical formulation

Bayesian calibration is carried out following the statistical formulation proposed by Kennedy and O’Hagan [1]. The proposed approach uses Bayesian inference to model the relationship between field observations $y$ and the output of the computer simulations $et$, by explicitly accounting for parameter uncertainties, model discrepancy, and observation error (Eq. 1).

$$y(x) = et(x) + \delta(x) + \epsilon$$

Table 1: Summary of publications using a Bayesian framework for BEM calibration.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Calibration resolution</th>
<th>Emulator / Surrogate</th>
<th>Simulation tool</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Booth et al.</td>
<td>2013</td>
<td>Annual</td>
<td>None</td>
<td>SUSDEM [8]</td>
<td>[9]</td>
</tr>
<tr>
<td>Chong et al.</td>
<td>2017</td>
<td>Hourly</td>
<td>GPR</td>
<td>TRNSYS; EnergyPlus</td>
<td>[10]</td>
</tr>
<tr>
<td>Kim and Park</td>
<td>2016</td>
<td>Monthly</td>
<td>GPR</td>
<td>EnergyPlus</td>
<td>[16]</td>
</tr>
<tr>
<td>Kristensen et al.</td>
<td>2017</td>
<td>Monthly; Weekly; Daily; 6-hourly</td>
<td>GPR</td>
<td>ISO 13790 [12]</td>
<td>[17]</td>
</tr>
<tr>
<td>Li et al.</td>
<td>2016</td>
<td>Monthly</td>
<td>GPR; LR</td>
<td>EnergyPlus</td>
<td>[19]</td>
</tr>
<tr>
<td>Lim and Zhai</td>
<td>2017</td>
<td>Monthly</td>
<td>GPR; LR; SR</td>
<td>EnergyPlus</td>
<td>[20]</td>
</tr>
<tr>
<td>Manfren et al.</td>
<td>2017</td>
<td>Hourly</td>
<td>GPR</td>
<td>Energy signature model [21]</td>
<td>[22]</td>
</tr>
<tr>
<td>Menberg et al.</td>
<td>2017</td>
<td>Hourly</td>
<td>GPR</td>
<td>TRNSYS</td>
<td>[23]</td>
</tr>
</tbody>
</table>

GPR: Gaussian process regression, LR: Linear regression; SR: Support vector regression.
Here $t^*$ represents the true but unknown values of the calibration parameters $t$, suggesting that the simulation model is a biased representation of the actual physical building system even in the ideal situation where $t = t^*$. Therefore, a discrepancy term $\delta(x)$ is included to account for this model inadequacy. $\delta(x)$ is also commonly known as model bias or model inadequacy, and it is a structured error term that can assume different values over the range of chosen contour states. Presumably, the separate consideration of parameter and model discrepancy could alleviate the possibility of calibration parameters subsuming variations that might stem from an inadequacy of the simulation model in representing the actual physical system.

### 2.2. Gaussian process (GP) surrogate/emulator

Using BEM during the iterative calibration process is often computationally expensive. Therefore, to reduce computation costs, a surrogate or emulator is used to map the inputs of the model to the output of interest. We specify GP models because of their convenience, flexibility, and fairly broad generality [27,28]. Following Higdon et al. [27], GP models are used to combine the field observed data $D^f$ and the computer simulation data $D^c$. Separate GP models are used to emulate the simulator $y(x,t)$ and the discrepancy term $\delta(x)$ in Eq. (1). Therefore, the GP models consider two kinds of inputs:

1. $x = x_1, x_2, \ldots, x_p$ denotes the inputs to the simulation model that are observable or measurable, such as outdoor dry-bulb temperature and relative humidity; and
2. $t = t_1, t_2, \ldots, t_q$ denotes the calibration parameters of the simulation model. These $t$ are the model parameters that need to be estimated (e.g. infiltration rate or boiler efficiency).

To specify a GP model, a mean function and a covariance function need to be defined. The GP model for the simulator $y(x,t)$ is defined with a mean function that returns a zero vector and a covariance function $\Sigma_n$ that depends on the observable inputs $x$ and the calibration parameters $t$ (Eq. 2).

$$ \Sigma_{n,ij} = \frac{1}{\lambda_n} \exp \left\{ - \sum_{k=1}^{p} \beta_{n}^{jk} |x_k - x_{ij}|^\rho - \sum_{k=1}^{q} \beta_{n}^{jk} |t_k - t_{ij}|^\rho \right\} $$

(2)

where,

$\lambda_n$ is the precision hyperparameter of this GP model,
$
\beta_{n}^{jk}$ are the correlation hyperparameters of this GP model,

$p$ is the number of input factors $x$,

$q$ is the number of calibration parameters $t$.

Likewise, the GP model for the discrepancy term $\delta(x)$ is defined with a mean function that returns a zero vector, and a covariance function $\Sigma_d$ that depends on the observable inputs $x$ (Eq. 3).

$$ \Sigma_{d,ij} = \frac{1}{\lambda_d} \exp \left\{ - \sum_{k=1}^{p} \beta_{d}^{jk} |x_k - x_{ij}|^\rho \right\} $$

(3)

where,

$\lambda_d$ is the precision hyperparameter of this GP model,
$
\beta_{d}^{jk}$ are the correlation hyperparameters of this GP model,

$p$ is the number of input factors $x$.

To establish a statistical relationship between the observations $y$ and the model predictions $\eta$, the observations $y_1, \ldots, y_n \in \mathbb{R}$ and predictions $\eta_1, \ldots, \eta_m \in \mathbb{R}$ are combined in a single $n \times m$ vector $z = [y_1, \ldots, y_n, \eta_1, \ldots, \eta_m]$ [27]. The resulting likelihood function is then given by Eq. (4) below.

$$ L(z | t, \beta^n, \lambda_n, \beta^d, \lambda_d, \lambda_e) \propto |\Sigma_x|^{-\frac{1}{2}} \exp \left\{ - \frac{1}{2} (z - \mu)^T \Sigma_x^{-1} (z - \mu) \right\} $$

(4)

where,

$\Sigma_x = \Sigma_n + \left[ \Sigma_d + \frac{1}{\lambda_e} \right]$

$$ \Sigma_n = \begin{bmatrix} \Sigma_n & 0 \\ 0 & 0 \end{bmatrix} \quad \Sigma_d = I_n/\lambda_d $$

(5)

$\Sigma_n$ is a $(n + m) \times (n + m)$ matrix computed based on Eq. (2),
$
\Sigma_d$ is a $n \times n$ matrix computed based on Eq. (3),
$
\Sigma_y$ is the $n \times n$ covariance matrix used to account for observation errors and is given by $I_n/\lambda_e$.

Therefore, the resulting joint posterior probability density depends on the unknown calibration parameters $t_1, \ldots, t_q$, the GP correlation hyperparameters $(\beta_{n}^{1}, \ldots, \beta_{n}^{q}), (\beta_{d}^{1}, \ldots, \beta_{d}^{q})$, and the GP precision hyperparameters $(\lambda_n, \lambda_d, \lambda_e)$. Correspondingly, prior probability distributions also need to be defined for all calibration parameters and GP hyperparameters. The priors used are described in greater detail in the Sections 3.1 and 3.4.

### 2.3. No-U-Turn Sampler (NUTS) HMC algorithm

The non-linearity of the simulator (or emulator) makes it hard to analytically sample from the high-dimensional posterior distribution. Therefore, a common approach is to use MCMC methods to explore the posterior distribution. We use the No-U-Turn Sampler (NUTS), an extension of the Hamiltonian Monte Carlo (HMC) for the MCMC sampling. HMC is a specific algorithm that avoids the random walk behavior that afflicts many MCMC algorithms by using first-order gradient information to guide the MCMC sampling process, thus allowing it to achieve faster convergence to high-dimensional posterior distributions [29,30].

Therefore, HMC is suitable for the KOH framework since the posterior distribution is typically high-dimensional consisting of the calibration parameters $t$ and the GP hyperparameters $\beta_{n}^{1}, \ldots, \beta_{n}^{q}, \beta_{d}^{1}, \ldots, \beta_{d}^{q}, \lambda_n, \lambda_d, \lambda_e$. However, HMC requires the tuning of two sampling parameters (a scaling factor $\epsilon$ and the number of leapfrog steps $L$), and poor choices of either can result in an ineffective implementation of HMC. To overcome the challenges of tuning, Hoffman and Gelman [31] developed the NUTS algorithm that optimizes HMC adaptively and provides automated tuning of $\epsilon$ and $L$, thus making it possible to run the NUTS algorithm without any user intervention. For a more in-depth understanding of the concepts of HMC and why it performs well on complex problems, the interested reader may refer to the intuitive introductions by Betancourt [32].

### 3. Evaluation of calibration settings

Using a case study, we evaluate the sensitivity of the posterior distributions of the calibration parameters to the number of model parameters used for the calibration, and investigate the influence of different choices of prior distributions on the calibration results, including their effect on the posterior distributions of the calibration parameters, model bias, as well as agreement between calibrated predictions and the measured data. The Bayesian calibration is carried out using the code described in Section 4.

**Fig. 1** shows an overview of the calibration framework applied to the case study and can be summarized as:

1. Collect data for the observable output $y(x')$ and observable inputs $x'$. Using the measured data, create a field dataset $D^f = [y(x_1'), \ldots, y(x_n')]$ (illustrated in Table 4).
2. Identify calibration parameters $t_1, \ldots, t_q$ using parameter screening with Morris method [33].
temperature, the outdoor relative humidity, and the direct solar radiation rate per unit area.

It is important to be transparent and explicit about every choice and assumption used for the calibration [34]. For this case study, the following prior distributions were defined for the GP hyperparameters:

- \( \rho_i, \ldots, \rho^m_{p+q} \sim \text{Beta}(a = 1, b = 0.3) \): These correlation hyperparameters are reparameterization of \( \rho_i, \ldots, \rho^m_{p+q} \) using \( \rho_i = \exp(-\beta_i/4) \), \( i = 1, \ldots, (p + q) \). Considering that \( \rho_i > 0 \), the reparameterization places \( \rho_i \) in the range [0,1]. Therefore, the Beta distribution makes a suitable prior, since it is a family of continuous distributions defined on the interval [0,1]. Choosing \( a = 1 \) and \( 0 < b < 1 \) places most of the prior mass close to 1, reflecting our expectation that only a subset of the inputs will influence the simulator output. For this case study, we use \( b = 0.3 \). which means \( P(\rho_i < 0.9) \approx 1/2 \).

- \( \eta^1, \ldots, \eta^r \sim \text{Beta}(a = 1, b = 0.3) \): For similar reasons and because we expect a small subset of the inputs to have an effect on the discrepancy term \( \delta(x) \), we also specify independent Beta(1, 0.3) distributions for the correlation hyperparameters \( \delta(x) \).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 10) \): a represents the shape, while \( b \) is the rate parameter. Since the outputs were standardized to have unit variance \( \langle \sigma_i^2 \rangle = 1 \), we expect the precision parameter \( \langle \lambda_q \rangle = 1/10 \) to also have a value close to one. By specifying \( a = b = 10 \), \( \lambda_q (\lambda_q) = 10 \).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 0.3) \): \( \lambda_q \approx 33 \), which gives a variance of approximately 3%. This is because we expect a small model bias \( \delta(x) \) (based on initial analysis of the BEM) and also to help mitigate possible confounding issues (i.e., the discrepancy term subsumes the variation that should be used to tune the calibration parameter \( \delta(x) \)).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 0.03) \): \( \lambda_q \approx 333 \), which gives a variance of 0.3% because we expect observation errors to be even smaller than the discrepancy term \( \delta(x) \).

The choice of relatively strong priors for the precision hyperparameters is driven by the need to distinguish between the bias term and the observation errors and the belief that the magnitude of the variances should be in the order \( \sigma_2^2 < \sigma_1^2 < \sigma_3^2 \). A detailed discussion about the impact of (un)suitable priors for the discrepancy term on the overall calibration results is given by Brynjarsdotir and O’Hagan [35], which showed that a very specific prior is required to correctly identify the model bias of complex models. On the other hand, setting very specific priors might limit the range of values that can be explored during the MCMC sampling. However, the priors for the hyperparameters are not hard constraints, i.e., they are not bounded distributions. Therefore, the resulting posterior can still be significantly different from the priors given strong evidence from the measured data. This was shown in Menberg et al. [36] with respect to the precision hyperparameters.

### 3.1. Case study description

The case study building is the site entrance to the National Renewable Energy Laboratory (NREL) building located in Colorado, U.S.A (Fig. 2). The building is an existing 850 ft² one story building that was built in 1994, and it is occupied 24 hours a day by one to four people. Space conditioning is provided by a split system direct expansion (DX) cooler with a natural gas furnace. 18 months (July 2012 to December 2013) of measured monthly electricity energy consumption data was used for this study. Two-thirds of this data (12 months) was used as a training dataset for calibrating the model, while the remaining 6 months were used as a hold-out test dataset. Since the aim of this paper is the demonstration of the Bayesian calibration process, we focus only on electricity consumption and not natural gas because electricity is used throughout the whole year, while natural gas consumption only occurs from October to April.

Actual Meteorological Year (AMY) hourly weather data is used for the calibration period being considered. Data (field measurements, AMY weather file, OpenStudio BEM, and information on the actual building, parameters, etc.) for this case study can be found on NREL’s GitHub [37]. For the purpose of this paper, the EnergyPlus model was converted to an OpenStudio model. The observable inputs \( x \) used in this case study are the outdoor dry-bulb temperature, the outdoor relative humidity, and the direct solar radiation rate per unit area.

It is important to be transparent and explicit about every choice and assumption used for the calibration [34]. For this case study, the following prior distributions were defined for the GP hyperparameters:

- \( \rho_i, \ldots, \rho^m_{p+q} \sim \text{Beta}(a = 1, b = 0.3) \): These correlation hyperparameters are reparameterization of \( \rho_i, \ldots, \rho^m_{p+q} \) using \( \rho_i = \exp(-\beta_i/4) \), \( i = 1, \ldots, (p + q) \). Considering that \( \rho_i > 0 \), the reparameterization places \( \rho_i \) in the range [0,1]. Therefore, the Beta distribution makes a suitable prior, since it is a family of continuous distributions defined on the interval [0,1]. Choosing \( a = 1 \) and \( 0 < b < 1 \) places most of the prior mass close to 1, reflecting our expectation that only a subset of the inputs will influence the simulator output. For this case study, we use \( b = 0.3 \). which means \( P(\rho_i < 0.9) \approx 1/2 \).

- \( \eta^1, \ldots, \eta^r \sim \text{Beta}(a = 1, b = 0.3) \): For similar reasons and because we expect a small subset of the inputs to have an effect on the discrepancy term \( \delta(x) \), we also specify independent Beta(1, 0.3) distributions for the correlation hyperparameters \( \delta(x) \).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 10) \): a represents the shape, while \( b \) is the rate parameter. Since the outputs were standardized to have unit variance \( \langle \sigma_i^2 \rangle = 1 \), we expect the precision parameter \( \langle \lambda_q \rangle = 1/10 \) to also have a value close to one. By specifying \( a = b = 10 \), \( \lambda_q (\lambda_q) = 10 \).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 0.3) \): \( \lambda_q \approx 33 \), which gives a variance of approximately 3%. This is because we expect a small model bias \( \delta(x) \) (based on initial analysis of the BEM) and also to help mitigate possible confounding issues (i.e., the discrepancy term subsumes the variation that should be used to tune the calibration parameter \( \delta(x) \)).

- \( \lambda_q \sim \text{Gamma}(a = 10, b = 0.03) \): \( \lambda_q \approx 333 \), which gives a variance of 0.3% because we expect observation errors to be even smaller than the discrepancy term \( \delta(x) \).

The choice of relatively strong priors for the precision hyperparameters is driven by the need to distinguish between the bias term and the observation errors and the belief that the magnitude of the variances should be in the order \( \sigma_2^2 < \sigma_1^2 < \sigma_3^2 \). A detailed discussion about the impact of (un)suitable priors for the discrepancy term on the overall calibration results is given by Brynjarsdotir and O’Hagan [35], which showed that a very specific prior is required to correctly identify the model bias of complex models. On the other hand, setting very specific priors might limit the range of values that can be explored during the MCMC sampling. However, the priors for the hyperparameters are not hard constraints, i.e., they are not bounded distributions. Therefore, the resulting posterior can still be significantly different from the priors given strong evidence from the measured data. This was shown in Menberg et al. [36] with respect to the precision hyperparameters.

### 3.2. Parameter screening

The first step to calibrating a building energy model is to conduct a sensitivity analysis and uncertainty quantification to identify the most influential uncertain model parameters and their ranges. This is a crucial step for BEM calibration to mitigate possible non-identifiability that could result when the calibration parameters are not uniquely identifiable (i.e., different parameter sets result in similar model performance measure), and thus impeding the reliability of the calibration. Selecting the correct number of model parameters for the calibration is important because if the amount of measured data is insufficient to identify the calibration parameters, the resulting posterior distribution may be subjected to an

---

We determined that the dataset of parameters was ranked in a manner that allowed for the creation of a model with non-sensitive parameters. The initial parameters were identified using a Bayesian method (e.g., AHU fan efficiency and power densities). The Morris method [33] was used to select the influential uncertain model parameters because it has been shown to be a good compromise between accuracy and computational effort. Table A.6 lists the uncertain parameters because it has been shown to be a good compromise between accuracy and computational effort in the context of building energy models [37,38]. Fig. 3 shows the results of the sensitivity analysis, using the modified mean μ val proposed by Campolongo et al. [39] and standard deviation σ to help screen-out non-sensitive parameters. To provide a wider exposition of potential identifiability issues, the uncertain model parameters θ were ranked using the modified mean μ val (Table 2) and Bayesian calibration using Stan (listing 3) was carried out with varying number of calibration parameters.

To create the calibration input data file D, i.e., the training dataset for the Gaussian process emulator, m = 30 simulations were run at different parameter values. Parameter values were determined using Latin hypercube sampling (LHS). This means that we try to cover as much space as possible in the multi-dimensional parameter space of the calibration parameters with m = 30 computer simulation runs. A rule of thumb for training GP models is to have 10 LHS samples per parameter [40], although some studies showed that fewer well-chosen samples also led to reasonable results [10,13,23].

Table 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>μ val</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ1</td>
<td>Cooling Setpoint</td>
<td>0.53</td>
</tr>
<tr>
<td>θ12</td>
<td>Electric equipment power density</td>
<td>0.21</td>
</tr>
<tr>
<td>θ14</td>
<td>Space infiltration</td>
<td>0.15</td>
</tr>
<tr>
<td>θ13</td>
<td>Lighting power density</td>
<td>0.13</td>
</tr>
<tr>
<td>θ15</td>
<td>DX cooling COP</td>
<td>0.06</td>
</tr>
<tr>
<td>θ1</td>
<td>Cooling setpoint</td>
<td>0.05</td>
</tr>
<tr>
<td>θ10</td>
<td>Roof R-value</td>
<td>0.00</td>
</tr>
<tr>
<td>θ8</td>
<td>Exterior wall R-value</td>
<td>0.00</td>
</tr>
<tr>
<td>θ9</td>
<td>Heating setpoint</td>
<td>0.00</td>
</tr>
<tr>
<td>θ11</td>
<td>Roof density</td>
<td>0.00</td>
</tr>
<tr>
<td>θ7</td>
<td>Baseboard nominal capacity</td>
<td>0.00</td>
</tr>
<tr>
<td>θ4</td>
<td>AHU fan motor efficiency</td>
<td>0.00</td>
</tr>
<tr>
<td>θ6</td>
<td>Gas burner efficiency</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Fig. 2. 3D (left) and plan (right) views of the building energy model.

Fig. 3. Results from Morris method.
3.3. Posterior parameter identifiability

Fig. 4 shows the resulting posterior distributions when 2, 3, 4, 5 or 6 calibration parameters were used for the Bayesian calibration respectively. The parameters were selected based on their ranking, i.e., if three parameters were used for the calibration, they are the three parameters with the highest \( \mu^* \) values (Table 2).

In general, Fig. 4 shows that over-parameterization occurs in our case study when four or more parameters are used for the calibration, which is indicated by an increase in posterior
uncertainty, when more parameters are included in the calibration. In particular, the posterior distributions for equipment power density $t_1^f$ (top right plot of Fig. 4) shows that with two or three calibration parameters, the mean posterior is approximately 12 W/m² with an approximate range of between 5 W/m² and 18 W/m². However, with four or more calibration parameters, the posterior distribution appears uniformly distributed between 5 W/m² and 30 W/m², indicating a significant reduction in identifiability due to over-parameterization. In other words, as more model parameters are used for the calibration there is a loss of posterior precision because more parameter combinations are now likely given the measured data, and the data is insufficient to infer these calibration parameters more precisely.

It can also be observed that although an increase in posterior uncertainty was observed for equipment power density $t_1^f$, there was no noticeable increase for AHU fan efficiency $t_1^f$, which has been shown to be the most sensitive parameter. One possible explanation is because the posterior uncertainty with two calibration parameters already covers the entire range of the prior set for $t_1^f ([0.1, 0.9])$. This indicates that the measured data used is non-informative about the calibration parameters because the data does not contain any information with respect to AHU efficiency for this particular case study. As a result, it seems that the posterior uncertainty does not increase when the number of calibration parameters was increased.

It is important to note that having too little calibration parameters might also result in over-fitting and an unreasonably tight posterior distribution that no longer covers the true parameter value. While the issue of correct and reliable posterior inference of calibration parameters has been examined before in the context of BEM [15,23], the case study here presents an example on the potential magnitude of the effects caused by over-parameterization and/or over-fitting. It is also important to keep in mind that the posteriors of the hyper-parameters of the Gaussian process are inherently linked to the model parameters through the joint multivariate distribution so that those parameters are prone to exhibit similar effects with an increasing number of model calibration parameters. Thus, while over-parameterization and over-fitting are ubiquitous issues in model calibration, they should be carefully considered in the context of Bayesian calibration.

3.4. Choice of priors for model parameters

Given measured data, a likelihood function, and properly defined prior distributions, the KOH framework will produce a well-calibrated model, which allows inference about true calibration parameters, and insights into the magnitude of different error terms. However, the quality of this calibration depends entirely on the quality of the inputs. Consequently, an important step in Bayesian calibration is choosing priors for the calibration parameters.

In an ideal case, the modeler has access to detailed building or case study specific information from building reports, site visits or databases, and the choice of a very precise prior distribution is uncontroversial. At other times, the modeler could construct informative priors by interviewing experts or using information from specifications and past case studies [41]. More commonly, ad hoc prior distributions are chosen based on default parameter values and ranges in the hope that they represent reasonable priors that lead to sensible results. It is worth mentioning that when modeling a real building, defects (such as a typical performance gap issue of substituted materials or poor detailing leading to air circulation within the fabric) may also lead to divergence between model and data that are so large that they are beyond the reasonable formulation of the priors within the KOH framework.

Priors as currently implemented in previous studies have never been evaluated on how they may affect the quality of the calibration beyond the fit of model results to measured data. Using the case study, we investigate the impact of three different levels of prior distributions (non-informative, weakly informative, specific informative) on the posterior results of the calibration. The previous section showed that over-parameterization results from using four or more calibration parameters, giving rise to poor posterior identifiability. Consequently, only the top 3 most influential parameters (Table 2) will be considered here, and they are the AHU fan efficiency $t_1^f$, electric equipment power density $t_1^f$, and space infiltration $t_3^f$. The three levels of priors are:

- Flat (non-informative) priors: uniform priors. $t_1^f, t_2^f, t_3^f \sim U([0, 1])$.
- Specific informative priors: normal priors with a standard deviation of 0.05. $t_1^f \sim \mathcal{N}(0.5, 0.05)$, $t_2^f \sim \mathcal{N}(0.7, 0.05)$, and $t_3^f \sim \mathcal{N}(0.14, 0.05)$.
- Weakly informative priors: normal priors with a standard deviation of 0.2. $t_1^f \sim \mathcal{N}(0.5, 0.2)$; $t_2^f \sim \mathcal{N}(0.7, 0.2)$; and $t_3^f \sim \mathcal{N}(0.14, 0.2)$.

It is important to note that these prior probability distributions are defined with respect to the normalized range [0, 1] of the calibration parameters $t_i$. The upper and lower bounds defined for these parameters represent their practical constraints (e.g., fan efficiency $t_1^f$ would not have a value less than 0 or greater than 1). In addition, the normal distribution is used for weakly and specific informative priors because it is unbounded and therefore provides support on all real numbers within the normalized range [0, 1]. The mean parameter of the normal priors are then assigned based on the expected value of the calibration parameters. Since the mean of the normal distribution is its expected value, we assign a mean to the calibration parameters that we believe to be its true value based on available information (i.e., their initial values as shown in Table A.6).

Fig. 5 shows the resulting posterior distributions for each calibration parameter. The corresponding prior for each posterior is indicated using dashed lines of the same color. From Fig. 5, it can be observed that with flat priors and the chosen bounds, the resulting posterior is also relatively uninformative. Consequently, the posterior (solid yellow density plot) is indicative of a posterior that is primarily driven by the measured data. In contrast, using very specific informative priors leads to posteriors that are highly constrained, suggesting that the posterior is driven primarily by the prior, dominating any influence from the data. However, weakly informative priors show a compromise between using flat and highly informative priors (Fig. 5). Additionally, the shift in the posterior from the prior, also suggests that the resulting posterior is influenced by the priors but not so strongly so as to rule out values that might make sense according to the data.

While these observations depend on both the likelihood and the prior, they also highlight the potential impact on the resulting posterior. In particular, it can be observed that $t_1^f$ converges towards different posterior mode values with different levels of priors. Given that the posterior with flat and weakly informative priors have very similar modes, it seems likely that the specific informative prior used might be too strong that sensible parameter values could have been excluded.

Fig. 6 shows the resulting box plots for the calibrated predictions $\eta(x, t) + \delta(x)$ (left plot), the model predictions $\eta(x, t)$ (middle plot), and the distribution of the normalized posterior model discrepancy $\frac{\delta(x)}{\tilde{\eta}(x, t)}$ (right plot) when different priors are used for the calibration parameters. It can be observed (for both training and test dataset) that the model tends to overestimate building energy consumption when specific informative priors are used (middle plot of Fig. 6). Nonetheless, this overestimation is well adjusted by a discrepancy term $\delta(x)$ that is more “negative” (right
plot of Fig. 6), producing calibrated predictions that are very similar to predictions when less informative (flat and weakly informative) priors are used for the calibration parameters (left plot of Fig. 6). This observation is further reinforced by a consistently low CVRMSE and NMBE across different levels of priors (Table 3). In particular, with respect to the training dataset, all three models would be considered very well calibrated according to current standards such as ASHRAE Guideline 14 [5] and the IPMVP [4] given the small deviation between the predicted outcome and the measured data. As might be expected, predictions for the test dataset perform worse than predictions for the training dataset (higher CVRMSE and NMBE values) since the model was calibrated against the training data. Nonetheless, CVRMSE and NMBE for the test dataset still meet the requirements set by ASHRAE Guideline 14 [5] and the IPMVP [4]. This is despite the resulting posterior distributions with specific informative priors being significantly different (Fig. 5).

These results suggest that the discrepancy term $\delta(x)$ as modeled using a GP model is able to absorb the discrepancy that is caused by using stricter priors for the calibration parameters. Consequently, even though the error between the calibrated predictions $\eta(x, t) + \delta(x)$ and the observations $y(x)$ are small, it might be misleading to interpret the posteriors of the calibration parameters as though they are representative of the true parameter values. Additionally, the analysis shows that different parameter sets can provide CVRMSEs and NMBEs that are equally satisfactory based on

### Table 3

<table>
<thead>
<tr>
<th>Prior distribution</th>
<th>Training dataset</th>
<th>Test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CVRMSE [%]</td>
<td>NMBE [%]</td>
</tr>
<tr>
<td>Flat</td>
<td>1.51</td>
<td>0.00</td>
</tr>
<tr>
<td>Specific informative</td>
<td>2.16</td>
<td>0.23</td>
</tr>
<tr>
<td>Weakly informative</td>
<td>1.52</td>
<td>0.04</td>
</tr>
</tbody>
</table>

### Table 4

Field data $D'$ as they appear in a data frame.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$\cdots$</th>
<th>$x_p$</th>
</tr>
</thead>
</table>

### Table 5

Simulation data $D' \in \mathbb{R}^{n \times (1+p+q)}$ as they appear in a data frame.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$\cdots$</th>
<th>$x_p$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$\cdots$</th>
<th>$t_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1$</td>
<td>$x_{1m}$</td>
<td>$x_{2m}$</td>
<td>$\cdots$</td>
<td>$x_{pm}$</td>
<td>$t_{1m}$</td>
<td>$t_{2m}$</td>
<td>$\cdots$</td>
<td>$t_{qm}$</td>
</tr>
</tbody>
</table>
well-established standards [4,5], which is indicative of a good fit between the calibrated predictions and the observations but does not mean the posteriors are good estimates of the true parameter values and its associated uncertainty.

Based on these observations, it is therefore recommended that weakly informative rather than highly constrained specific informative priors be used for the calibration parameters, unless there is strong supporting evidence or belief that the parameter should be close to a particular value. The idea is that the loss in precision by using a less informative prior is less serious than the gain in robustness by including parts of the parameter space that might be relevant [42]. As was shown in Section 3.3, where over-parameterization led to lower posterior precision, lower precision might indeed reflect reality in some cases. It is therefore important that a good balance be found between model prediction accuracy and an acceptable level of posterior uncertainty.

It can also be observed from Fig. 6 and Table 3 that the error between the predicted outcome and the measured data decreases with less prior information. In other words, a lower CVRMSE and NMSE is observed when the priors have larger variance. This is expected because given a prior with larger variance, the posterior is largely influenced by the data, leading to a better fit between measurements and predictions. However, this defeats the purpose of using a Bayesian approach if some prior information about the system is known and presumably result in a model that might be “over-calibrated”.

Therefore, to summarize, the priors assigned are case dependent and should match the genuine state of prior knowledge of the system being modeled. In cases where there is no prior knowledge, a non-informative or flat prior should be used. Similarly, where there is prior knowledge, the use of weakly informative rather than specific informative prior is recommended.

3.5. Model convergence

Trace plots of multiple chains and the Gelman-Rubin statistic R are used to check for adequate convergence. Fig. 7 shows an example of the trace plots for the calibration parameters \(t_1^f, \ldots, t_1^f\), GP correlation hyperparameters \(\beta_0^f, \ldots, \beta_0^f, \beta_1^f, \ldots, \beta_1^f\), and GP precision hyperparameters \(\lambda_{\eta}, \lambda_\xi, \lambda_{\epsilon}\), when three calibration parameters with weakly informative priors were used for the calibration. The first 250 iterations (50%) were discarded as warm-up (burn-in) to reduce the influence of starting values. A visual inspection suggests that after 250 iterations (warm-up period), all components of the posterior distribution \(t_1^f, \ldots, t_1^f, \beta_0^f, \ldots, \beta_0^f, \beta_1^f, \ldots, \beta_1^f, \lambda_{\eta}, \lambda_\xi, \lambda_{\epsilon}\) are well mixed and have converged to a common stationary distribution. As mentioned in Section 4.4, we are looking for trace plots that look like a “fat, hairy caterpillar” that does not bend. R is also within 1 ± 0.1 for all calibration parameters and hyperparameters of the GP model.

4. Code for Bayesian calibration

This section walks through the code for the application of the Bayesian calibration framework, showing how to set up, run and visualize the results. We use the probabilistic programming lan-
guage Stan because programs written in Stan can interface with many different environments, including R, Python, Matlab, Julia, Stata, Mathematical, and command-line terminal. While the calibration is demonstrated through a R interface [43] in this paper, the provided Stan codes are easily portable across any of the above-mentioned environments. The code provided includes:

- R code for setting up the data, running the Stan model, and extracting the results of the calibration (Appendix B).
- Stan code for KOH framework (Appendix C).
- Stan code for KOH framework with predictive inference at new input settings (Appendix D).

4.1. Setting up the data

Suppose the two datasets $D'$ and $D''$ are saved as DATAFIELD.csv and DATACOMP.csv respectively, where

- $D'$ illustrated in Table 4 denotes the field dataset and comprises a series of $n$ observed output $y_1, y_2, \ldots, y_n \in \mathbb{R}$ paired with corresponding observed inputs $x_1, x_2, \ldots, x_n \in \mathbb{R}^p$; and
- $D''$ illustrated in Table 5 denotes the computer simulation dataset and comprises a series of $m$ simulated outputs $\eta_1, \eta_2, \ldots, \eta_m \in \mathbb{R}$ paired with corresponding inputs $x_1, x_2, \ldots, x_n \in \mathbb{R}^p$ and calibration parameters $t_1, t_2, \ldots, t_m \in \mathbb{R}^q$.

First, the data is read into R (listing 1, lines 4–5) and various parts of $D'$ (Table 4) and $D''$ (Table 5) extracted (listing 1, lines 8–11 and 14–18). We set the values of $x_{\text{pred}}$ in R to the observed inputs $x$ to check the posterior predictions $y_{\text{pred}}$ against the observed output $y$ (listing 3, lines 20–21). Next, the measured output $y$ and the simulation output $\eta$ are standardized using the mean and standard deviation of $\eta$ so that the simulation output has mean 0 and unit variance (listing 1, lines 24–27). This is followed by the transformation of the observable inputs $x$ (listing 1, lines 30–37) and calibration parameters $t$ (listing 1, lines 40–44) so that they lie in the interval $[0, 1]$.

4.2. Model calibration using observations

The next step is to write the Stan code in a text file with .stan extension. Listing 2 in Appendix C shows the Stan code for fitting the GP model and the MCMC sampling. Comments in Stan are indicated with a double slash “//”. This Stan model consists of five blocks, the data block, the transformed data block, the parameters block, the transformed parameters block, and the model block.

The data block (listing 2, lines 1–12) declares and reads in the data for the model through memory. After the data is read into Stan, the transformed data block (listing 2, lines 14–25) is used to define transformed data.

Next, the random variables are defined in the parameters (listing 2, lines 27–40) and transformed parameters (listing 2, lines 42–48) block. This includes the calibration parameters $(t_1, \ldots, t_m)$, GP correlation hyperparameters

---

2 Source code available on GitHub (https://github.com/adChong/bc-stan)
\( (\beta_1, \ldots, \beta_p; \beta_\rho, \ldots, \beta_\rho) \) and the GP precision hyperparameters \((\lambda_\eta, \lambda_\delta, \lambda_\epsilon)\).

To model the correlation hyperparameters, we reparameterize them in the transformed parameters block using \( \rho_i = \exp(-\beta_i/4) \) \cite{44, 45} (listing 2, lines 47–48).

Finally, the model block (listing 2, lines 51–111) is used to specify the computation of the covariance function, the prior distributions and the likelihood function. This block begins with the declaration of variables (listing 2, lines 53–59). This is followed by combining \( x, t, f, x, c, t, c \) in a single matrix \( x_t \) (listing 2, lines 62–65), for the subsequent computation of \( \Sigma_y \). The computation of the covariance matrices \( \Sigma_y, \Sigma_x, \Sigma_z \) is carried out in the model block and is best understood by comparing the code with Eqs. 2.3, and 5.

Computation of \( \Sigma_y \) is executed according to Eq. 2 and corresponds to line 68 and lines 71–78 of listing 2. This is followed by the computation of \( \Sigma_z \) according to Eq. 3 (listing 2, line 81 and lines 84–91). The covariance matrix \( \Sigma_z \) can then be calculated following Eq. 5, which translates to lines 94–95 and 98–100 (listing 2).

Prior distributions for the parameters and the transformed parameters are specified on lines 103–107 of the model block (listing 2). Note that in stan, if no priors are specified, a non-informative or flat prior will be assigned. Therefore, within the context of listing 2, since no priors were assigned to the calibration parameters \( t, f, \) flat non-informative priors will be assigned. The transformed parameters \( \rho_\text{eta}, \rho_\text{delta} \) are assigned beta priors (listing 2, lines 103–104). The statement \( \rho_\text{eta}[1:(p+q)] \sim \text{beta}(1.0, 0.3) \) means that each random variable in the range \( 1:(p+q) \) inclusive would be assigned a \( \beta(1.0, 0.3) \) prior. The precision hyperparameters \( \{\lambda_\text{eta}, \lambda_\text{delta}, \lambda_\text{epsilon}\} \) are assigned gamma priors (listing 2, lines 105–107). Reasons for using beta priors for the transformed correlation hyperparameters (\( \rho_\text{eta}, \rho_\text{delta} \)) and gamma priors for the precision hyperparameters are elaborated in Section 3.1.

Lastly, line 110 of listing 2 shows the multivariate normal likelihood function (eq. 4). Cholesky decomposition (listing 2, line 109) is used for a more efficient implementation of the MCMC sampling.

4.3. Predictive inference at new input settings

It is often useful to be able to compute the corresponding outputs as a function of the inputs \( x \) and \( t \). This allows us to look for trends in the quality of the model predictions as well as provide predictive inference at new input settings. The Stan code shown in listing 3 (Appendix D) is a fully Bayesian approach that implements predictive inference directly within Stan. However, one downside is that the Stan model might have a longer runtime compared to the Stan model without predictive inference (listing 2). On a MacBook Pro-2.3 GHz Intel Core i7 16 GB Memory, the code with predictive inference took about 65 minutes while the code without predictive inference took about 30 minutes to run\(^3\). This is because of the notable higher dimensions of the posterior distribution, since it now includes the predictions \( y_{pred} \). An alternative would be to use a smaller but representative subset of the datasets \( D^f \) (Table 4) and \( D^c \) (Table 5) for the calibration \cite{10}. Another possibility would be to compute the predictions outside of Stan in a partially Bayesian approach\(^4\). Both these methods are not within the scope of this paper and hence would not be discussed here.

Predictive inference can be carried out in Stan using the joint distribution of the observed or measured output \( y \), the simulation output \( y_{sim} \) and the unobserved predictions \( y_{pred} \) (listing 3, line 69). In other words, the output vector \( z \) is the concatenation of \( y, \text{eta}, \) and \( y_{pred} \). Therefore, the data block now includes an input matrix of the new design points \( x_{pred} \) at which to make the predictions (listing 3, line 14). Consequently, the unobserved predictions \( y_{pred} \) for the corresponding input matrix \( x_{pred} \) are modeled as random variables in the parameters block (listing 3, line 46) and will be sampled when the model is executed.

Additionally, the variable \( X \) is declared in the transformed data block to combine the observed inputs \( x_f \) and \( x_{pred} \) into a single matrix (listing 3, line 28). The covariance function is then applied to this combined input matrix for the computation of \( \Sigma_x \) in the model block (listing 3, lines 93–94 and lines 97–104). The variable \( x_t \) in the model block is also used to combine \( x_t, f, x_c, t_c, x_{pred} \) in a single matrix (listing 3, lines 72–77), which is subsequently used for the computation of \( \Sigma_x \) (listing 3, line 80 and lines 83–90).

To fit the Stan model, the code shown in listing 3 is saved as bcWithPred.stan. The Stan model is then called from within R with the function stan of the rstan package (listing 1, lines 56–59). For the code shown here, 4 chains with 500 iterations each is specified. Executing lines 52 and 53 (listing 1) sets Stan to run the Markov chains in parallel using multiple cores. For the best efficiency, it is recommended to use as many processors as the hardware and RAM allows (up to the number of chains).

4.4. Evaluate convergence

The first step after running the stan function is to check if convergence has been achieved. To achieve convergence, each individual chain must achieve stationarity and all chains must show inter-chain mixing within the target parameter range. In the present paper, 4 chains of 500 iterations were used \cite{10}. This means that 250 iterations were used for warm-up, and the subsequent 250 samples for analyzing the posterior distributions. Following Chong et al. \cite{10}, two practical ways to diagnose lack of convergence are included in the code in listing 1 (Appendix B).

The first is to look at the trace plots of multiple chains using the function traceplot (listing 1, lines 62–63). The argument pars provides the option to select the parameters of interest. As illustrated in lines 62–63 of listing 1, we chose to plot the trace plots for the parameters \( t, \beta^?, \beta^\delta, \lambda_\eta, \lambda_\delta, \) and \( \lambda_\epsilon \). As all hyperparameters are inherently linked to each other in the joint posterior distribution, it is important to assess convergence and the rationality of posterior values for all parameters. Convergence problems with one or more parameters can hint at structural issues of badly defined problems, which might also affect posterior inference of presumably well-converged parameters. Visual inspection of the trace plots allows us to check if the chains are well-mixed and whether (and how fast) different chains are converging to the same target distribution. Adequate convergence is indicated by trace plots that looks like a “fat, hairy caterpillar” that does not bend \cite{46, 47}.

The second convergence diagnostics is the Gelman-Rubin statistic \( R \), which is the ratio of between-chain variance to within-chain variance \cite{30}. Therefore, if different chains have converged to the same stationary posterior distribution, \( R \) should be approximately 1 ± 0.1. Each parameter has an associated \( R \) value, and can be obtained using the print function (listing 1, lines 66–67). The print function also provides the quantiles of the posterior distribution for each parameter. Similarly, the pars argument can be used to select parameters of interest.

\(^3\) The runtime reported is for 1 MCMC chain with 500 iterations, using data for the case study building and weakly informative priors, where \( D^f \in \mathbb{R}^{12 \times 6} \) and \( D^c \in \mathbb{R}^{306 \times 7} \).

4.5. Summarizing the result

The result of the Bayesian calibration is a joint posterior probability distributions of the predictions \(y_{\text{pred}}\), calibration parameters \(t_1, \ldots, t_6\), and the GP hyperparameters \((\beta_0^g, \ldots, \beta_p^g), \beta_0^s, \ldots, \beta_p^s, \lambda_0, \lambda_0, \lambda_\epsilon\). Of immediate interest is the posterior distribution of the calibration parameters \(t_i\). The histograms for these parameters can be easily plotted with the `stan_hist` function (listing 1, line 70).

Given the additional focus on prediction, it is useful to determine if predictions from the calibrated model match the measured data reasonably well. Reality checks such as this are important in calibration frameworks that build a lot of structure into the fitted model, particularly when small amounts of field data are used for the calibration. Samples from the posterior distribution of the predictions \(y_{\text{pred}}\) are first extracted from the fitted model and then converted back to its original scale (listing 1, lines 74–75). For a visual comparison, we overlay box-plots of the predictions and the measured data on the same graph, against various input factors \(x\) (listing 1, lines 79–94).

5. Conclusions

This paper provides practical guidelines to the Bayesian calibration of building energy models (BEMs) using the probabilistic programming language Stan. A step-by-step guidance through the Bayesian calibration code is provided to ease the reader into its application to building energy models. Using a building case study, this paper also investigates the impact of (1) the number of calibration parameters and the (2) choice of prior distributions for these calibration parameters on the calibration results.

Preliminary findings from this case study show that overparameterization leading to less precise posterior distributions can occur when the number of parameters ( \(\geq 4\) for this case study) used for the BEM calibration is larger than can be uniquely identified with the limited measured data. However, this number is specific to the current case study and more case studies are necessary before a more generalized guideline on the recommended number of parameters can be provided. With respect to the choice of different prior distributions, the case study indicates that using a weakly informative prior generally represents a sensible choice, as it allows the Bayesian algorithm to take into account the prior information, as well as the data provided through the likelihood.

More importantly, the case study also reveals that it can be misleading to interpret any posterior distribution as being representative of the true parameter values simply because the deviation of the calibrated predictions from the measurements is small.

Based on the observations from this case study, the following suggestions are recommended for the Bayesian calibration of BEMs:

- Carefully identify and select sensitive parameters for the calibration. Repeated calibration runs with different numbers of model parameters can help to identify identifiability issues that may occur due to over-parameterization.
- Use weakly informative priors rather than highly constrained specific informative priors so that the prior is able to exclude unreasonable parameter values, but not so strong as to rule out values that make sense according to the measured data. The loss in precision when using weaker priors is less serious than the \(a \rightarrow \text{prior} \) elimination of parameter values based on subjective beliefs.
- When using specific informative prior distributions, be transparent and clearly state the reason for using each prior.
- A low CVRMS and NMSE indicates good agreement between the calibrated predictions and the measured outcomes, but does not provide sufficient information that the posterior estimates of the calibration parameters are good estimates of their true values and the associated uncertainties.
- Use trace-plots and Gelman-Rubin statistic \(R\) for convergence diagnostics and check that the posterior distributions are well mixed and have converged to a common stationary distribution.

Although this paper provides guidelines and the code for the Bayesian calibration of BEM, there are still many issues that need to be resolved. Therefore, future work should include assessing the impact of the choice of priors for the GP hyperparameters on posterior distributions and prediction results, as well as evaluating the impact of the observable inputs \(x\). To improve the practical application of Bayesian calibration of BEM further, more case studies are also required to further corroborate the findings observed in this specific case study. In particular, it would be useful to have case studies that included validation with true parameter values.

Appendix A. Details of uncertain parameters

<table>
<thead>
<tr>
<th>Table A1</th>
<th>List of uncertain parameters and their range.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model parameter</strong></td>
<td><strong>Symbol</strong></td>
</tr>
<tr>
<td>HVAC:</td>
<td></td>
</tr>
<tr>
<td>Space cooling setpoint [°C]</td>
<td>(\theta_1)</td>
</tr>
<tr>
<td>Space heating setpoint [°C]</td>
<td>(\theta_2)</td>
</tr>
<tr>
<td>Fan efficiency [ - ]</td>
<td>(\theta_3)</td>
</tr>
<tr>
<td>Fan motor efficiency [ - ]</td>
<td>(\theta_4)</td>
</tr>
<tr>
<td>DX cooling COP [ - ]</td>
<td>(\theta_5)</td>
</tr>
<tr>
<td>Gas burner efficiency [ - ]</td>
<td>(\theta_6)</td>
</tr>
<tr>
<td>Perimeter wall R-value multiplier [ - ]</td>
<td>(\theta_7)</td>
</tr>
<tr>
<td>Envelope thermal properties:</td>
<td></td>
</tr>
<tr>
<td>Exterior wall R-value multiplier [ - ]</td>
<td>(\theta_8)</td>
</tr>
<tr>
<td>Exterior wall density multiplier [ - ]</td>
<td>(\theta_9)</td>
</tr>
<tr>
<td>Roof R-value multiplier [ - ]</td>
<td>(\theta_{10})</td>
</tr>
<tr>
<td>Roof density multiplier [ - ]</td>
<td>(\theta_{11})</td>
</tr>
<tr>
<td>Internal loads:</td>
<td></td>
</tr>
<tr>
<td>Electric equipment power density [W/m²]</td>
<td>(\theta_{12})</td>
</tr>
<tr>
<td>Lighting power density [W/m²]</td>
<td>(\theta_{13})</td>
</tr>
<tr>
<td>Space infiltration [m³/s – m²]</td>
<td>(\theta_{14})</td>
</tr>
</tbody>
</table>

*Fan efficiency is the total efficiency of the fan (the ratio of the power delivered to the fluid to the electrical input power), while fan motor efficiency is the shaft power divided by the electrical power consumed.*
Appendix B. Code for setting up the data

Listing 1. R code for setting up the data and running the model in Stan.
```r
stan.data <- list(n=n, m=m, n.pred=n.pred, p=p, y=y, q=q, eta=eta,
  xf=as.matrix(xf), xc=as.matrix(xc),
  x_pred=as.matrix(x_pred), tc=as.matrix(tc))

# set stan to execute multiple Markov chains in parallel
rstan_options(auto_write = TRUE)
options(mc.cores = parallel::detectCores())

# run model in stan
fit <- stan(file = "bcWithPred.stan",
  data = stan.data,
  iter = 500,
  chains = 4)

# plot traceplots, excluding warm-up
stan_trace(fit, pars = c("tf", "beta.eta", "beta.delta",
  "lambda.eta", "lambda.delta", "lambda.e"))

# summarize results
print(fit, pars = c("tf", "beta.eta", "beta.delta",
  "lambda.eta", "lambda.delta", "lambda.e"))

# posterior probability distribution of tf
stan_hist(fit, pars = c("tf"))

# extract predictions, excluding warm-up and
# convert back to original scale
samples <- rstan::extract(fit)
y_pred <- samples$s_y_pred * eta_sd + eta_mu
n_samples <- nrow(y_pred)

# for loop to visualize predictions at different input x
for (i in 1:p) {
  field.data <- data.frame(yf=DATAFIELD[, 1],
    xf=signif(DATAFIELD[, (i+1)], 3))
pred.data <- matrix(data=t(y_pred),
  nrow=length(y_pred), ncol = 1)
plot.data <- data.frame(apply(field.data, 2, rep,
  n_samples), pred = pred.data)

  # save plot as png file
  png(paste("plot", i, ".png", sep = ""))
  plt <- ggplot(data = plot.data, aes(y=pred, x=xf, group=xf)) +
  geom_boxplot(outlier.size=0.2) +
  geom_point(data = field.data, aes(x=xf, y=yf),
    color="#D55E00", size=0.8)
  print(plt)
  dev.off()
}
```

Listing 1. Continued
Appendix C. Stan code for KOH Bayesian calibration

```stan
data {
  int<lower=0> n; // number of field data
  int<lower=0> m; // number of computer simulation
  int<lower=0> p; // number of observable inputs x
  int<lower=0> q; // number of calibration parameters t
  vector[n] y; // field observations
  vector[m] eta; // output of computer simulations
  matrix[n, p] xf; // observable inputs corresponding to y
  // (xc, tc): design points corresponding to eta
  matrix[m, p] xc;
  matrix[m, q] tc;
}

transformed data {
  int<lower=1> N;
  vector[n+m] z; // z = [y, eta]
  vector[n+m] mu; // mean vector

  N = n + m;
  // set mean vector to zero
  for (i in 1:N) {
    mu[i] = 0;
  }
  z = append_row(y, eta);
}

parameters {
  // tf: calibration parameters
  // rho.eta: reparameterisation of beta_eta
  // rho.delta: reparameterisation of beta.delta
  // lambda.eta: precision parameter for eta
  // lambda.delta: precision parameter for bias term
  // lambda.e: precision parameter of observation error
  row_vector<lower=0,upper=1>[q] tf;
  row_vector<lower=0,upper=1>[p+q] rho.eta;
  row_vector<lower=0,upper=1>[p] rho.delta;
  real<lower=0> lambda.eta;
  real<lower=0> lambda.delta;
  real<lower=0> lambda.e;
}

transformed parameters {
  // beta.delta: correlation parameter for bias term
  // beta.e: correlation parameter of observation error
  row_vector[p+q] beta_eta;
  row_vector[p] beta_delta;
  beta_eta = -4.0 * log(rho.eta);
  beta_delta = -4.0 * log(rho.delta);
}
```

Listing 2. Stan code for Bayesian calibration.
model {
  // declare variables
  matrix[N, (p+q)] xt;
  matrix[N, N] sigma_eta; // simulator covariance
  matrix[n, n] sigma_delta; // bias term covariance
  matrix[N, N] sigma_x; // covariance matrix
  matrix[N, N] L; // cholesky decomposition of covariance matrix
  row_vector[p] temp_delta;
  row_vector[p+q] temp_eta;

  // xt = [ [xt, tf], [xc, tc] ]
  xt[1:n, 1:p] = xf;
  xt[((n+1):N, 1:p)] = xc;
  xt[1:n, (p+1):(p+q)] = rep_matrix(tf, n);
  xt[((n+1):N, (p+1):(p+q))] = tc;

  // diagonal elements of sigma_eta
  sigma_eta = diag_matrix(rep_vector(1 / lambda_eta), N);

  // off-diagonal elements of sigma_eta
  for (i in 1:(N-1)) {
    for (j in (i+1):N) {
      temp_eta = xt[i] - xt[j];
      sigma_eta[i, j] = beta_eta .* temp_eta * temp_eta';
      sigma_eta[i, j] = exp(-sigma_eta[i, j]) / lambda_eta;
      sigma_eta[j, i] = sigma_eta[i, j];
    }
  }

  // diagonal elements of sigma_delta
  sigma_delta = diag_matrix(rep_vector(1 / lambda_delta), n);

  // off-diagonal elements of sigma_delta
  for (i in 1:(n-1)) {
    for (j in (i+1):n) {
      temp_delta = xf[i] - xf[j];
      sigma_delta[i, j] = beta_delta .* temp_delta * temp_delta';
      sigma_delta[i, j] = exp(-sigma_delta[i, j]) / lambda_delta;
      sigma_delta[j, i] = sigma_delta[i, j];
    }
  }

  }  //end model
}
Listing 2. Continued

Appendix D. Stan code with predictive inference

```plaintext
// computation of covariance matrix sigma_x
sigma_x = sigma_eta;

// add observation errors
for (i in 1:n) {
  sigma_x[i, i] = sigma_x[i, i] + (1.0 / lambda_e);
}

// Specify priors here
rho_eta[1:(p+q)] ~ beta(1.0, 0.3);
rho_delta[1:p] ~ beta(1.0, 0.3);
lambda_eta ~ gamma(10, 10); // gamma (shape, rate)
lambda_delta ~ gamma(10, 0.3);
lambda_e ~ gamma(10, 0.03);

L = cholesky_decompose(sigma_x); // cholesky decomposition
z ~ multi_normal_cholesky(mu, L);
```
Listing 3. Stan code for Bayesian calibration with predictive inference.

data {
  int<lower=1> n; // number of field data
  int<lower=1> m; // number of computer simulation
  int<lower=1> n_pred; // number of predictions
  int<lower=1> p; // number of observable inputs x
  int<lower=1> q; // number of calibration parameters t
  vector[n] y; // field observations
  vector[m] eta; // output of computer simulations
  matrix[n, p] xf; // observable inputs corresponding to y
  // (xc, tc): design points corresponding to eta
  matrix[m, p] xc;
  matrix[m, q] tc;
  // x_pred: new design points for predictions
  matrix[n_pred, p] x_pred;
}

transformed data {
  int<lower = 1> N;
  vector[n+m] y_eta;
  vector[n+m+n_pred] mu; // mean vector
  matrix[n+n_pred, p] X; // X=[xf, x_pred]

  N = n + m + n_pred;
  // set mean vector to zero
  for (i in 1:N) {
    mu[i] = 0;
  }
  X = append_row(xf, x_pred);
  y_eta = append_row(y, eta); // y_eta = [y, eta]
}

parameters {
  // tf: calibration parameters
  // rho_eta: reparameterization of beta_eta
  // rho_delta: reparameterization of beta_delta
  // lambda_eta: precision parameter for eta
  // lambda_delta: precision parameter for bias term
  // lambda_e: precision parameter of observation error
  // y_pred: predictions
  row_vector<lower=0, upper=1>[q] tf;
  row_vector<lower=0, upper=1>[p+q] rho_eta;
  row_vector<lower=0, upper=1>[p] rho_delta;
  real<lower=0> lambda_eta;
  real<lower=0> lambda_delta;
  real<lower=0> lambda_e;
  vector[n_pred] y_pred;
}
transformed parameters {
  // beta_delta: correlation parameter for bias term
  // beta_e: correlation parameter of observation error
  row_vector[p+q] beta_eta;
  row_vector[p] beta_delta;
  beta_eta = -4.0 * log(rho_eta);
  beta_delta = -4.0 * log(rho_delta);
}

model {
  // declare variables
  matrix[N, p+q] xt;
  matrix[N, N] sigma_eta; // simulator covariance
  matrix[n+n_pred, n+n_pred] sigma_delta; // bias term covariance
  matrix[N, N] sigma_x; // covariance matrix
  matrix[N, N] L; // cholesky decomposition of covariance matrix
  vector[N] z; // z = [y, eta, y_pred]
  row_vector[p] temp_delta;
  row_vector[p+q] temp_eta;

  z = append_row(y_eta, y_pred); // z = [y, eta, y_pred]

  // xt = [[xf, tf], [xc, tc], [x_pred, tf]]
  xt[1:n, 1:p] = xf;
  xt[1:n, (p+1):(p+q)] = rep_matrix(tf, n);
  xt[(n+1):(n+m), 1:p] = xc;
  xt[(n+1):(n+m), (p+1):(p+q)] = tc;
  xt[(n+m+1):N, 1:p] = x_pred;
  xt[(n+m+1):N, (p+1):(p+q)] = rep_matrix(tf, n_pred);

  // diagonal elements of sigma_eta
  sigma_eta = diag_matrix(rep_vector((1 / lambda_eta), N));

  // off-diagonal elements of sigma_eta
  for (i in 1:(N-1)) {
    for (j in (i+1):N) {
      temp_eta = xt[i] - xt[j];
      sigma_eta[i, j] = beta_eta * temp_eta * temp_eta';
      sigma_eta[i, j] = exp(-sigma_eta[i, j]) / lambda_eta;
      sigma_eta[j, i] = sigma_eta[i, j];
    }
  }
}
// diagonal elements of sigma_delta
sigma_delta = diag_matrix(rep_vector(1 / lambda_delta), n+n_pred);

// off-diagonal elements of sigma_delta
for (i in 1:(n+n_pred-1)) {
    for (j in (i+1):(n+n_pred)) {
        temp_delta = X[i] - X[j];
        sigma_delta[i, j] = beta_delta * temp_delta + temp_delta';
        sigma_delta[i, j] = exp(-sigma_delta[i, j]) / lambda_delta;
        sigma_delta[j, i] = sigma_delta[i, j];
    }
}

// computation of covariance matrix sigma_z
sigma_z = sigma_eta;
sigma_z[1:n, 1:n] = sigma_eta[1:n, 1:n] + sigma_delta[1:n, 1:n];
sigma_z[1:n, (n+m+1):N] = sigma_eta[1:n, (n+m+1):N] + sigma_delta[1:n, (n+1):(n+n_pred)];
sigma_z[(n+m+1):N, 1:n] = sigma_eta[(n+m+1):N, 1:n] + sigma_delta[(n+1):(n+n_pred), 1:n];
sigma_z[(n+m+1):N, (n+m+1):N] = sigma_eta[(n+m+1):N, (n+m+1):N] + sigma_delta[(n+1):(n+n_pred), (n+1):(n+n_pred)];

// add observation errors
for (i in 1:n) {
    sigma_z[i, i] = sigma_z[i, i] + (1.0 / lambda_e);
}

// Specify priors here
rho_eta[1:(p+q)] ~ beta(1.0, 0.3);
rho_delta[1:p] ~ beta(1.0, 0.3);
lambda_eta ~ gamma(10, 10); // gamma (shape, rate)
lambda_delta ~ gamma(10, 0.3);
lambda_e ~ gamma(10, 0.03);
L = cholesky_decompose(sigma_z); // cholesky decomposition
z ~ multi_normal_cholesky(mu, L);

Listing 3. Continued