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Abstract—The Blockchain paradigm provides a popular mechanism for establishing trust and consensus in distributed environments. While Blockchain technology is currently primarily deployed in crypto-currency systems like Bitcoin, the concept is also expected to emerge as a key component of the Internet-of-Things (IoT), enabling novel applications in digital health, smart energy, asset tracking and smart transportation.

As Blockchain networks evolve to industrial deployments with large numbers of geographically distributed nodes, the block transfer and processing delays arise as a critical issue which may create greater potential for forks and vulnerability to adversarial attacks. Motivated by these issues, we develop stochastic network models to capture the Blockchain evolution and dynamics and analyze the impact of the block dissemination delay and hashing power of the member nodes on Blockchain performance in terms of the overall block generation rate and required computational power for launching a successful attack.

The results provide useful insight in crucial design issues, e.g., how to adjust the ‘difficulty-of-work’ in the presence of delay so as to achieve a target block generation rate or appropriate level of immunity from adversarial attacks. We employ a combination of analytical calculations and simulation experiments to investigate both stationary and transient performance features, and demonstrate close agreement with measurements on a wide-area network tested running the Ethereum protocol.

I. INTRODUCTION

The Blockchain is a peer-to-peer (P2P) distributed ledger technology for establishing trust and consensus. The Blockchain is the underlying digital fabric for currently deployed crypto-currency systems like Bitcoin [15] and Ethereum [18] with billions of dollars in market capitalization [4]. Different types of information or digital assets can be stored in a Blockchain, and the network implementing the Blockchain defines the type of information contained in the transactions. The advantages of the Blockchain and the application of associated smart contracts [5] in enabling trust and data integrity in distributed system environments have recently spurred interest in its use in the Internet-of-Things (IoT) as a key mechanism for supporting novel applications in digital health, smart energy, asset tracking and smart transportation [5], [14].

Blockchain is enabled by the integration of several technologies such as distributed content dissemination and storage, cryptographic hash, asymmetric digital signature and distributed consensus mechanisms. The Blockchain architecture consists of three components: (i) a distributed P2P network interconnecting member nodes, where data is spread from one node to another using gossip or broadcast, (ii) a shared ledger (data record) collectively updated by the member nodes, and (iii) digital transactions (issued by applications) that are validated by member nodes and included in the ledger as a sequence of chained blocks. Member nodes see identical copies of the ledger and contribute to the collective process of validating the digital transactions.

Consensus based on Proof-of-Work (PoW): In crypto-currency Blockchains, such as Bitcoin and Ethereum, nodes rely on Proof-of-Work (PoW) [15] as the basis for validating new blocks and achieving consensus on appending them to the ledger. PoW involves searching for a random number (nonce), which when hashed (e.g., using SHA-256) in combination with the hash of the previous block, results in a hash that begins with a specific number of leading zero bits, see Figure 1 and further details in [15]. The average work required in PoW is exponential in the number of zero bits required and hence may require considerable CPU investment. A block is considered successfully ‘mined’ by a node if all the transactions grouped within it are valid and PoW is done. Network nodes that execute PoW are called ‘miners’ and they receive rewards for mining blocks that get included in the Blockchain. Note that, interestingly, verification that a block is mined correctly can be easily done by executing a single hash [15].

Network-wide consensus: The goal in the Blockchain is that distributed nodes (miners) collectively build a ledger as a linear chain of chronologically ordered blocks (of transactions). New transactions are broadcast to all nodes. Each miner collects new transactions into a block and begins to execute PoW, and when done, it broadcasts the block (including the found nonce) to all other nodes. Nodes accept a block with valid transactions and PoW, append it to the chain, and begin to work on the next block using the hash of the accepted block, see Figure 1. Due to the distributed nature of the network, disagreement among the nodes might arise regarding the most recent added block to build upon. This can be due to network communication and processing delays, and the fact that multiple valid blocks might be generated nearly simultaneously by different miners. Therefore, branches (or forks) may result in different views of the ledger by different nodes. Consensus among the nodes is ultimately achieved by considering the longest chain to be the correct one and working on extending it. This unfortunately leads to ‘orphaned’ blocks on the abandoned forks where expended PoW is wasted. The growth rate of the main branch of the Blockchain is a crucial performance measure as it relates to how fast transactions are
As Blockchain networks evolve to large-scale industrial deployments with geographically distributed sites, block transfer and processing delays arise as a critical issue. These delays will cause more frequent inconsistencies and create greater potential for forks, which will slow down the overall growth rate. The higher frequency of forks and decline in the overall growth rate will indirectly also increase the vulnerability to an adversarial attacker with significant hashing power whose objective is to change history or execute ‘double spend’, i.e., successfully spend some money (bitcoins) more than once [1], [2], [11], [12], [16]. To improve security, a block is considered ‘confirmed’ as part of the Blockchain only if a certain minimum number of blocks are appended after it, adding more complexity to understanding Blockchain performance.

Motivated by these issues, we develop stochastic network models to capture the impact of the block dissemination delay and the network hashing power on the Blockchain evolution. We leverage the models to analyze the Blockchain performance in terms of the growth rate and the amount of wasted work as a function of the delay. This would allow adjusting the ‘difficulty-of-work’ to achieve a certain growth rate in the presence of delay [13]. We further investigate the impact of delay on the required adversarial hashing power to mount a successful attack, and show that the requirement can be below what is commonly believed based on heuristic arguments (i.e., 51% of the hashing power [8]). We employ a combination of analytical calculations and simulation experiments, and demonstrate close agreement between results obtained from our model and from measurements in a wide-area network testbed running the Ethereum protocol.

Specifically, the key contributions and insights may be summarized as follows.

1) We introduce a stochastic network model to describe the joint dynamics of the ‘frontier’ process, tracking the newly mined or received blocks in the individual branches of the various miners beyond the common ledger. We show how the long-term growth rate and the occurrence of forks can be expressed in terms of the stationary distribution of the ‘frontier’ process.

2) We provide explicit expressions for the stationary distribution of the ‘frontier’ process for the case of two miners, and use that to obtain the long-term growth rate. We derive asymptotic expansions for the stationary distribution in a low-delay regime, and demonstrate that the associated growth rate estimate is in close agreement with measurements in the Ethereum testbed.

3) We also establish asymptotic expansions for the stationary distribution and long-term growth rate in symmetric scenarios with an arbitrary number of nodes. To corroborate the analytical estimates, we show that they provide an excellent match with measurements in the Ethereum testbed, even when the various miners are not strictly homogeneous.

4) We examine the adverse impact of delay on the security of the Blockchain, and use a combination of analysis and simulation to determine the probability of a successful attack as a function of the delay parameter. The results show that delay can significantly increase the vulnerability to an attack, unless the confirmation threshold is increased, at the expense of a correspondingly longer lag in finalizing transactions.

The remainder of the paper is organized as follows. In Section II we further discuss the basic Blockchain mechanics and main modeling assumptions, and provide a high-level description of the Ethereum testbed. In Section III we consider the stationary behavior and long-term growth rate of the Blockchain in two-node scenarios, and then turn in Section IV attention to scenarios with an arbitrary number of nodes. Section V examines the implications of delay for the vulnerability of Blockchain networks to adversarial attacks.

II. BASIC BLOCKCHAIN MECHANICS AND PRELIMINARIES

In this section we introduce the basic Blockchain mechanics, discuss the main modeling assumptions we have adopted, and provide a high-level description of the testbed setup for the Ethereum measurements we have conducted.

A. Basic Blockchain mechanics

We will consider Blockchain dynamics in a system with \( K \geq 2 \) nodes. The evolution of the Blockchain may be described by \( L_0(t) \), representing the length of the main branch at time \( t \) (or possibly a vector-valued variable specifying the detailed contents of the common ledger), in conjunction with the ‘frontier’ \( M(t) = (M_1(t), M_2(t), \ldots, M_K(t)) \) tracking the progress in the individual branches of the various nodes beyond the common ledger. Specifically, \( M_k(t) = (M_{k1}(t), M_{k2}(t), \ldots, M_{kn}(t)) \) represents the newly mined or received blocks held by the \( k \)-th node at time \( t \) beyond the main branch, \( k = 1, \ldots, K \). The \( n \)-th component \( M_{kn}(t) \in \{1, 2, \ldots, K\} \) indicates which node originally mined the \( n \)-th block in the individual branch of node \( k \) at time \( t \), and \( L_k(t) \) denotes the length of the individual branch of node \( k \) at time \( t \).

When node \( k \) mines a block, a transition occurs from state \( M \) to state \( M' \) with \( M'_{k} = (M_{k}, k) \) and \( M'_{l} = M_{l} \) for all \( l \neq k \). When nodes \( k \) and \( l \) communicate and node \( k \) has a strictly shorter branch, i.e., \( L_k < L_l \), it abandons its blocks, and proceeds from the (strictly) longer branch of node \( l \). Thus a transition occurs from state \( M \) to state \( M'' \) with \( M''_{k} = M_{k} \) and \( M''_{m} = M_{m} \) for all \( m \neq k \). Let \( c \geq 0 \) be the number of blocks that were common to all nodes but node \( k \) just before its exchange with node \( l \). Then the length of the main branch will increase by \( c \), and the first \( c \) blocks of each of the individual branches will join the common ledger, thus increasing \( L_0(t) \) by \( c \), clipping the first \( c \) components of each of the vectors \( M_k(t) \), and reducing all the \( L_k(t) \) variables by \( c \), \( k = 1, \ldots, K \). If the branches of nodes \( k \) and \( l \) are of equal length when they communicate, i.e., \( L_k = L_l \), then both simply continue mining.

B. Modeling assumptions

The proof-of-work consensus mechanism involves nodes performing hashing operations at a huge rate, each of which...
independently results in a block completion with extremely low probability. Thus nodes essentially conduct Bernoulli trials at a vast pace, each with an extremely low success probability, meaning that successes roughly occur as a Poisson process. Hence we will make the common assumption [11] that block completions at node $k$ occur as a Poisson process of rate $\lambda_k$.

As observed in [6], block propagation delays follow roughly exponentially distributed, and hence we will assume that two nodes $k \neq l$ communicate at exponentially distributed intervals with parameter $\mu_{k,l}$.

By virtue of the Markovian assumptions, $M(t)$ evolves as a Markov process. Defining $X_k(t) = L_0(t) + L_k(t)$, $k = 1, \ldots, K$ (the total length of the branch of node $k$), the process $X(t) = (X_1(t), \ldots, X_K(t))$ behaves in a Markovian fashion as well. Specifically, transitions from state $x$ to state $x + e_k$ occur at rate $\lambda_k$, with $e_k$ denoting the $k$-th unit vector, $k = 1, \ldots, K$. Transitions from state $x$ to state $x'$ with $x'_k = x'_l = \max\{x_k, x_l\}$ and $x'_m = x_m$ for all $m \neq k, l$, occur at rate $\mu_{k,l}$ if $x_k \neq x_l$.

C. Growth rate

In order to determine the long-term growth rate $\gamma$ of the main branch, it is convenient to describe the evolution of the Blockchain in terms of a process $(X_0(t), Y(t))$ with $Y(t) = (Y_1(t), \ldots, Y_K(t))$. Here $X_0(t)$ is a variable which is set equal to $\min_{k=1,\ldots,K} X_k(t) = L_0(t) + \min_{k=1,\ldots,K} L_k(t)$ right after every communication between two nodes, while $Y(t) = (Y_1(t), \ldots, Y_K(t))$, with $Y_k(t) = L_0(t) + L_k(t) - X_0(t) \geq 0$, $k = 1, \ldots, K$. The process $Y(t)$ inherits the Markovian characteristics of the process $X(t)$. Transitions from state $y$ to state $y + e_k$ occur at rate $\lambda_k$. Transitions from state $y$ to state $y'$ with $y'_k = y'_l = \max\{y_k, y_l\} - z$ and $y'_m = y_m - z$ for all $m \neq k, l$, with $z = \min\{\max\{y_k, y_l\}, \min_{m \neq k, l} y_m\}$, occur at rate $\mu_{k,l}$ if $y_k \neq y_l$.

It can be shown that the process $Y(t)$ is positive-recurrent and that the process $(L_1(t), \ldots, L_K(t))$ is stochastically bounded, assuming that all nodes can communicate, possibly indirectly (this condition can be expressed in terms of the matrix of communication rates $\mu_{k,l}$ being irreducible). Now observe that $Y_k(t)$ is incremented whenever $L_k(t)$ is incremented, and decremented by $z$ whenever $X_0(t)$ is incremented by $z$. This means that the long-term growth rate $\lim_{t \to \infty} X_0(t)/t$ of $X_0(t)$ exists and can be expressed in terms of the stationary distribution $\pi(y)$ of the process $Y(t)$. Because of the identity $L_0(t) + L_k(t) = X_0(t) + Y_k(t)$, and the fact that $0 \leq Y_k(t) \leq L_k(t)$ by definition, this also implies that the long-term growth rate $\gamma = \lim_{t \to \infty} L_0(t)/t$ of the length of the main branch exists and equals that of $X_0(t)$.

We conclude that once the stationary distribution $\pi(y)$ is obtained, the long-term growth rate may be calculated as

$$\gamma = \sum_{y \in \mathbb{N}^K} \pi(y) \sum_{k=1}^{K} \sum_{l=1}^{K} \mu_{k,l} z_{k,l}(y) I\{y_k \neq y_l\}$$

$$= \sum_{y \in \mathbb{N}^K} \pi(y) \sum_{k=1}^{K} \lambda_k I\{y_k = \max_{l=1,\ldots,K} y_l\},$$

where $z_{k,l}(y) = \min\{\max\{y_k, y_l\}, \min_{m \neq k, l} y_m\}$. Due to orphaned blocks, the long-term growth rate will be less than the aggregate block completion rate $\lambda = \sum_{k=1}^{K} \lambda_k$, and the wastage rate may be computed as

$$\theta = \lambda - \gamma = \sum_{y \in \mathbb{N}^K} \pi(y) \sum_{k=1}^{K} \lambda_k I\{y_k < \max_{l=1,\ldots,K} y_l\}.$$

D. Measurement testbed setup

We now provide a description of the testbed configuration for the Ethereum measurements that we have conducted to experimentally validate the analytical calculations. Our experiments are built on top of the GENI cloud platform [9], [3] using the Ethereum protocol. We have created a testbed of multiple virtual machines (VMs) all running Ubuntu 16.04, each having 1 GB of RAM, and an Intel Xeon X5650 2.67 GHz CPU. Each of these VMs plays the role of a miner in our experiments, and runs a geth v1.6.6 Ethereum client [10], which is the official golang implementation of the Ethereum protocol. We modify the difficulty of the Proof-of-Work $D$ in the geth implementation, so that instead of using the block canonical difficulty formula described in the Ethereum yellow paper [18], we set it to different values for the purpose of our experimental investigation. The values of $D$ may be chosen to match the mining power of the system. In the real Ethereum system, these values are very large because they are set proportional to the total mining power of the system [7]. The higher the value of $D$ is, the harder it is for the miners to solve the proof-of-work.

In our experiments, we have considered two topologies: a two-miner and a five-miner topology. For each topology we have tested three values of $D$: 100, 500 and 1000. We chose these values to match the hashing power of the VMs in our testbed. We measured the average block generation rate, the percentage of orphaned blocks, and the system delay for various difficulty levels and for different topologies. The block transfer delays observed in the measurements are consistent with the actual block delays in the live Ethereum Blockchain [7]. The detailed measurement results for the two-miner and five-miner topologies will be presented and used to corroborate the analytical predictions in Subsections III-C and IV-B, respectively.

III. TWO-NODE SCENARIOS

In order to gain some initial insight, we focus in this section on two-node scenarios, using a combination of analytical calculations and testbed experiments.

In case of $K = 2$ nodes, the Blockchain dynamics considerably simplify, as communication between the two nodes either leaves the state unaltered or yields a transition to state $(0,0)$. Specifically, the process $(Y_1(t), Y_2(t))$, as introduced in the previous section, makes transitions from state $(y_1, y_2)$ at rate $\lambda_1$, to state $(y_1, y_2 + 1)$ at rate $\lambda_2$, and to state $(0,0)$ at rate $\mu$. The stationary distribution $\pi(y_1, y_2)$ satisfies the balance equations

$$\lambda \pi_1(0,0) = \mu \sum_{y_1 \neq y_2} \pi(y_1, y_2)$$

and

$$\pi_1(y_1 > 0) \pi(y_1 - 1, y_2) + \lambda_2 \pi(y_2 > 0) \pi(y_1, y_2 - 1)$$

where $\pi_1(0,0) = \sum_{y_1} \pi(y_1, y_2)$ and $\pi_1(y_1, y_2) = \pi(y_1, y_2)$ for $y_1, y_2 \neq 0$.
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for \((y_1, y_2) \neq (0, 0)\). The solution is obtained in [11], but the normalization constant is not provided explicitly, and involves a numerical computation.

For the purpose of analysis, it will be useful to also introduce a slightly different version of the process \((\hat{Y}_1(t), \hat{Y}_2(t))\) where transitions from state \((y_1, y_2)\) to state \((0, 0)\) occur even when \(y_1 = y_2\). Thus the stationary distribution \(\hat{\pi}(y_1, y_2)\) satisfies the balance equations

\[
(\lambda + \mu)\hat{\pi}(0, 0) = \mu
\]

and \((\lambda + \mu)\hat{\pi}(y_1, y_2) = \lambda_1\hat{\pi}(y_1 - 1, y_2) + \lambda_2\hat{\pi}(y_2 > 0)\), for \((y_1, y_2) \neq (0, 0)\), and can be readily solved from these equations in a recursive manner:

\[
\hat{\pi}(y_1, y_2) = \frac{\mu}{\lambda + \mu} y_1 y_2! \left( \frac{\lambda}{\lambda + \mu} \right)^{y_1} \left( \frac{\lambda_2}{\lambda + \mu} \right)^{y_2}. \tag{1}
\]

The probability generating function of the stationary distribution \(\hat{\pi}(y_1, y_2)\) is easily obtained as

\[
\mathbb{E}\{\hat{Y}_1, \hat{Y}_2\} = \frac{\mu}{\lambda + \lambda_1(1 - z_1) + \lambda_2(1 - z_2)}. \tag{2}
\]

The long-term growth rate may be calculated from the stationary distribution \(\hat{\pi}(y_1, y_2)\) as

\[
\gamma = \sum_{(y_1, y_2) \in \mathbb{N}^2} \hat{\pi}(y_1, y_2) (\lambda_1\hat{\pi}(y_1 > y_2) + \lambda_2\hat{\pi}(y_1 < y_2)) = \mu \sum_{(y_1, y_2) \in \mathbb{N}^2} \hat{\pi}(y_1, y_2) \text{max}\{y_1, y_2\}.
\]

The wastage rate may be computed as

\[
\theta = \sum_{(y_1, y_2) \in \mathbb{N}^2} \hat{\pi}(y_1, y_2) (\lambda_1\hat{\pi}(y_1 < y_2) + \lambda_2\hat{\pi}(y_1 > y_2)) = \mu \sum_{(y_1, y_2) \in \mathbb{N}^2} \hat{\pi}(y_1, y_2) \text{min}\{y_1, y_2\}.
\]

While the stationary distribution \(\pi(y_1, y_2)\) is not needed in order to calculate the growth rate and the wastage rate, and is more involved than the distribution \(\hat{\pi}(y_1, y_2)\), we now show that it can in fact be obtained in closed form as well by exploiting the fact that the processes \((Y_1(t), Y_2(t))\) and \((\hat{Y}_1(t), \hat{Y}_2(t))\) are closely related as \((Y_1(t), Y_2(t)) = (\hat{Y}_1(t), \hat{Y}_2(t)) + U(t)\). The random variable \(U(t)\) representing the common value of \(Y_1(u(t)^+)\) and \(Y_2(u(t)^+)\) right after the most recent communication event before time \(t\) at time \(u(t)\), which is independent of \(\hat{Y}_1(t)\) and \(\hat{Y}_2(t)\).

It is not difficult to derive the probability generating function of the stationary distribution of the random variable \(U(t)\) (the details are skipped because of page constraints):

\[
\mathbb{E}\{z^U\} = \frac{1 - \phi}{1 - \phi} = \frac{1 - \mu}{1 - \mu} \sqrt{1 - 4\phi} = \frac{1 - \mu}{1 - \mu} \sqrt{1 - 4\phi} \tag{3},
\]

with \(\phi = \frac{\mu}{\lambda + \mu} \sqrt{1 - 4\psi} \leq \frac{1}{4}\), and \(\psi = \frac{\lambda_1\lambda_2}{(\lambda + \mu)^2} \leq \frac{1}{4}\).

By virtue of the independence between \((\hat{Y}_1(t), \hat{Y}_2(t))\) and \(U(t)\), we obtain from (2) and (3)

\[
\mathbb{E}\{\hat{Y}_1, \hat{Y}_2\} = \frac{\mu}{\lambda + \mu} \mathbb{E}\{U = 0\} = \frac{\mu}{\lambda + \mu} \left( 1 - \frac{\mu}{\lambda + \mu} \sqrt{1 - 4\phi} \right).
\]

This in particular yields an explicit expression for the normalization constant in [11]:

\[
\pi(0, 0) = \mathbb{P}\{(Y_1, Y_2) = (0, 0)\} = \frac{\mu}{\lambda + \mu} \mathbb{P}\{U = 0\} = \frac{\mu}{\lambda + \mu} \left( 1 - \frac{\mu}{\lambda + \mu} \sqrt{1 - 4\phi} \right).
\]

\textbf{A. Asymptotic expansions in low-delay regime}

We now analyze a low-delay regime where the mean block propagation delay \(\delta = 1/\mu\) is small compared to the mean block completion times \(1/\lambda_k\), i.e., \(\mu \gg \lambda_k\), \(k = 1, 2\). This asymptotic regime provides not only mathematical tractability, but is also highly relevant as block propagation delays, while substantial, tend to be two orders of magnitude smaller than block completion times (e.g., seconds vs. minutes) [6], [11].

The next proposition provides an asymptotic expansion for the stationary distribution \(\hat{\pi}(y_1, y_2)\) in the low-delay regime, and follows from (1) through the series expansion

\[
\frac{\mu}{\lambda + \mu} = 1 - \lambda\delta + \lambda^2\delta^2 - \lambda^3\delta^3 + o(\delta^3).
\]

\textbf{Proposition 1 (Third-order expansion of stationary distribution in two-node scenario).}

\[
\hat{\pi}(0, 0) = \frac{\mu}{\lambda + \mu} = 1 - \lambda\delta + \lambda^2\delta^2 - \lambda^3\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(1, 0) = \frac{\lambda_1\mu}{(\lambda + \mu)^2} = \lambda_1\delta - 2\lambda\lambda_1\delta^2 + 3\lambda^2\mu\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(0, 1) = \frac{\lambda_2\mu}{(\lambda + \mu)^2} = \lambda_2\delta - 2\lambda\lambda_2\delta^2 + 3\lambda^2\mu\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(1, 1) = \frac{2\lambda_1\lambda_2\mu}{(\lambda + \mu)^3} = 2\lambda_1\lambda_2\delta^2 - 6\lambda_1\lambda_2\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(2, 0) = \frac{\lambda_1^2\mu}{(\lambda + \mu)^3} = \lambda_1^2\delta^2 - 3\lambda_1^2\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(0, 2) = \frac{\mu^2\lambda_2^2}{(\lambda + \mu)^3} = \lambda_2^2\delta^2 - 3\lambda_2^2\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(2, 1) = \frac{2\lambda_1^2\lambda_2\mu}{(\lambda + \mu)^4} = 3\lambda_1^2\lambda_2\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(1, 2) = \frac{2\lambda_1\lambda_2^2\mu}{(\lambda + \mu)^4} = 3\lambda_1\lambda_2^2\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(3, 0) = \frac{\lambda_1^3\mu}{(\lambda + \mu)^4} = \lambda_1^3\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(0, 3) = \frac{\lambda_2^3\mu}{(\lambda + \mu)^4} = \lambda_2^3\delta^3 + o(\delta^3)
\]

\[
\hat{\pi}(y_1, y_2) = o(\delta^3) \quad \text{for all } y_1 + y_2 \geq 4.
\]
B. Asymptotic expansions of the long-term growth rate

The next proposition provides asymptotic expansions for the growth and wastage rates in the low-delay regime based on the expansions stated in Proposition 1 for the stationary distribution \( \hat{\pi}(y_1, y_2) \).

**Proposition 2** (Third-order expansion of growth rate in two-node scenario). In a two-node scenario the growth rate behaves as

\[
\gamma = \lambda - \lambda_1 \lambda_2 [2 \delta - 3 \lambda \delta^2 + 4 (\lambda_1^2 + 3 \lambda_1 \lambda_2 + \lambda_2^2) \delta^3] + o(\delta^3),
\]

and the wastage rate behaves as

\[
\theta = \lambda_1 \lambda_2 [2 \delta - 3 \lambda \delta^2 + 4 (\lambda_1^2 + 3 \lambda_1 \lambda_2 + \lambda_2^2) \delta^3] + o(\delta^3).
\]

The first-order term in the above asymptotic expansions may be explained as follows. Block completions occur at a total rate \( \lambda \), and given that a block is completed, this occurs with probability \( \lambda_k / \lambda \) at node \( k \), \( k = 1, 2 \). Then node \( 3 - k \) will generate a block before the next communication event if an exponential time with parameter \( \mu \) exceeds an exponential time with parameter \( \lambda_{3-k} \), which happens with probability \( \lambda_{3-k} / \mu \). Since the two nodes will be in sync an overwhelming fraction of the time in the low-delay regime, the block generated by node \( 3 - k \) will be at the same height as that generated by node \( k \) with high probability, so one of the two will ultimately be wasted. Thus wasted blocks are generated at roughly rate \( \lambda \frac{\lambda_1 \lambda_2}{\mu} + \lambda_2 \frac{\lambda_1 \lambda_2}{\mu} = 2 \lambda_1 \lambda_2 \delta \), which corresponds to the leading term in Equation (5) for the wastage rate.

Equation (5) demonstrates that, asymptotically, a reduction of the delay \( \delta \) by a factor \( \alpha \) reduces the wastage rate \( \theta \) by the same factor \( \alpha \). Or equivalently, increasing the block completion rates \( \lambda_k \) by a factor \( \alpha \) increases the wastage rate \( \theta \) asymptotically by the same factor, and thus increases the wastage rate relative to the total block completion rate \( \lambda \) by a factor \( \alpha \). We further observe that, for a given value of \( \lambda \), the wastage rate achieves its maximum \( \lambda^2 \delta / 2 \) when \( \lambda_1 \) and \( \lambda_2 \) are equal and its minimum 0 when \( \lambda_1 \) or \( \lambda_2 \) is zero.

It can be checked that the above asymptotic expansions for the stationary distribution \( \hat{\pi}(y_1, y_2) \) are identical to those in a (fictitious) modified system where the block generation process is halted as soon as one of the states \((0, 3), (1, 2), (2, 1) \) or \((0, 3) \) is reached, i.e., the space is truncated to \( \{(y_1, y_2) \in \mathbb{N}^2 | y_1 + y_2 \leq 3 \} \). More generally, truncating the process at \( y_1 + y_2 = L \) does not affect the stationary distribution up to the \( L \)-th order. At the same time, it can be shown that the growth rate is reduced when the block generation process is ever halted. Thus, truncating the state space at level \( L \) yields a conservative estimate (lower bound) for the growth rate, which is asymptotically exact up to the \( L \)-th order in the low-delay regime. We will later leverage this observation to obtain asymptotic approximations for scenarios with an arbitrary number of nodes, where the Blockchain dynamics are fundamentally more complex.

C. Comparison between analytical calculations and testbed measurements

We now present the measurement results from the Ethereum testbed described in Subsection II-D for a two-node topology, and compare these with the analytical predictions for the long-term growth rate derived in Proposition 2.

Figure 2 plots the evolution of the Blockchain over time for various difficulty levels inferred from the measurements, along with the analytical estimates calculated from (4). Observe that the measurement values and analytical estimates show an excellent match, providing strong experimental validation for the stochastic analysis. Further, as \( D \) increases, the block completion rate decreases, as shown in Table I, which results in a decrease in the growth rate as reflected in Figure 2.
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*Figure 2. Blockchain growth for a two-node network over time as a function of the difficulty-of-work \( D \) obtained from stochastic analysis vs. Ethereum testbed measurements.*

<table>
<thead>
<tr>
<th>Difficulty</th>
<th>Block completion rate (blocks per second)</th>
<th>Forks (%)</th>
<th>Delay (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.022</td>
<td>4.58</td>
<td>3.96</td>
</tr>
<tr>
<td>500</td>
<td>0.0047</td>
<td>2.48</td>
<td>7.48</td>
</tr>
<tr>
<td>1000</td>
<td>0.0029</td>
<td>0.48</td>
<td>6.84</td>
</tr>
</tbody>
</table>

### IV. Arbitrary number of nodes

In the previous section we focused on two-node scenarios to gain some initial insight. In this section we turn attention to scenarios with an arbitrary number of nodes. As reflected in the description in Section II, the Blockchain dynamics in terms of the process \( (Y_1(t), Y_2(t), \ldots, Y_K(t)) \) are fundamentally more complex with three or more nodes, since communication between two nodes will generally no longer cause a transition to the all-zero state. Hence we will focus on symmetric scenarios in the low-delay regime, with identical block completion rates \( \lambda_k \equiv \lambda_0 \) for all \( k = 1, \ldots, K \) and communication rates \( \mu_{k,l} \equiv \mu \) for all \( k \neq l \).

Because of the symmetry among the nodes, we do not need to keep track of the state of each individual node, but only count the number of nodes in a given state. Specifically, define \( Z_i(t) = \sum_{k=1}^{K} \mathbb{1}\{Y_k(t) = i\} \) as the number of nodes with \( i \) blocks at time \( t \), and denote \( Z(t) = (Z_i(t))_{i=0,\ldots,L} \).

As we consider a low-delay regime where it is rare for any individual node \( k \) to have a large value of \( Y_k \), we will assume
that the block generation process at each node $k$ is halted as soon as $Y_k$ reaches some value $L$. Then $\{Z(t)\}_{t \geq 0}$ evolves as a Markov process with transitions from state $z$ to state $z + e_i - e_{i+1}$ at rate $\lambda_0 z_i$, $i = 1, 2, \ldots, L$, and transitions from state $z$ to state $z + e_i - e_h$ at rate $\mu_0 z_h z_0$, $0 \leq h < i \leq K$. The state space is $\mathcal{S} = \{(z_0, \ldots, z_L) \in \{0, 1, \ldots, K\}^{L+1} : \sum_{l=0}^L z_l = K\}$. For any $(z_0, z_1, \ldots, z_L) \in \mathcal{S}$, denote by $\hat{\pi}(z) = \lim_{t \to \infty} P\{Z(t) = z\}$ the stationary distribution of the $Z(t)$ process.

The next proposition provides asymptotic expansions for the stationary distribution $\hat{\pi}(z_0, z_1, z_2)$ in the low-delay regime, and follows from inspection of the relevant balance equations for the truncated process.

**Proposition 3 (Second-order expansion of stationary distribution in symmetric three-node scenario).**

\[
\hat{\pi}(3, 0, 0) = 1 - 3\lambda_0 \delta + \frac{43}{4} \lambda_0^2 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(2, 1, 0) = 3 \lambda_0 \delta - \frac{27}{4} \lambda_0^3 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(1, 2, 0) = \frac{3}{2} \lambda_0 \delta - \frac{15}{2} \lambda_0^3 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(2, 0, 1) = \frac{3}{4} \lambda_0^2 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(0, 3, 0) = \frac{1}{2} \lambda_0^2 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(1, 1, 1) = \lambda_0^2 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(1, 0, 2) = \frac{5}{4} \lambda_0^2 \delta^2 + o(\delta^2)
\]

\[
\hat{\pi}(0, 2, 1) = o(\delta^2)
\]

\[
\hat{\pi}(0, 1, 2) = o(\delta^2)
\]

\[
\hat{\pi}(0, 0, 3) = o(\delta^2).
\]

The next proposition provides asymptotic expansions for the growth and wastage rates in the low-delay regime based on the expansions stated in Proposition 3 for the stationary distribution $\hat{\pi}(z_0, z_1, z_2)$.

**Proposition 4 (Second-order expansion of growth rate in symmetric three-node scenario).** In a three-node scenario the growth rate behaves as

\[
\gamma = \lambda_0 [3\hat{\pi}(3, 0, 0) + \hat{\pi}(2, 1, 0) + 2\hat{\pi}(1, 2, 0) + 3\hat{\pi}(0, 3, 0) + 2\hat{\pi}(1, 1, 1) + 2\hat{\pi}(1, 0, 2) + \hat{\pi}(0, 2, 1) + 2\hat{\pi}(0, 1, 2) + 3\hat{\pi}(0, 0, 3)] = 3\lambda_0 - \frac{9}{2} \lambda_0^2 \delta + \frac{65}{4} \lambda_0^3 \delta^2 + o(\delta^2),
\]

and the wastage rate is

\[
\theta = \lambda_0 [2\hat{\pi}(2, 1, 0) + \hat{\pi}(1, 2, 0) + 2\hat{\pi}(2, 0, 1) + 2\hat{\pi}(1, 1, 1) + \hat{\pi}(1, 0, 2) + 2\hat{\pi}(0, 2, 1)] = \frac{9}{2} \lambda_0^2 \delta - \frac{65}{4} \lambda_0^3 \delta^2 + o(\delta^2).
\]

The first-order term in the above asymptotic expansions may be explained, and in fact extended to an asymmetric scenario, as follows. Block completions occur at a total rate $\lambda$, and given that a block is completed, this occurs with probability $\lambda_k / \lambda$ at node $k$, $k = 1, 2, 3$. Let us say that it is node 1. Then one of the nodes 2 or 3 will generate a block before the next communication event with node 1 if an exponential time with parameter $2\mu$ exceeds an exponential time with parameter $\lambda_2 + \lambda_3$, which happens with probability $(\lambda_2 + \lambda_3)/(2\mu)$. Since the three nodes will be in sync an overwhelming fraction of the time in the low-delay regime, the block generated by either node 2 or 3 will be at the same height as that generated by node 1 with high probability, so one of the two will ultimately be wasted. The communication will leave either node 2 or 3 behind by a block with equal probability. Let us say that it is node $k$. Then node $k$ will generate a block before the next communication event with one of the other nodes if an exponential time with parameter $\mu_k$ exceeds an exponential time with parameter $\lambda_k$, which happens with probability $\lambda_k/(2\mu_k)$, in which case yet a further block will eventually be wasted. Thus, the expected number of wasted blocks right after the block completion at node 1 is

\[
\frac{\lambda_2 + \lambda_3}{2\mu} + \frac{1}{2} \frac{\lambda_2}{2\mu} + \frac{1}{2} \frac{\lambda_3}{2\mu} = \frac{3(\lambda_2 + \lambda_3)}{4\mu} = \frac{3(\lambda - \lambda_1)}{4\mu}.
\]

Thus, in total wasted blocks are generated at roughly rate

\[
\lambda \sum_{k=1}^3 \lambda_k \frac{3(\lambda - \lambda_k)}{4\mu} = \frac{3(\lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3)}{2\mu}.
\]

In case $\lambda_k = \lambda_0$ for $k = 1, 2, 3$, this reduces to $\frac{9}{2} \lambda_0^2 \delta$, which corresponds to the leading term in Equation (7) for the wastage rate.

Equation (7) reveals that, asymptotically, a reduction of the delay $\delta$ by a factor $\alpha$ yields a reduction in the wastage rate $\theta$ by the same factor $\alpha$, just like in the two-node scenario. Or equivalently, increasing the block completion rates $\lambda_k$ by a factor $\alpha$ increases the wastage rate $\theta$ asymptotically by the same factor, and thus increases the wastage rate relative to the total block completion rate $\lambda = 3\lambda_0$ by a factor $\alpha$. Noting that $\lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3 = \frac{1}{2} (\lambda^2 - \sum_{k=1}^3 \lambda_k^2)$, we further observe that, for a given value of $\lambda$, the wastage rate achieves its maximum $\lambda^2 \delta / 2$ when $\lambda_1$, $\lambda_2$ and $\lambda_3$ are equal, and its minimum 0 when only one of them is non-zero.

We now turn to scenarios with an arbitrary number of $K \geq 4$ nodes and truncation level $L = 1$, and with minor abuse of notation write $\pi(k) = \pi(K - k, k)$ for brevity.

The next proposition provides an asymptotic expansion for the stationary distribution $\pi(k)$ in the low-delay regime, which can be obtained from the relevant balance equations.

**Proposition 5 (Expansion of stationary distribution in symmetric K-node scenario with epidemic block propagation).**

\[
\hat{\pi}(0) = 1 - \lambda_0 \delta K G(K) + o(\delta),
\]

\[
\hat{\pi}(k) = \lambda_0 \delta K g(k) + o(\delta), \quad k = 1, \ldots, K - 1,
\]

with $G(K) = \sum_{k=1}^{K-1} g(k)$ and $g(k) = \frac{1}{(K-k-1)!}$.

The next proposition provides asymptotic expansions for the growth and wastage rates in the low-delay regime based on the expansions stated in Proposition 5 for the stationary distribution $\hat{\pi}(k)$.

**Proposition 6 (Expansion of growth rate in symmetric K-node scenario with epidemic block propagation).** In a
symmetric $K$-node scenario, the growth rate behaves as
\[ \gamma = K\lambda_0 \left( 1 - \lambda_0 \delta \sum_{k=1}^{K-1} \frac{1}{k} \right) + o(\delta), \]
and the wastage rate behaves as
\[ \theta = \lambda_0^2 \delta K \sum_{k=1}^{K-1} \frac{1}{k} + o(\delta). \]

The expressions for the wastage rate (and hence the growth rate) may be heuristically interpreted as follows. Suppose that replicas of a single object need to be obtained by $K$ nodes, which engage in pairwise encounters at an exponential rate $\mu$, and can either generate the object themselves at an exponential rate $\lambda_0 \ll \mu$, or duplicate it when they encounter another node that is already in possession of the object. Then the expected amount of time required for the $(k+1)$-th replica to be obtained after the $k$-th replica, is $E\{T_k\} = \frac{1}{(K-k)\mu}$. Thus the expected total number of replicas that are generated rather than duplicated over the course of this hybrid generation / epidemic propagation process, after the initial one, is
\[ \sum_{k=1}^{K-1} \lambda_0(K-k)E\{T_k\} = \frac{\lambda_0}{\mu} \sum_{k=1}^{K-1} \frac{1}{k}. \]
This corresponds exactly to the fraction of redundant blocks generated as reflected in Equation (9) for the wastage rate.

A. Alternative block dissemination mechanism

So far we have assumed an epidemic type block dissemination mechanism where nodes also propagate blocks that they received from other nodes in a pure peer-to-peer manner. An alternative block dissemination scheme is where nodes only transfer blocks that they created themselves.

Assuming a truncation level $L = 1$, we now need to distinguish between nodes with one block that they generated themselves and nodes with one block that they obtained from another node. We will denote the numbers of these nodes by $Z^1_1$ and $Z^b_1$, respectively. Then $\{(Z_0(t), Z^1_1(t), Z^b_1(t))\}_{t \geq 0}$ evolves as a Markov process with transitions from state $z$ to state $z + e^\theta_1 - e_0$ at rate $\lambda_0 z_0$ and transitions from state $z$ to state $z + e^\theta_1 - e_0$ at rate $\mu z_0 a^0$.

The next proposition provides an asymptotic expansion for the stationary distribution $\hat{\pi}(z)$ in the low-delay regime, which can be obtained from the relevant balance equations.

**Proposition 7 (Expansion of stationary distribution in symmetric $K$-node scenario with controlled block propagation).**
\[
\hat{\pi}(K,0,0) = 1 - \lambda_0 \delta KH(K) + o(\delta), \\
\hat{\pi}(K-k,1,k-1) = \lambda_0 \delta K h(k) + o(\delta), \quad k = 1, \ldots, K-1,
\]
with $H(K) = \sum_{k=1}^{K-1} h(k)$ and $h(k) = \frac{1}{K-k}$.

The next proposition provides asymptotic expansions for the growth and wastage rates in the low-delay regime based on the expansions stated in Proposition 7 for the stationary distribution $\hat{\pi}(z)$.

**Proposition 8 (Expansion of growth rate in symmetric $K$-node scenario with controlled block propagation).**
In a symmetric $K$-node scenario, the growth rate behaves as
\[ \gamma = K\lambda_0 \left( 1 - \lambda_0 \delta(K-1) \right) + o(\delta), \]
and the wastage rate behaves as
\[ \theta = \lambda_0^2 \delta K(K-1) + o(\delta). \]

The expressions for the wastage rate (and hence the growth rate) may be intuitively explained as follows. Suppose that replicas of a single object need to be obtained by $K$ nodes, which engage in pairwise encounters at an exponential rate $\mu$, and can either generate the object themselves at an exponential rate $\lambda_0 \ll \mu$, or duplicate it when they encounter the very first node that generated the object. Then the expected amount of time required for the $(k+1)$-th replica to be obtained after the $k$-th replica, is $E\{U_k\} = \frac{1}{(K-k)\mu}$. Thus the expected total number of replicas that are generated rather than duplicated over the course of this hybrid generation / controlled dissemination process, after the initial one, is
\[ \sum_{k=1}^{K-1} \lambda_0(K-k)E\{U_k\} = \frac{\lambda_0}{\mu} (K-1). \]
This corresponds exactly to the fraction of redundant blocks generated as reflected in Equation (11) for the wastage rate.

**B. Comparison between analytical calculations and testbed measurements**

We now present the measurement results from the Ethereum testbed described in Subsection II-D for a five-node topology and compare these with the analytical estimates for the long-term growth rate derived in Propositions 6 and 8.

Figure 3 shows the evolution of the Blockchain over time for various difficulty levels as obtained from the measurements, along with the analytical prediction computed from (8). As before, note that the measurement values and analytical estimates show close agreement, corroborating the results from the stochastic analysis for larger number of nodes as well. Also, as $D$ increases, the block completion rate decreases, as displayed in Table I, which leads to a decrease in the growth rate as shown in Figure 3.

Comparison of Tables I and II additionally shows that the fraction of orphaned blocks increases as the number of miners increases. This is expected due to the fact that with more miners in the network, it is more likely for several miners to solve the proof-of-work around the same time. On the other hand, increasing the difficulty $D$ of the proof-of-work makes this probability smaller, as is well reflected by the experimental figures in Tables I and II.

The asymptotic formula (8) provided a more accurate prediction for the growth rate observed in the measurements than formula (10), especially in an absolute sense. However, a detailed inspection of the statistics for the number of forks and orphan blocks revealed that the counterpart (11) of the latter formula produced a slightly better estimate for the wastage rate at high difficulty-of-work values.
V. DELAY IMPLICATIONS FOR ADVERSARIAL ATTACKS

So far, both in the analysis and in the experiments, we have implicitly assumed that all the miners behave honestly, following the protocol. In this section, we consider an attack scenario, where an external node, the ‘attacker’, tries to double-spend. For example, the attacker purchased goods from a merchant using a certain number of coins and then reuses the same coins for other purposes. Before launching the attack, it secretly mines a block containing a double-spending transaction [16], which extends one of the current blocks of the blockchain. This number of blocks is called the ‘confirmation threshold’, and we denote it by \( n \). The attack is considered successful if the honest network does not manage to create a strictly longer chain than the attacker’s block. The attacker’s block generation rate is \( \lambda_a \). We denote the hash power percentage of the attacker by \( q \), with \( 0 < q < 1 \). The hash power percentage of the honest network is \( 1 - q \). The attacker’s block generation rate is \( q \lambda_a / (K \lambda_0 + q \lambda_a) \), where \( K \) is the number of miners, with the same fixed communication delay \( \delta \) values of \( \delta \). Note that the time scale is arbitrary, since what really matters is the relative values of the communication and block generation rates, but for convenience we choose the time scale of seconds. The attacker’s block generation rate is \( \lambda_a \).

We denote by \( p \) the hash power percentage of the honest network and by \( q \) the hash power percentage of the attacker, with \( p + q = 1 \). We use and compare four methods for calculating the probability of a successful attack, in each of which the attacker generates blocks according to a model that takes delay into account in a different manner.

**Method 1:** We assume that the number of blocks \( m \) found by the attacker in the time \( T_n \) it takes the honest network to mine \( n \) blocks follows a negative binomial distribution: it is the number of successes (blocks found by the attacker) before \( n \) failures (blocks found by the honest network), with a probability \( q \) of success [16]. Delay plays no role. We use the formula for the probability \( r \) of a successful attack as derived in [16], eq. (1):

\[
 r = \begin{cases} 
 1 - \sum_{m=0}^{n-1} \binom{m+n-1}{m} (p^n q^m - p^m q^n), & \text{if } q < p \\
 1, & \text{if } q \geq p 
\end{cases}
\]

**Method 2:** We consider a similar negative binomial distribution for \( m \), but with success probability \( q' \) adjusted to reflect delay. Specifically, we set \( q' = \lambda_a / (\lambda_a + \Lambda') \), with \( \Lambda' = n/\text{mean}(T_n) < K \lambda_0 \), where the different values of \( T_n \) are obtained from simulating the honest network and then calculating the time difference of the first and the last block for different windows of \( n \) blocks.

**Method 3:** We generate \( m \) for multiple windows of \( n \) blocks from the simulation, as a Poisson random variable with rate \( \lambda_a T_n \). We find the sampled distribution \( P(m) \) and calculate

\[
 r = \sum_{m} P(m) \min \left( \frac{q'}{p}, 1 \right)^{\max(n-m,0)}
\]

where the summation is over the \( m \)'s for which the empirical \( P(m) \) is nonzero.

**Method 4:** We calculate

\[
 r = \mathbb{P} \left\{ \bigcup_{k \geq n} \{ B_k < T_k \} \right\}
\]

where \( B_k \) and \( T_k \) are the times needed for the attacker and the honest network respectively to generate \( k \) blocks. The calculation is done as the percentage of the \( T_k \) from the simulation for which the event \( \bigcup_{k \geq n} \{ B_k < T_k \} \) occurs, where \( B_k \) is the sum of \( k \) exponentially distributed time intervals with parameter \( 1/\lambda_a \).

The probability of a successful attack \( r \) as a function of the communication delay \( \delta \) is shown in Figure 4. The initial claim in [15] was that the Blockchain is secure against double-spend attempts as long as \( q < 50\% \). However, as Figure 4 shows, increasing delay can increase the probability of a successful attack even for significantly less power by several orders of magnitude, even in the order of \( 10^{-1} \) in a high-delay regime. The curve for Method 1 gives a constant lower bound, since it does not account for the delay, in contrast to Method 2, which gives an upper bound. The curves for Methods 3 and 4 move together and between the two bounds, indicating
that the adjusted Poisson process assumption of Method 2 is conservative and that the actual block generation process is slightly better behaved.

The probability $r$ of a successful attack for $q = 10\%$ and for different values of the confirmation threshold $n$ is shown in Figure 5. Again, delay plays an important role, with the probability values that account for the delay (Methods 2-4) being higher by orders of magnitude than the ones for Method 1, even for large thresholds $n$. With small $n$, the success probability is very high (in the order of $10^{-1}$ or higher), but it decreases exponentially for larger thresholds. This demonstrates the trade-off between security and transaction confirmation speed in Blockchain systems: a larger $n$ will enhance the system’s security, but at the expense of a significant lag in transaction finalization. Hence, a moderately large confirmation threshold, like $n = 6$ for Bitcoin and $n = 5$ for Ethereum (in the implementation we used), chosen in accordance with the delays involved, is necessary in practice.

VI. CONCLUSION

We developed a stochastic model for the evolution and dynamics of Blockchain networks. Our model captures important Blockchain characteristics such as the number of miners, their hashing power (block completion rates), block dissemination delays among distributed nodes, and block confirmation rules. We leveraged analytical techniques for evaluating the impact of the block dissemination delay on key performance metrics, such as the transaction processing rate as measured by the Blockchain growth, and the integrity of the Blockchain as measured by the probability of a successful attack. Extensive experimental results demonstrate that our model accurately predicts crucial system properties and performance characteristics, and we hope that the analysis provides deeper understanding of the dynamic behavior of Blockchain networks.

In future work we will examine in more detail the various system relationships and trade-offs, and how they may be exploited to achieve given performance and integrity targets. This is potentially useful for building future and private Blockchains.
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