A. THE EIGENVALUES OF CORRELATION MATRIX

Recall the two-period nested exchangeable correlation structure is written as

\[ R_i(\alpha) = (1 - \alpha_0)I_{m_i} + (\alpha_0 - \alpha_1) \bigoplus_{j=1}^2 J_{m_i} + \alpha_1 J_{m_i}. \]

For example, when the cluster-period size \( m_{i1} = m_{i2} = 3 \), the explicit form of \( R_i \) is (each block represents a cluster-period)

\[
\begin{pmatrix}
1 & \alpha_0 & \alpha_1 & \alpha_1 & \alpha_1 \\
\alpha_0 & 1 & \alpha_0 & \alpha_1 & \alpha_1 \\
\alpha_0 & \alpha_0 & 1 & \alpha_1 & \alpha_1 \\
\alpha_1 & \alpha_1 & \alpha_1 & 1 & \alpha_0 \\
\alpha_1 & \alpha_1 & \alpha_1 & \alpha_0 & 1 \\
\alpha_1 & \alpha_1 & \alpha_1 & \alpha_0 & 1
\end{pmatrix}
\]

Next, to derive the eigenvalues of \( R_i \), we write the left hand side of the characteristic equation as

\[ R_i(\alpha) - \lambda I_{m_i} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} (1 - \alpha_0 - \lambda)I_1 + \alpha_0 J_1 & \alpha_1 J_{12} \\ \alpha_1 J_{21} & (1 - \alpha_0 - \lambda)I_2 + \alpha_0 J_2 \end{bmatrix}, \]

where we denote \( I_1 = I_{m_{i1}}, I_2 = I_{m_{i2}}, J_1 = J_{m_{i1}}, J_{12} = J_{m_{i1} \times m_{i2}} \) and \( J_2 = J_{m_{i2}} \) for notational convenience. It is straightforward to see that when \( \lambda = 1 - \alpha_0 \), \( R_i(\alpha) - \lambda I_{m_i} \) is less than full rank and has zero determinant. Therefore \( \lambda_{i1} = 1 - \alpha_0 \) is an eigenvalue of \( R_i \). To obtain the rest of the eigenvalues, we now suppose that \( A \) is invertible. By Theorem 8.3.4 and 8.4.4 in Graybill, any \( u \times u \) exchangeable matrix \( E = xI + yJ \) is invertible if and only if \( x \neq 0 \) and \( x + uy \neq 0 \). Further the inverse can be written as

\[ E^{-1} = \frac{1}{x} I - \frac{y}{x(x + uy)} J \]

(1)

and the determinant is

\[ \text{det}(E) = x^{u-1}(x + uy). \]

(2)
This tells us that a sufficient and necessary condition for the existence of \( A^{-1} \) is that \( \lambda \neq 1 - \alpha_0 \) and \( \lambda \neq 1 + (m_i - 1)\alpha_0 \). By Theorem 8.2.1 in Graybill, the determinant of this block matrix is \( \det(R_i(\alpha) - \lambda I_m) = \det(A) \det(D - CA^{-1}B) \). This suggests additional eigenvalues are the solutions to \( \det(D - CA^{-1}B) = 0 \).

Since \( A \) is assumed nonsingular, the inverse can be computed by formula (1)

\[
A^{-1} = \frac{1}{1 - \alpha_0 - \lambda} I_1 - \frac{\alpha_0}{(1 - \alpha_0 - \lambda)[1 + (m_i - 1)\alpha_0 - \lambda]} J_1.
\]

Routine matrix algebra gives

\[
D - CA^{-1}B = (1 - \alpha_0 - \lambda)I_2 + \frac{(1 - \alpha_0 - \lambda)\alpha_0 + m_i(\alpha_0^2 - \alpha_1^2)}{1 + (m_i - 1)\alpha_0 - \lambda} J_2,
\]

whose determinant could be obtained by formula (2) as

\[
\det(D - CA^{-1}B) = (1 - \alpha_0 - \lambda)^{m_i - 1}[1 + (m_i - 1)\alpha_0 - \lambda]^{-1} g(\lambda, m_i, m_2, \alpha_0, \alpha_1),
\]

where we define

\[
g(\lambda, m_i, m_2, \alpha_0, \alpha_1) = \lambda^2 - [(m_i + m_2)\alpha_0 + 2(1 - \alpha_0)]\lambda + m_i m_2 (\alpha_0^2 - \alpha_1^2) + (m_i + m_2)\alpha_0(1 - \alpha_0) + (1 - \alpha_0)^2.
\]

Clearly, the eigenvalues are the solutions to \( g(\lambda, m_i, m_2, \alpha_0, \alpha_1) = 0 \) with \( \lambda \) as the unknown.

The function \( g \) is quadratic in \( \lambda \) and has two real roots since the discriminant \( \Delta = (m_i - m_2)^2\alpha_0^2 + 4m_i m_2 \alpha_1^2 > 0 \). Therefore the two roots could be obtained by the quadratic formula as

\[
\lambda_{i2} = 1 + \left(\frac{m_i}{2} - 1\right)\alpha_0 - \left\{\left(\frac{m_i}{2} - 1\right)^2\alpha_0^2 + m_i m_2 \alpha_1^2\right\}^{\frac{1}{2}},
\]

\[
\lambda_{i3} = 1 + \left(\frac{m_i}{2} - 1\right)\alpha_0 + \left\{\left(\frac{m_i}{2} - 1\right)^2\alpha_0^2 + m_i m_2 \alpha_1^2\right\}^{\frac{1}{2}}.
\]

Note that each of these two eigenvalues has multiplicity one, and therefore \( \lambda_{i1} \) has multiplicity \( m_i - 2 \).

For \( R_i \) to be positive definite, we require all the eigenvalues to be positive. This requires \( \alpha_0 < 1 \), and

\[
1 + \left(\frac{m_i}{2} - 1\right)\alpha_0 > \sqrt{\left(m_i - m_2\right)^2\alpha_0^2 + m_i m_2 \alpha_1^2} > 0.
\]

Equivalently, this suggests the constraints \(-1/(m_i/2 - 1) < \alpha_0 < 1\) and

\[
\alpha_1^2 < \left(\frac{1 + (m_i-1)\alpha_0}{m_i}\right)\left(\frac{1 + (m_2-1)\alpha_0}{m_2}\right).
\]

If the cluster-period sizes are balanced such that \( m_1 = m_2 = m/2 \), the roots to \( g(\lambda, m/2, m/2, \alpha_0, \alpha_1) \) are simplified as \( \lambda_2 = 1 + (m/2 - 1)\alpha_0 - m\alpha_1/2 \) and \( \lambda_3 = 1 + (m/2 - 1)\alpha_0 + m\alpha_1/2 \). In this case, the constraints for \( R_i \) to be positive definite
further reduce to \(-1/(m/2 - 1) < \alpha_0 < 1\) and
\[
\frac{-1 + (m/2 - 1)\alpha_0}{m/2} < \alpha_1 < \frac{1 + (m/2 - 1)\alpha_0}{m/2}.
\]

B. THE ANALYTICAL INVERSE OF CORRELATION MATRIX

We will assume \(R\) is nonsingular and hence the corresponding positive eigenvalue conditions hold. Let \(A = (1 - \alpha_0)I_m + (\alpha_0 - \alpha_1) \bigoplus_{j=1}^{2} J_{m,j}\) and \(B = \alpha_1 J_m\). By Henderson and Searle\(^2\), the inverse of \(R\) is
\[
R^{-1} = (A + B)^{-1} = A^{-1} - A^{-1} B (I_m + A^{-1} B)^{-1} A^{-1}.
\]

It is easy to verify that the \(A^{-1}\) has similar basis matrices as \(A\) and can be expanded as \(A^{-1} = x I_m + \bigoplus_{j=1}^{2} y_{ij} J_{m,j}\). Because
\[
I_m = AA^{-1} = (1 - \alpha_0)x I_m + (\alpha_0 - \alpha_1)x \bigoplus_{j=1}^{2} J_{m,j} + (1 - \alpha_0) \bigoplus_{j=1}^{2} y_{ij} J_{m,j} + (\alpha_0 - \alpha_1) \bigoplus_{j=1}^{2} y_{ij} m_{ij} J_{m,j},
\]
we must have
\[
x = \frac{1}{1 - \alpha_0}, \quad y_{ij} = \frac{\alpha_0 - \alpha_1}{(1 - \alpha_0)\psi_{ij}},
\]
where \(\psi_{ij} = 1 + (m_{ij} - 1)\alpha_0 - m_{ij}\alpha_1\). Since
\[
A^{-1} = \frac{1}{1 - \alpha_0} I_m - \frac{\alpha_0 - \alpha_1}{(1 - \alpha_0)} \bigoplus_{j=1}^{2} \frac{1}{\psi_{ij}} J_{m,j},
\]
we obtain
\[
A^{-1} B = \frac{\alpha_1}{1 - \alpha_0} J_m - \frac{(\alpha_0 - \alpha_1)\alpha_1}{(1 - \alpha_0)} \left( \bigoplus_{j=1}^{2} \frac{m_{ij}}{\psi_{ij}} I_{m,j} \right) J_m = \left( \bigoplus_{j=1}^{2} \frac{\alpha_1}{\psi_{ij}} I_{m,j} \right) J_m.
\]
Observe that
\[
I_m + A^{-1} B = I_m + \left( \bigoplus_{j=1}^{2} \frac{\alpha_1}{\psi_{ij}} I_{m,j} \right) J_m,
\]
whose inverse again shares the same basis matrices, and could be expressed by \((I_m + A^{-1} B)^{-1} = I_m + \left( \bigoplus_{j=1}^{2} z_{ij} I_{m,j} \right) J_m\). Observe that
\[
I_m = (I_m + A^{-1} B)(I_m + A^{-1} B)^{-1}
\]
\[
= I_m + \left( \bigoplus_{j=1}^{2} z_{ij} I_{m,j} \right) J_m + \alpha_1 \left( \bigoplus_{j=1}^{2} \frac{1}{\psi_{ij}} I_{m,j} \right) J_m + \alpha_1 \left( \bigoplus_{j=1}^{2} \frac{1}{\psi_{ij}} I_{m,j} \right) J_m \left( \bigoplus_{j=1}^{2} z_{ij} I_{m,j} \right) J_m
\]
\[
= I_m + C.
\]
If the above equality holds, then the \((j, j)\)th block of \(C\) must be

\[
0 = z_{ij} J_{m_{ij}} + \frac{\alpha_1}{\psi_{ij}} J_{m_{ij}} + \frac{\alpha_1 (m_1 z_{i1} + m_2 z_{i2})}{\psi_{ij}} J_{m_{ij}},
\]

which implies

\[
\begin{align}
z_{i1} + \frac{\alpha_1}{\psi_{i1}} + \frac{\alpha_1 (m_1 z_{i1} + m_2 z_{i2})}{\psi_{i1}} &= 0 \\
z_{i2} + \frac{\alpha_1}{\psi_{i2}} + \frac{\alpha_1 (m_1 z_{i1} + m_2 z_{i2})}{\psi_{i2}} &= 0
\end{align}
\]

(4)

(5)

Note that although the above linear system of equations are found by only looking at the diagonal blocks, it turns out that they are sufficient to ensure \(C = 0\). To solve for \(z_{i1}\) and \(z_{i2}\), we multiply (4) by \(m_1\) and (5) by \(m_2\) and add them up to obtain

\[
\sum_{j=1}^{2} m_{ij} z_{ij} + \sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} + \left( \sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} \right) \left( \sum_{j=1}^{2} m_{ij} z_{ij} \right) = 0,
\]

which gives

\[
\sum_{j=1}^{2} m_{ij} z_{ij} = -\sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} \left( 1 + \sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} \right).
\]

Define

\[
\gamma_{ij} = \psi_{ij} \left( 1 + \sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} \right),
\]

we then deduce from (4) and (5) that

\[
z_{ij} = -\frac{\alpha_1}{\psi_{ij}} \left( 1 + \sum_{j=1}^{2} m_{ij} z_{ij} \right) = -\frac{\alpha_1}{\psi_{ij}} \left( 1 + \sum_{j=1}^{2} \frac{m_{ij} \alpha_1}{\psi_{ij}} \right) = -\frac{\alpha_1}{\gamma_{ij}}.
\]

Then

\[
(I_{m_i} + A^{-1} B)^{-1} A^{-1} = \left[ I_{m_i} - \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \right] \left[ \frac{1}{1 - \alpha_0} I_{m_i} - \sum_{j=1}^{2} \frac{\alpha_0 - \alpha_1}{1 - \alpha_0 \psi_{ij}} I_{m_{ij}} \right]
\]

\[
= \frac{1}{1 - \alpha_0} I_{m_i} - \sum_{j=1}^{2} \frac{\alpha_0 - \alpha_1}{1 - \alpha_0 \psi_{ij}} I_{m_{ij}} - \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{1}{\gamma_{ij}} I_{m_{ij}} \right)
\]

Further, routine calculations show that

\[
A^{-1} B(I_{m_i} + A^{-1} B)^{-1} A^{-1} = \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{\alpha_1}{\gamma_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{1 - (m_1 \gamma_{i1} + m_2 \gamma_{i2}) \alpha_1}{\gamma_{ij}} I_{m_{ij}} \right)
\]

The inverse is then given in closed form by

\[
R^{-1}(\alpha) = \frac{1}{1 - \alpha_0} I_{m_i} - \sum_{j=1}^{2} \frac{\alpha_0 - \alpha_1}{\psi_{ij} (1 - \alpha_0)} I_{m_{ij}} - \left( \sum_{j=1}^{2} \frac{\alpha_1}{\psi_{ij}} I_{m_{ij}} \right) J_{m_{ij}} \left( \sum_{j=1}^{2} \frac{1 - (m_1 \gamma_{i1} + m_2 \gamma_{i2}) \alpha_1}{\psi_{ij}} I_{m_{ij}} \right).
\]
Notably, when \( m_1 = m_2 = m / 2 = m / 2 \), we have \( \psi_{ij} = 1 + (m / 2 - 1) \alpha_0 - m \alpha_1 / 2 = \lambda_2 \), and \( \gamma_{ij} = 1 + (m / 2 - 1) \alpha_0 + m \alpha_1 / 2 = \lambda_3 \), and the inverse simplifies to

\[
R^{-1}_i (\alpha) = \frac{1}{1 - \alpha_0} \mathbf{I} - \frac{a_0 - a_1}{\lambda_2 (1 - \alpha_0)} \mathbf{I}_2 \otimes \mathbf{J}_{m/2} - \frac{a_1}{\lambda_2 \lambda_3} \mathbf{J}_m,
\]

which is the inverse of the nested exchangeable correlation in Teerenstra et al. (after correcting the typo in equation (1) of their manuscript).

C. MATRIX-ADJUSTED ESTIMATING EQUATIONS FOR CORRELATION PARAMETERS

We use the matrix-adjusted estimating equations (MAEE) introduced by Preisser et al. to reduce the finite-sample bias in estimating the correlation parameters. Resuming the notations in Section 2.2, we define the collection of upper triangular elements of \( \tilde{R}_i \) as \( \tilde{\eta}_i = (\tilde{R}_{i12}, \tilde{R}_{i13}, \ldots, \tilde{R}_{i(m_1 - 1)m})' \). Then we write the expectation of these correlation estimates as \( \rho(\alpha) = E(\tilde{\eta}_i) \) such that \( \rho_{ij} = \alpha_0 \) if \( 1 \leq j < j' \leq m_1 \) or \( m_1 + 1 \leq j < j' \leq m \), and \( \rho_{ij} = \alpha_1 \) otherwise. Let \( S_i = \partial \rho_i / \partial \alpha' \) and \( W_i \) to be a \( (m_i)^2 \) by \( (m_i)^2 \) diagonal working covariance matrix. The \( \alpha \)-estimation equations are specified by

\[
\sum_{i=1}^{n} S_i' W_i^{-1} (\tilde{\eta}_i - \rho_i (\alpha)) = 0. \tag{6}
\]

A simple choice for the working covariance \( W_i \) that preserves the consistency of estimation is the identity matrix. Alternative specification of \( W_i \) requires an expression for the higher-order moments of \( Y_{ijk} \). If the outcome \( Y_{ijk} \) is binary, the diagonal elements of \( W_i \) is provided in Prentice and Lu et al. If the outcome \( Y_{ijk} \) is continuous, the diagonal elements is given by Li et al. as \( 1 + \rho^2_{ij} \). Denote the cluster leverage as \( H_i = D_i (\sum_{i=1}^{n} D_i' V_i^{-1} D_i)^{-1} D_i' V_i^{-1} \). Preisser et al. corrected for the finite-sample bias in estimating the correlation parameters by setting \( \tilde{R}_{ij} = G_{ij} \tilde{R}_{ij} \) for \( j < j' \), where \( G_{ij} \) is the \( j \)th row of \( G_i = (I_{m_i} - H_i)^{-1} \) and \( \tilde{R}_{ij} \) is the \( j \)th column of of \( \tilde{R}_i = r_i(\tilde{\mu}_i) r_i(\tilde{\mu}_i) \) with \( r_i(\tilde{\mu}_i) = (r_{i11}(\tilde{\mu}_{i11}), r_{i12}(\tilde{\mu}_{i12}), \ldots, r_{i2m_2}(\tilde{\mu}_{i2m_2}))' \). Joint estimation for model parameters based on the \( \theta \)-estimating equations (GEE) and \( \alpha \)-estimating equations (6) follows the iterative steps outlined in Prentice. Finally, unless the dispersion parameter \( \phi \) is set to be unity, we follow Li et al. and update the dispersion estimate from iteration \( s \) to \( s + 1 \) as

\[
\phi^{(s+1)} = \phi^{(s)} \frac{\sum_{i=1}^{n} \sum_{l=1}^{m_i} \tilde{R}_{il}}{\sum_{i=1}^{n} m_i - p},
\]

where \( \tilde{R}_{il} = G_{il} \tilde{R}_{i1} \) for \( l = 1, \ldots, m_i \) and \( p = 3 \) is the number of regression parameters in the marginal mean model given in Section 2.1.
D. SAMPLE SIZE METHODS ASSUMING NO PERIOD EFFECT

Assuming no period effect, the marginal mean model reduces to \( g(\mu_{ijk}) = \tau + \delta X_{ij} \), where \( \tau \) is the grand mean of the outcome on the link function scale. Then the design matrix for each cluster is \( Z_i = [1_2, X_i] \otimes 1_m \).

For continuous outcomes with the identity link, since \( D_i = Z_i \), we have

\[
\Sigma_1 = \frac{1}{\sigma^2} \sum_{i=1}^n Z_i' R_i^{-1} Z_i = \frac{1}{\sigma^2} \sum_{i=1}^n \left( \begin{array}{cc}
1' M 1_2 & 1_2 M X_i \\
X_i' M 1_2 & X_i' M X_i
\end{array} \right),
\]

Some algebraic simplification shows that the bottom-right element of \( n\Sigma_1^{-1} \) is \( \sigma_\delta^2 = 4\lambda_2\sigma^2/m \). We then obtain the sample size formula based on a \( z \)-test as

\[
n = \frac{4(z_{\alpha/2} + z_{\beta})^2\lambda_2\sigma^2}{m\delta_0^2}, \tag{7}
\]

which is identical to the formula provided by Giraudet et al.\(^{10,11}\). Observe that in the absence of the period effect, the sample size formula (7) is free of \( \pi \), namely the required sample size is not affected by the proportion of clusters assigned to each treatment sequence.

For binary outcomes with the logit link, since there is no period effect, \( P_1 = Q_2 \) and \( P_2 = Q_1 \). Recall that \( D_i = A_i Z_i \), we have

\[
\Sigma_1 = \sum_{i=1}^n D_i' A_i^{-1/2} R_i^{-1} A_i^{-1/2} D_i = \sum_{i=1}^n \left( \begin{array}{cc}
1' \Omega_{i1/2} M \Omega_{i1/2} & 1' \Omega_{i1/2} M \Omega_{i1/2} X_i \\
X_i' \Omega_{i1/2} M \Omega_{i1/2} & X_i' \Omega_{i1/2} M \Omega_{i1/2} X_i
\end{array} \right) = \frac{nm}{4\lambda_2\lambda_3} \left( \begin{array}{cc}
\Lambda & \xi \\
\xi & \omega
\end{array} \right).
\]

Some algebraic simplification leads to \( \omega = (\lambda_2 + \lambda_3)P_1(1 - P_1) + (\lambda_2 - \lambda_3)\sqrt{P_1(1 - P_1)P_2(1 - P_2)}, \)

and the upper-left element is written as

\[
\Lambda = (\lambda_2 + \lambda_3)P_1(1 - P_1) + (\lambda_2 + \lambda_3)P_2(1 - P_2) + 2(\lambda_2 - \lambda_3)\sqrt{P_1(1 - P_1)P_2(1 - P_2)}.
\]

Then the bottom-right element of \( n\Sigma_1^{-1} \) is \( \sigma_\delta^2 = 4\lambda_2\lambda_3\Lambda/[m(\omega\Lambda - \xi^2)] \) by matrix inversion. Notice that \( \omega\Lambda - \xi^2 = 4\lambda_2\lambda_3P_1(1 - P_1)P_2(1 - P_2) \), therefore the sample size formula (based on a \( z \)-test) becomes

\[
n = \frac{(z_{\alpha/2} + z_{\beta})^2}{m\delta_0^2} \left( \begin{array}{cc}
(\lambda_2 + \lambda_3) & (\lambda_2 + \lambda_3) \\
(\lambda_2 + \lambda_3) & (\lambda_3 - \lambda_3)
\end{array} \right) + \frac{2(\lambda_2 - \lambda_3)}{\sqrt{P_1(1 - P_1)P_2(1 - P_2)}}, \tag{8}
\]

which equals to half of the required sample size provided by Preisser et al.\(^{12}\) for a pretest-posttest cross-sectional design. Here, since \( \lambda_2 + \lambda_3 = 2 + (m - 2)a_0 \) and \( \lambda_2 - \lambda_3 = -ma_1 \), the required sample size \( n \) is increasing in \( a_0 \) and decreasing in \( a_1 \). Further, if the inter-period correlation coefficient \( a_1 = 0 \), the CRXO design without period effect can be regarded as a parallel design
with twice the sample size. In this case, the sample size formula (8) reduces to

$$n = \frac{(z_{\alpha_j/2} + z_{\lambda_2})^2(\lambda_2 + \lambda_3)}{m\delta_0^2\left\{\frac{1}{P_1(1 - P_1)} + \frac{1}{P_2(1 - P_2)}\right\}}.$$  \hspace{1cm} (9)

which shares a similar form with the formula provided by Shih. On the other hand, when the intervention effect is small such that $P_1(1 - P_1) \approx P_2(1 - P_2) \approx \sqrt{P_1(1 - P_1)P_2(1 - P_2)} \approx P^*(1 - P^*)$, (8) can be approximated by

$$n \approx \frac{4(z_{\alpha_j/2} + z_{\lambda_2})^2\lambda_2}{m\delta_0^2P^*(1 - P^*)}.$$  \hspace{1cm} (10)

We remark that such an approximation was used by Forbes et al. Interestingly, formula (10) now shares a similar structure to (7) derived for continuous outcomes assuming no period effect. In this case, $\lambda_2$ may be considered as an approximate design effect for binary outcomes.

E. RELATIONSHIP BETWEEN CORRELATIONS AND POWER FOR BINARY OUTCOMES

Although it is challenging to analytically study the relationship between $a_0$, $a_1$ and $\sigma_0^2$ with binary outcomes, we have numerically assessed the values of $\sigma_0^2$ as a function of plausible correlation values. We give an illustrative numeric example in Web Figure 1. The example uses a small cluster size with $m = 20$ so that a wider range of $(a_0, a_1)$ values are plausible (i.e. the resulting $R(a)$ is positive definite). The results for larger value of $m$ are similar and not shown. We choose $\tau_1$ so that a cluster receiving the control condition in the first period has an expected prevalence 0.3. The effect size is chosen by $\delta \approx -0.89$ so that in the absence of period effect (i.e. $\tau_2 = \tau_1$), the expected prevalence will reduce from 0.3 to 0.15 due to the intervention. Note that these numbers mimic the TTANGO trial in Section 5 of the manuscript. Finally, we let the odds ratio $e^{a_2}/e^{a_1} = 1.3$ or 0.8, representing gently increasing or decreasing period effect in opposite directions. This latter scenario corresponds to larger variance of the intervention effect since the time partially confounds with the intervention for clusters receiving the AB sequence. We further varied $e^{a_2}/e^{a_1} = 0.4$ to represent an extreme scenario where the period effect $\tau_2 - \tau_1 \approx \delta$. From Web Figure 1, we observe as the within-period correlation $a_0$ increases, $\sigma_0^2$ becomes larger and more clusters are required to achieve a fixed power. By contrast, as the inter-period correlation $a_1$ increases, $\sigma_0^2$ decreases and fewer clusters are required.

F. EXTENSION OF SAMPLE SIZE METHODOLOGY TO ALTERNATIVE LINK FUNCTIONS

For binary outcome $Y_{ijk}$, we could alternatively specify $g$ as the log function such that the marginal mean of cluster $i$ is $\mu_i = \exp(Z_i\theta)$. We use the Bernoulli model and assume the variance function $h(\mu_{ijk}) = \mu_{ijk}(1 - \mu_{ijk})$ and no over-dispersion, so $\phi = 1$. Now define $P_1 = \exp(\tau_1 + \delta_0)$ and $P_2 = \exp(\tau_2)$ to be the expected prevalence in period 1 and 2 for clusters receiving the AB sequence. Similarly, we define $Q_1 = \exp(\tau_1)$ and $Q_2 = \exp(\tau_2 + \delta_0)$ to be the expected prevalence in period 1 and 2 for
clusters receiving the BA sequence. Using these quantities, the detectable effect size in terms of the log risk ratio (RR) is:

$$\delta_0 = \frac{1}{2} \log(P_1/P_2) - \frac{1}{2} \log(Q_1/Q_2).$$

With the log link, we now have $D_i = \text{diag}(\mu_i)Z_i$, and it follows from Section 3.2 in the main manuscript that

$$\Sigma_1 = \sum_{i=1}^{n} \left( \begin{array}{cc} F_i^{1/2} M F_i^{1/2} & F_i^{1/2} M F_i^{1/2} X_i \\ X_i' F_i^{1/2} M F_i^{1/2} & X_i' F_i^{1/2} M F_i^{1/2} X_i \end{array} \right) = \frac{nm}{4\lambda_2^2 \lambda_3} \begin{pmatrix} \Lambda & \xi \\ \xi' & \omega \end{pmatrix},$$

where $F_i = \text{diag}\{P_i/(1 - P_i), P_2/(1 - P_2)\}$ for clusters receiving the AB sequence, $F_i = \text{diag}\{Q_1/(1 - Q_1), Q_2/(1 - Q_2)\}$ for clusters receiving the BA sequence, and

$$\omega = (\lambda_2 + \lambda_3)[\pi P_1/(1 - P_1) + (1 - \pi)Q_2/(1 - Q_2)],$$

$$\xi = \pi \begin{pmatrix} (\lambda_2 + \lambda_3)P_1/(1 - P_1) \\ (\lambda_2 - \lambda_3)\sqrt{P_1/(1 - P_1)}/\sqrt{P_2/(1 - P_2)} \end{pmatrix} + (1 - \pi) \begin{pmatrix} (\lambda_2 - \lambda_3)\sqrt{Q_1/(1 - Q_1)}/\sqrt{Q_2/(1 - Q_2)} \\ (\lambda_2 + \lambda_3)Q_2/(1 - Q_2) \end{pmatrix}.$$

$$\Lambda = \pi \begin{pmatrix} (\lambda_2 + \lambda_3)P_1/(1 - P_1) & (\lambda_2 - \lambda_3)\sqrt{P_1/(1 - P_1)}/\sqrt{P_2/(1 - P_2)} \\ (\lambda_2 - \lambda_3)\sqrt{P_1/(1 - P_1)}/\sqrt{P_2/(1 - P_2)} & (\lambda_2 + \lambda_3)P_2/(1 - P_2) \end{pmatrix}$$

$$+ (1 - \pi) \begin{pmatrix} (\lambda_2 + \lambda_3)Q_1/(1 - Q_1) & (\lambda_2 - \lambda_3)\sqrt{Q_1/(1 - Q_1)}/\sqrt{Q_2/(1 - Q_2)} \\ (\lambda_2 - \lambda_3)\sqrt{Q_1/(1 - Q_1)}/\sqrt{Q_2/(1 - Q_2)} & (\lambda_2 + \lambda_3)Q_2/(1 - Q_2) \end{pmatrix}.$$

The revised sample size formula can be obtained once we substitute the new values of $\delta_0$, $\omega$, $\xi$, $\Lambda$ in equations (16), (17) of the main paper.
Similar logic extends to the linear probability model, in which \( g \) is specified as the identity link. In this case, \( P_1 = \tau_1 + \delta_0 \), \( P_2 = \tau_2 \) are the expected prevalence in period 1 and 2 for clusters receiving the AB sequence; \( Q_1 = \tau_1 \) and \( Q_2 = \tau_2 + \delta_0 \) are the expected prevalence in period 1 and 2 for clusters receiving the BA sequence; the detectable effect size in risk difference (RD) is simply

\[
\delta_0 = \frac{1}{2}(P_1 - P_2) - \frac{1}{2}(Q_1 - Q_2).
\]

It can be shown that the revised sample size formula is obtained if we specify \( \delta_0 \) in terms of RD, and substitute \( \omega, \xi, \Lambda \) in equations (16), (17) of the main paper with the following:

\[
\omega = (\lambda_2 + \lambda_3)[\pi \{ P_1(1 - P_1) \}^{-1} + (1 - \pi)[Q_2(1 - Q_2)^{-1}]],
\]

\[
\xi = \pi \begin{pmatrix} (\lambda_2 + \lambda_3)[P_1(1 - P_1)]^{-1} \\ (\lambda_2 - \lambda_3)[P_1(1 - P_1)P_2(1 - P_2)]^{-1/2} \end{pmatrix} + (1 - \pi) \begin{pmatrix} (\lambda_2 - \lambda_3)[Q_1(1 - Q_1)Q_2(1 - Q_2)]^{-1/2} \\ (\lambda_2 + \lambda_3)[Q_2(1 - Q_2)^{-1}] \end{pmatrix},
\]

\[
\Lambda = \pi \begin{pmatrix} (\lambda_2 + \lambda_3)[P_1(1 - P_1)]^{-1} & (\lambda_2 - \lambda_3)[P_1(1 - P_1)P_2(1 - P_2)]^{-1/2} \\ (\lambda_2 - \lambda_3)[P_1(1 - P_1)P_2(1 - P_2)]^{-1/2} & (\lambda_2 + \lambda_3)[P_2(1 - P_2)]^{-1} \end{pmatrix} + (1 - \pi) \begin{pmatrix} (\lambda_2 + \lambda_3)[Q_1(1 - Q_1)]^{-1} & (\lambda_2 - \lambda_3)[Q_1(1 - Q_1)Q_2(1 - Q_2)]^{-1/2} \\ (\lambda_2 - \lambda_3)[Q_1(1 - Q_1)Q_2(1 - Q_2)]^{-1/2} & (\lambda_2 + \lambda_3)[Q_2(1 - Q_2)^{-1}] \end{pmatrix}.
\]

G. EXTENSION OF SAMPLE SIZE METHODOLOGY TO COHORT CRXO TRIALS

Our sample size methodology readily extends to cohort CRXO designs, in which the same set of individuals are included in both periods for a cluster. The GEE analyses of cohort CRXO trials could still be based on the marginal mean model (1) in the main manuscript, but the correlation structure should additionally reflect the association between repeated measurements from the same individual. More specifically, three types of correlations should be considered: the within-period correlation, \( \text{corr}(Y_{ijk}, Y_{ij'k'}) = \alpha_0 \) for \( k \neq k' \) and \( j = 1, 2 \), the inter-period correlation, \( \text{corr}(Y_{ijk}, Y_{ij'k'}) = \alpha_1 \) for \( k \neq k' \), and the within-individual correlation, \( \text{corr}(Y_{ijk}, Y_{ij'k}) = \alpha_2 \). Assume \( m/2 \) individuals are included in each cluster, we follow Li et al. and define the two-period block exchangeable correlation structure for cluster \( i \) as

\[
R_i(\alpha) = (1 - \alpha_0 + \alpha_1 - \alpha_2)I_m + (\alpha_2 - \alpha_1)J_2 \otimes I_{m/2} + (\alpha_0 - \alpha_1)I_2 \otimes J_{m/2} + \alpha_1 J_m.
\]
where \( \alpha = (\alpha_0, \alpha_1, \alpha_2)' \) is the vector of correlation parameters, \( I_u \) is a \( u \)-dimensional identity matrix, \( J_s = 1,1 ... 1 \) is an \( s \) by \( s \) matrix of ones. For example, suppose the \( i \)th cohort size is \( m/2 = 3 \), the explicit form of the block exchangeable matrix is

\[
\begin{pmatrix}
1 & \alpha_0 & \alpha_2 & \alpha_1 \\
\alpha_0 & 1 & \alpha_1 & \alpha_2 \\
\alpha_0 & \alpha_0 & 1 & \alpha_1 \\
\alpha_2 & \alpha_1 & \alpha_1 & 1 \\
\alpha_1 & \alpha_2 & \alpha_1 & \alpha_0 \\
\alpha_1 & \alpha_1 & \alpha_2 & \alpha_0 \\
\end{pmatrix}
\]

The properties of the block exchangeable correlation structure has been studied by Li et al.\(^8\) in the context of cohort stepped wedge CRTs and we adapt their results to inform the design of cohort CRXO trials. According to Li et al.\(^8\), \( R_i(\alpha) \) has the following four eigenvalues:

\[
\kappa_1 = 1 - \alpha_0 + \alpha_1 - \alpha_2, \quad \kappa_2 = 1 - \alpha_0 - \alpha_1 + \alpha_2, \\
\kappa_3 = 1 + \left( \frac{m}{2} - 1 \right)(\alpha_0 - \alpha_1) - \alpha_2, \quad \kappa_4 = 1 + \left( \frac{m}{2} - 1 \right)(\alpha_0 + \alpha_1) + \alpha_2.
\]

Therefore, valid correlation values are among those such that \( R_i(\alpha) \) is positive definite, and can be determined efficiently by directly assessing the positivity of above eigenvalues. Furthermore, the closed-form inverse of the block exchangeable correlation is also available:

\[
R_i^{-1}(\alpha) = \frac{1}{\kappa_1} I_m - \frac{\alpha_0 - \alpha_1}{\kappa_1 \kappa_2} J_2 \otimes I_{m/2} - \frac{\alpha_0 - \alpha_1}{\kappa_1 \kappa_3} I_2 \otimes J_{m/2} + \left\{ \frac{(\alpha_2 - \alpha_1)(\alpha_0 - \alpha_1)}{\kappa_1 \kappa_2 \kappa_3} + \frac{\alpha_2 \alpha_0 - \alpha_1}{\kappa_2 \kappa_3 \kappa_4} \right\} J_m.
\]

With the block exchangeable correlation matrix, one could repeat the derivation presented in Section 3.1 and 3.2 of the main manuscript and obtain the appropriate sample size formulae for cohort designs. We provide the main idea as follows.

For continuous outcomes with identity link, we have

\[
\Sigma_1 = \frac{1}{\sigma^2} \sum_{i=1}^{n} Z_i' R_i^{-1} Z_i = \frac{1}{\sigma^2} \sum_{i=1}^{n} \begin{pmatrix} M & M X_i \\ X'_i M & X'_i M X_i \end{pmatrix},
\]

but the constant matrix now becomes

\[
M = \frac{m}{4 \kappa_3 \kappa_4} \begin{pmatrix} \kappa_3 + \kappa_4 & \kappa_3 - \kappa_4 \\ \kappa_3 - \kappa_4 & \kappa_3 + \kappa_4 \end{pmatrix}.
\]

It can then be shown by matrix inversion that the bottom-right element of \( n \Sigma_1^{-1} \) is

\[
\sigma^2_\delta = \frac{\kappa_3 \sigma^2}{m \pi (1 - \pi)}.
\]
and the required total sample size to achieve a prescribed type I error rate $\epsilon_1$ and type II error rate $\epsilon_2$ for a $z$-test becomes

$$n = \left( z_{\epsilon_1/2} + z_{\epsilon_2} \right)^2 \frac{\kappa_3 \sigma^2}{\pi (1 - \pi) m \sigma^2_0},$$

Given the above sample size formula, the new variance inflation factor (design effect) remains to be an eigenvalue of the block exchangeable correlation matrix, $\kappa_3$. This variation inflation factor suggests that the required number of clusters increases as the within-period correlation $a_0$ increases, and as the inter-period correlation $a_1$ or the within-individual correlation $a_2$ decreases.

For binary outcomes with the canonical logit link, the revised sample size formula for cohort trials can be obtained by essentially replacing $\lambda_2, \lambda_3$ in equations (16), (17) in the main manuscript with $\kappa_3$ and $\kappa_4$, respectively.
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H. WEB TABLES

Web Table 1  Summary of parameter constellation and convergence rates for GEE analyses of simulated continuous outcomes.

<table>
<thead>
<tr>
<th>τ₁</th>
<th>τ₂ − τ₁</th>
<th>δ/φ¹/²</th>
<th>a₀</th>
<th>a₁</th>
<th>n</th>
<th>m</th>
<th>Convergence (Size)ᵃ</th>
<th>Convergence (Power)ᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.40</td>
<td>0.05</td>
<td>0.025</td>
<td>8</td>
<td>90</td>
<td>876</td>
<td>877</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.40</td>
<td>0.05</td>
<td>0.025</td>
<td>10</td>
<td>50</td>
<td>988</td>
<td>990</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.40</td>
<td>0.07</td>
<td>0.035</td>
<td>12</td>
<td>40</td>
<td>999</td>
<td>999</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.40</td>
<td>0.07</td>
<td>0.035</td>
<td>8</td>
<td>140</td>
<td>844</td>
<td>844</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.40</td>
<td>0.07</td>
<td>0.035</td>
<td>14</td>
<td>30</td>
<td>998</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.30</td>
<td>0.07</td>
<td>0.035</td>
<td>12</td>
<td>150</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.30</td>
<td>0.07</td>
<td>0.035</td>
<td>16</td>
<td>60</td>
<td>996</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.30</td>
<td>0.10</td>
<td>0.050</td>
<td>14</td>
<td>120</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.30</td>
<td>0.10</td>
<td>0.050</td>
<td>18</td>
<td>70</td>
<td>999</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
<td>-0.25</td>
<td>0.10</td>
<td>0.050</td>
<td>20</td>
<td>130</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.30</td>
<td>0.05</td>
<td>0.040</td>
<td>10</td>
<td>80</td>
<td>977</td>
<td>977</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.05</td>
<td>0.040</td>
<td>12</td>
<td>90</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.07</td>
<td>0.035</td>
<td>16</td>
<td>120</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.07</td>
<td>0.035</td>
<td>18</td>
<td>100</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.07</td>
<td>0.035</td>
<td>16</td>
<td>150</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.10</td>
<td>0.050</td>
<td>24</td>
<td>104</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.10</td>
<td>0.050</td>
<td>26</td>
<td>70</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.25</td>
<td>0.10</td>
<td>0.050</td>
<td>20</td>
<td>90</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.20</td>
<td>0.10</td>
<td>0.080</td>
<td>22</td>
<td>80</td>
<td>999</td>
<td>997</td>
</tr>
<tr>
<td>0</td>
<td>-0.1</td>
<td>-0.20</td>
<td>0.10</td>
<td>0.080</td>
<td>18</td>
<td>120</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

ᵃ Convergence rates (out of 1000) in simulation scenarios for studying test size.
ᵇ Convergence rates (out of 1000) in simulation scenarios for studying power.
Web Table 2 Summary of parameter constellation and convergence rates for GEE analyses of simulated binary outcomes.

<table>
<thead>
<tr>
<th>$e_1^r$</th>
<th>$e_2^r/e_1^r$</th>
<th>$e_3^r$</th>
<th>$e_4^r$</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$n$</th>
<th>$m$</th>
<th>Convergence (Size)$^a$</th>
<th>Convergence (Power)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.4</td>
<td>0.05</td>
<td>0.025</td>
<td>8</td>
<td>90</td>
<td>805</td>
<td>783</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.4</td>
<td>0.05</td>
<td>0.025</td>
<td>10</td>
<td>36</td>
<td>988</td>
<td>975</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.4</td>
<td>0.07</td>
<td>0.035</td>
<td>12</td>
<td>30</td>
<td>985</td>
<td>994</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.4</td>
<td>0.07</td>
<td>0.035</td>
<td>8</td>
<td>150</td>
<td>825</td>
<td>798</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.4</td>
<td>0.07</td>
<td>0.035</td>
<td>14</td>
<td>24</td>
<td>986</td>
<td>977</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.07</td>
<td>0.035</td>
<td>10</td>
<td>160</td>
<td>998</td>
<td>977</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.07</td>
<td>0.035</td>
<td>12</td>
<td>90</td>
<td>969</td>
<td>971</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.10</td>
<td>0.050</td>
<td>16</td>
<td>50</td>
<td>918</td>
<td>910</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.6</td>
<td>0.10</td>
<td>0.050</td>
<td>18</td>
<td>170</td>
<td>1000</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>0.6</td>
<td>0.10</td>
<td>0.050</td>
<td>22</td>
<td>130</td>
<td>997</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.8</td>
<td>0.4</td>
<td>0.05</td>
<td>0.040</td>
<td>10</td>
<td>50</td>
<td>912</td>
<td>874</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.8</td>
<td>0.5</td>
<td>0.05</td>
<td>0.040</td>
<td>12</td>
<td>70</td>
<td>949</td>
<td>932</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.5</td>
<td>0.07</td>
<td>0.035</td>
<td>14</td>
<td>80</td>
<td>967</td>
<td>966</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.5</td>
<td>0.07</td>
<td>0.035</td>
<td>16</td>
<td>100</td>
<td>964</td>
<td>971</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.5</td>
<td>0.07</td>
<td>0.035</td>
<td>14</td>
<td>130</td>
<td>998</td>
<td>996</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.6</td>
<td>0.10</td>
<td>0.050</td>
<td>24</td>
<td>170</td>
<td>1000</td>
<td>998</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.6</td>
<td>0.10</td>
<td>0.050</td>
<td>26</td>
<td>110</td>
<td>1000</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.6</td>
<td>0.10</td>
<td>0.080</td>
<td>20</td>
<td>70</td>
<td>929</td>
<td>941</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.6</td>
<td>0.10</td>
<td>0.080</td>
<td>18</td>
<td>104</td>
<td>1000</td>
<td>999</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
<td>0.6</td>
<td>0.10</td>
<td>0.080</td>
<td>24</td>
<td>50</td>
<td>905</td>
<td>905</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Convergence rates (out of 1000) in simulation scenarios for studying test size.

$^b$ Convergence rates (out of 1000) in simulation scenarios for studying power.
Web Table 3  Simulation scenarios, predicted power based on $z$-test and $t$-test, along with the corresponding empirical power of GEE analyses using different variance estimators for continuous outcomes. MAEE are used for bias-corrected estimation of correlation parameters.

| $\tau_1$ | $\tau_2 - \tau_1$ | $\delta/\phi^{1/2}$ | $a_0$ | $a_1$ | $n$ | $m$ | Pred<sup>a</sup> | MB<sup>b</sup> | BC0<sup>c</sup> | BC1<sup>d</sup> | BC2<sup>e</sup> | BC3<sup>f</sup> | Pred<sup>a</sup> | MB<sup>b</sup> | BC0<sup>c</sup> | BC1<sup>d</sup> | BC2<sup>e</sup> | BC3<sup>f</sup> |
|---------|--------------------|------------------|------|------|---|---|----------|------|------|------|------|------|----------|------|------|------|------|------|------|
| 0       | -0.2               | -0.40            | 0.05 | 0.025| 8 | 90 | 0.961   | 0.951| 0.979| 0.945| 0.902| 0.961| 0.850   | 0.853| 0.909| 0.852| 0.745| 0.870 |
| 0       | -0.2               | -0.40            | 0.05 | 0.025| 10| 50 | 0.946   | 0.947| 0.976| 0.949| 0.911| 0.956| 0.865   | 0.881| 0.926| 0.880| 0.819| 0.896 |
| 0       | -0.2               | -0.40            | 0.07 | 0.035| 12| 40 | 0.930   | 0.913| 0.937| 0.913| 0.880| 0.922| 0.864   | 0.861| 0.890| 0.864| 0.801| 0.869 |
| 0       | -0.2               | -0.40            | 0.07 | 0.035| 8 | 140| 0.954   | 0.936| 0.964| 0.936| 0.893| 0.948| 0.833   | 0.833| 0.902| 0.832| 0.724| 0.852 |
| 0       | -0.2               | -0.40            | 0.07 | 0.035| 14| 30 | 0.925   | 0.920| 0.940| 0.922| 0.899| 0.927| 0.872   | 0.890| 0.913| 0.889| 0.855| 0.895 |
| 0       | -0.2               | -0.30            | 0.07 | 0.035| 12| 150| 0.922   | 0.893| 0.927| 0.896| 0.865| 0.904| 0.853   | 0.831| 0.879| 0.829| 0.783| 0.844 |
| 0       | -0.2               | -0.30            | 0.07 | 0.035| 16| 60 | 0.910   | 0.890| 0.910| 0.888| 0.859| 0.898| 0.863   | 0.845| 0.877| 0.843| 0.812| 0.851 |
| 0       | -0.2               | -0.30            | 0.10 | 0.050| 14| 120| 0.876   | 0.868| 0.897| 0.868| 0.823| 0.875| 0.809   | 0.799| 0.845| 0.793| 0.747| 0.810 |
| 0       | -0.2               | -0.30            | 0.10 | 0.050| 18| 70 | 0.905   | 0.904| 0.913| 0.904| 0.886| 0.909| 0.864   | 0.873| 0.893| 0.873| 0.837| 0.885 |
| 0       | -0.2               | -0.25            | 0.10 | 0.050| 20| 130| 0.879   | 0.867| 0.885| 0.866| 0.828| 0.874| 0.839   | 0.816| 0.857| 0.815| 0.787| 0.824 |
| 0       | -0.1               | -0.30            | 0.05 | 0.040| 10| 80 | 0.955   | 0.950| 0.975| 0.950| 0.924| 0.957| 0.880   | 0.908| 0.937| 0.903| 0.842| 0.917 |
| 0       | -0.1               | -0.25            | 0.05 | 0.040| 12| 90 | 0.935   | 0.928| 0.947| 0.926| 0.900| 0.932| 0.871   | 0.881| 0.916| 0.883| 0.829| 0.891 |
| 0       | -0.1               | -0.25            | 0.07 | 0.035| 16| 120| 0.882   | 0.884| 0.902| 0.884| 0.855| 0.890| 0.829   | 0.828| 0.869| 0.826| 0.790| 0.838 |
| 0       | -0.1               | -0.25            | 0.07 | 0.035| 18| 100| 0.900   | 0.879| 0.898| 0.878| 0.859| 0.887| 0.857   | 0.847| 0.869| 0.846| 0.809| 0.853 |
| 0       | -0.1               | -0.25            | 0.07 | 0.035| 16| 150| 0.901   | 0.898| 0.913| 0.896| 0.869| 0.902| 0.852   | 0.862| 0.881| 0.861| 0.823| 0.867 |
| 0       | -0.1               | -0.25            | 0.10 | 0.050| 24| 104| 0.916   | 0.914| 0.921| 0.913| 0.903| 0.915| 0.889   | 0.899| 0.907| 0.896| 0.878| 0.902 |
| 0       | -0.1               | -0.25            | 0.10 | 0.050| 26| 70 | 0.906   | 0.905| 0.917| 0.905| 0.891| 0.908| 0.880   | 0.888| 0.899| 0.888| 0.875| 0.891 |
| 0       | -0.1               | -0.25            | 0.10 | 0.050| 20| 90 | 0.848   | 0.843| 0.873| 0.841| 0.819| 0.852| 0.804   | 0.813| 0.837| 0.812| 0.785| 0.817 |
| 0       | -0.1               | -0.20            | 0.10 | 0.080| 22| 80 | 0.896   | 0.891| 0.900| 0.890| 0.875| 0.894| 0.863   | 0.869| 0.880| 0.868| 0.841| 0.874 |
| 0       | -0.1               | -0.20            | 0.10 | 0.080| 18| 120| 0.894   | 0.889| 0.905| 0.886| 0.872| 0.894| 0.850   | 0.863| 0.880| 0.859| 0.815| 0.870 |

<sup>a</sup> Pred: Predicted power.

<sup>b</sup> MB: Model-based variance.

<sup>c</sup> BC0: Uncorrected sandwich variance of Liang and Zeger (1986).

<sup>d</sup> BC1: Bias-corrected sandwich variance of Kauermann and Carroll (2001).

<sup>e</sup> BC2: Bias-corrected sandwich variance of Mancl and DeRouen (2001).

Simulation scenarios, predicted power based on \( z \)-test and \( t \)-test, along with the corresponding empirical power of GEE analyses using different variance estimators for binary outcomes. MAEE are used for bias-corrected estimation of correlation parameters.

| \( e_1^2 \) | \( e_2^2 / e_1^2 \) | \( e^3 \) | \( a_0 \) | \( a_1 \) | \( n \) | \( m \) | Pred\(^a\) | MB\(^b\) | BC0\(^c\) | BC1\(^d\) | BC2\(^e\) | BC3\(^f\) | Pred\(^a\) | MB\(^b\) | BC0\(^f\) | BC1\(^d\) | BC2\(^e\) | BC3\(^f\) |
|-------|-----------|-----|-----|-----|-----|-----|-------|-----|-----|-----|-----|-----|-----|-------|-----|-----|-----|-----|-----|-----|
| 0.5   | 0.8       | 0.4 | 0.05| 0.025| 8   | 90  | 0.978| 0.968| 0.985| 0.967| 0.940| 0.969| 0.890| 0.900| 0.943| 0.902| 0.837| 0.918|
| 0.5   | 0.8       | 0.4 | 0.05| 0.025| 10  | 36  | 0.928| 0.915| 0.941| 0.941| 0.879| 0.920| 0.838| 0.839| 0.890| 0.840| 0.779| 0.856|
| 0.5   | 0.8       | 0.4 | 0.07| 0.035| 12  | 30  | 0.919| 0.923| 0.944| 0.920| 0.893| 0.927| 0.849| 0.875| 0.909| 0.871| 0.816| 0.881|
| 0.5   | 0.8       | 0.4 | 0.07| 0.035| 8   | 150 | 0.975| 0.962| 0.984| 0.962| 0.915| 0.970| 0.882| 0.862| 0.922| 0.863| 0.792| 0.883|
| 0.5   | 0.8       | 0.4 | 0.07| 0.035| 14  | 24  | 0.920| 0.922| 0.939| 0.922| 0.897| 0.926| 0.866| 0.885| 0.907| 0.882| 0.844| 0.888|
| 0.5   | 0.8       | 0.5 | 0.07| 0.035| 10  | 160 | 0.930| 0.916| 0.943| 0.915| 0.870| 0.925| 0.840| 0.834| 0.886| 0.836| 0.758| 0.845|
| 0.5   | 0.8       | 0.5 | 0.07| 0.035| 12  | 90  | 0.931| 0.920| 0.947| 0.923| 0.877| 0.928| 0.866| 0.856| 0.899| 0.850| 0.820| 0.866|
| 0.5   | 0.8       | 0.5 | 0.10| 0.050| 16  | 50  | 0.892| 0.876| 0.899| 0.874| 0.848| 0.885| 0.841| 0.831| 0.863| 0.826| 0.782| 0.842|
| 0.5   | 0.8       | 0.6 | 0.10| 0.050| 18  | 170 | 0.858| 0.853| 0.874| 0.853| 0.827| 0.856| 0.808| 0.813| 0.841| 0.811| 0.776| 0.824|
| 0.5   | 0.8       | 0.6 | 0.10| 0.050| 22  | 130 | 0.904| 0.917| 0.934| 0.918| 0.907| 0.922| 0.872| 0.898| 0.911| 0.898| 0.875| 0.906|
| 0.3   | 0.8       | 0.4 | 0.05| 0.040| 10  | 50  | 0.941| 0.946| 0.967| 0.941| 0.906| 0.946| 0.858| 0.878| 0.918| 0.875| 0.817| 0.896|
| 0.3   | 0.8       | 0.5 | 0.05| 0.040| 12  | 70  | 0.938| 0.961| 0.972| 0.961| 0.932| 0.966| 0.877| 0.916| 0.946| 0.914| 0.864| 0.926|
| 0.3   | 0.9       | 0.5 | 0.07| 0.035| 14  | 80  | 0.870| 0.877| 0.896| 0.871| 0.846| 0.879| 0.803| 0.826| 0.863| 0.826| 0.772| 0.837|
| 0.3   | 0.9       | 0.5 | 0.07| 0.035| 16  | 100 | 0.930| 0.932| 0.946| 0.926| 0.912| 0.930| 0.888| 0.900| 0.922| 0.901| 0.867| 0.910|
| 0.3   | 0.9       | 0.5 | 0.07| 0.035| 14  | 130 | 0.918| 0.922| 0.934| 0.915| 0.890| 0.921| 0.863| 0.873| 0.902| 0.871| 0.833| 0.880|
| 0.3   | 0.9       | 0.6 | 0.10| 0.050| 24  | 170 | 0.857| 0.859| 0.874| 0.854| 0.838| 0.860| 0.822| 0.836| 0.851| 0.832| 0.805| 0.836|
| 0.3   | 0.9       | 0.6 | 0.10| 0.050| 26  | 110 | 0.853| 0.864| 0.873| 0.858| 0.842| 0.862| 0.822| 0.833| 0.853| 0.837| 0.808| 0.839|
| 0.3   | 0.9       | 0.6 | 0.10| 0.080| 20  | 70  | 0.886| 0.895| 0.913| 0.891| 0.867| 0.897| 0.847| 0.864| 0.882| 0.860| 0.834| 0.865|
| 0.3   | 0.9       | 0.6 | 0.10| 0.080| 18  | 104 | 0.913| 0.926| 0.940| 0.921| 0.902| 0.926| 0.873| 0.896| 0.915| 0.890| 0.861| 0.899|
| 0.3   | 0.9       | 0.6 | 0.10| 0.080| 24  | 50  | 0.881| 0.876| 0.890| 0.875| 0.857| 0.881| 0.849| 0.849| 0.871| 0.850| 0.832| 0.856|

\(^{a}\) Pred: Predicted power.

\(^{b}\) MB: Model-based variance.

\(^{c}\) BC0: Uncorrected sandwich variance of Liang and Zeger (1986).

\(^{d}\) BC1: Bias-corrected sandwich variance of Kauermann and Carroll (2001).

\(^{e}\) BC2: Bias-corrected sandwich variance of Mancl and DeRouen (2001).