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Abstract: Past work investigating the lingual articulation of devoiced vowels in Tokyo Japanese has revealed optional but categorical deletion. Some devoiced vowels retained a full lingual target, just like their voiced counterparts, whereas others showed trajectories that are best modelled as targetless, i.e., linear interpolation between the surrounding vowels. The current study explored the hypothesis that this probabilistic deletion is modulated by the identity of the surrounding consonants. A new EMA experiment with an extended stimulus set replicates the core finding of Shaw, Jason & Shigeto Kawahara. 2018b. The lingual gesture of devoiced [u] in Japanese. Journal of Phonetics 66. 100–119. DOI:https://doi.org/10.1016/j.wocn.2017.09.007 that Japanese devoiced [u] sometimes lacks a tongue body raising gesture. The current results moreover show that surrounding consonants do indeed affect the probability of tongue dorsum targetlessness. We found that deletion of devoiced vowels is affected by the place of articulation of the preceding consonant; deletion is more likely following a coronal fricative than a labial fricative. Additionally, we found that the manner combination of the flanking consonants, fricative–fricative versus fricative–stop, also has an effect, at least for some speakers; however, unlike the effect of C1 place, the direction of the manner combination effect varies across speakers with some deleting more often in fricative–stop environments and others more often in fricative–fricative environments.
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1 Introduction

1.1 General background

Vowels that are adjacent to voiceless obstruents are sometimes produced without vocal fold vibration—i.e. as voiceless—the phenomenon generally referred to as “vowel devoicing.” This pattern is observed systematically across many genetically-unrelated languages, including but not limited to Cheyenne (Rhodes 1972; Vogel 2021), French (Smith 2003), Greek (Dauer 1980), Korean (Jun et al. 1998), (Andean) Spanish (Delforge 2008), Uspanteko (Bennett 2020), Uzbek (Sjoberg 1963), and Turkish (Jannedy 1995). Tokyo Japanese also exhibits such devoicing of high vowels, and Japanese is arguably the best studied language in this respect (see Fujimoto 2015 for a recent review).

A general characterization of the high vowel devoicing pattern in Tokyo Japanese is that high vowels are devoiced between two voiceless obstruents, as well as after a voiceless obstruent and before a pause, although as we will review below, the likelihood of devoicing is affected by various other factors, both linguistic and social. Previous studies have explored this devoicing process from various perspectives, each bearing upon some important issues in phonetic and phonological theory, including how devoicing is implemented in terms of the laryngeal gesture (Fujimoto et al. 2002; Sawashima 1971; Yoshioka 1981), how the precise environment affects the likelihood of devoicing (Maekawa and Kikuchi 2005; Tsuchida 1997), its categorical or gradient nature (Nielsen 2015; Tanner et al. 2019), its interaction with lexical pitch accent (Kuriyagawa and Sawashima 1989; Maekawa 1990; Vance 1987) and other prosodic properties (Kilbourn-Ceron and Sonderegger 2018), its consequences (or lack thereof) for prosodic reorganization (Kawahara and Shaw 2018; Kondo 1997, 2001), its perceptual consequences (Cutler et al. 2009; Ogasawara 2013; Sugito and Hirose 1988; Whang 2019), its role in child-directed speech (Fais et al. 2010; Martin et al. 2014), its acquisition patterns (Imai and Hayashi 1995; Imaizumi et al. 1995) as well as the influence of social factors on this pattern (Imai 2004; Imaizumi et al. 1995). There is no doubt that these studies have revealed important aspects of this devoicing phenomenon in Japanese, and we understand its nature much better than 50 years ago.

However, despite the accumulation of studies on vowel devoicing, one aspect that is heavily under-addressed regarding the pattern of high vowel devoicing in Japanese—and any other languages that exhibit vowel devoicing, for that matter—is the question of how the lingual gesture is produced in devoiced vowels. This issue is related to the question of whether these devoiced vowels are phonologically deleted or not; if the high vowels are phonologically deleted, then we would expect them to
lack any lingual gesture. If the process at issue is phonologically devoicing rather than deletion, on the other hand, we may expect that their lingual gestures are retained. Vance (2008), which is the most recent and updated textbook on Japanese phonetics and phonology, indicates that this issue is not settled. The current paper reports an experiment that addresses this issue by analyzing articulatory kinematics via Electromagnetic Articulography. This paper moreover tests a new hypothesis that deletion probability is modulated by the surrounding consonantal environment. We will start with the overview of the relevant literature on this topic, which leads us to examine this specific hypothesis.

1.2 Are devoiced vowels in Japanese deleted?

Since devoiced vowels lack a periodic energy source, it is difficult, if not entirely impossible, to infer from their acoustic profiles alone whether devoiced vowels retain their lingual gestures or not. There are some studies which addressed this question via impressionistic observations. Kawakami (1977) argues that vowels delete completely in some environments but not others, but he offers no experimental evidence for this claim. Vance (1987) examines the hypothesis that devoiced high vowels in Japanese are entirely deleted but ultimately rejects this hypothesis. Kondo (1997, 2001) argues that devoiced high vowels are deleted based on a phonological consideration: vowel devoicing in consecutive syllables is often inhibited (though see Nielsen 2015), and Kondo (1997, 2001) attributes this observation to a constraint against triconsonantal clusters. The underlying assumption of this analysis is that devoiced vowels are deleted, resulting in consonant clusters.

On the other hand, Tsuchida (1997) and Kawahara (2015) point out that devoiced vowels count toward a bimoraic requirement in foot-based morphophonological truncation patterns (Poser 1990), arguing that these vowels do not delete phonologically. Like these two authors, Hirayama (2009) demonstrates that devoiced vowels behave just like voiced vowels in the Japanese haiku poetry pattern, which is mora-based (Vance 1987).

In line with this view, Jun and her colleagues advanced an explanation of high vowel devoicing (in Korean) in terms of “gestural overlap” (Browman and Goldstein 1992a), according to which the articulatory gesture of high vowels is overlapped in time by the laryngeal glottal abduction gesture of surrounding consonants (Jun and Beckman 1993; Jun et al. 1998). In this gestural overlap view, Japanese phonology does not delete the devoiced high vowels; the high vowels are merely rendered inaudible because of the glottal abduction gesture that coincides in time with the vocalic gesture. This is analogous to the famous case of English perfect memory, in which the word-final [t] in perfect can be made inaudible due to
gestural overlap with the following \([m]\), even when the \([t]\)'s tongue tip gesture remains intact (Browman and Goldstein 1992a). Similar to this case in English, it is conceivable that lingual gestures of devoiced high vowels are present but are merely rendered inaudible because of the overlapping glottal abduction gesture. In this gestural-overlap scenario, it is also possible that lingual gestures are reduced, rather than remaining completely intact, assuming speakers invest less articulatory energy into sounds that are difficult to perceive and hence may not contribute much to lexical retrieval (e.g. Hall et al. 2018; Jaeger and Buz 2018).

Recently we have witnessed a rise of studies addressing this question—whether devoiced high vowels are deleted or not—using instrumental techniques. Beckman and her colleagues, based on the inspection of spectrograms, argue that devoiced vowels are physically not present (Beckman 1982; Beckman and Shoji 1984), suggesting that the pattern should be characterized as deletion, although they also suggest that it may make sense to characterize the pattern as devoicing, not deletion, from the psycholinguistic perspective; i.e. Japanese speakers feel that “vowels are there” even when they are actually deleted (cf. Dupoux et al. 1999, 2011; Whang 2019). This is possibly because of coarticulatory influences of vowels on flanking consonants that remain even when typical acoustic cues to the vowel are absent. It is known, for example, that consonant identity influences vowel quality in perceptual epenthesis (Durvasula et al. 2018; Kilpatrick et al. 2020).

Faber and Vance (2010) offer some acoustic evidence for the hypothesis that vowel devoicing is best characterized as gestural overlap of laryngeal gestures in Japanese (Jun and Beckman 1993; Jun et al. 1998). Jannedy (1995) and Bennett (2020) entertain a similar hypothesis for devoiced vowels in Turkish and Uspan-teko, respectively. Whang (2018) measured COG during devoiced vowels in Japanese and argues that some devoiced vowels in Japanese are in fact deleted, while others are not. More specifically, Whang (2018) argues that deletion is more likely in the environment where the quality of those vowels can be recovered from surrounding consonants; e.g. after \(\phi\), only \([u]\) is possible, while after \(\text{ʃ}\) both \([u]\) and \([i]\) are possible (see also Whang 2019).

However, generally speaking, there are limits on how much we can conclude about the articulatory gestures from their resulting acoustic signals (see e.g. Browman and Goldstein 1989; Guenther et al. 1999; Munson et al. 2010; Perkell et al. 1993). It is thus important that we address the nature of the lingual gesture of

---

1 Here and throughout the paper, we use the IPA symbol \([u]\) to denote the high non-front vowel in Japanese. The exact phonetic nature of this vowel, as well as how to transcribe it, is a contentious issue even in the contemporary literature (Vance 2008). We will return to this issue in the method section (Section 3.2), where we justify our choice of phonetic parameters used to assess the deletion of this vowel.
devoiced high vowels through observation of articulatory movement. To that end, Matsui (2017) used EPG (ElectroPalatoGraphy) to examine the linguo-palatal contact pattern of devoiced syllable [su], and showed that the pattern remains very constant across the syllable; i.e. there does not seem to be a clear change in the linguo-palatal contact pattern from [s] to [u], implying that the lingual gesture of the devoiced [u] is absent. Nakamura (2003) on the other hand reports that vestiges of lingual gestures of devoiced vowels can be found in his EPG data. Although these two results, which seem to conflict with each other, are telling, there are limits on how much we can conclude about tongue body movement—primary correlates of vowel gestures (Browman and Goldstein 1992b; Johnson et al. 1993) from EPG data in general, since EPG only registers contact with the palate. Funatsu and Fujimoto (2011) used ElectroMagnetic Midsagittal Articulography (EMMA) to study articulatory gestures of devoiced [i], showing that the articulatory gesture of [i] is comparable between voiced [i] and devoiced [i]. This study however used one speaker and one pair of items (/kide/ vs. /kite/) with four repetitions, and offers no quantitative comparisons between the two voicing conditions.

The most extensive study on this topic—the presence/absence of lingual gestures of devoiced vowels in Japanese—to date is that of Shaw and Kawahara (2018b), who used 3D EMA (ElectroMagnetic Articulography) to study the articulatory nature of devoiced [u]s of six naive speakers of Tokyo Japanese, and the current paper can be considered as a direct follow-up of Shaw and Kawahara (2018b).

Shaw and Kawahara (2018b) analyzed four dyads to compare the articulatory trajectories of CVC sequences, in which one member of each dyad contains a voiced vowel and the other a devoiced vowel. The four dyads were: (1) [kusoku] versus [fuzoku], (2) [jutaisee] versus [judaika], (3) [katsutoki] versus [katsudoo] and (4) [masutaa] versus [masuda]. Their strategy, reviewed in further detail below in Section 3.2, was to compare the articulatory trajectory of [CuC] with respect to that of [CuC] and [Coc], the latter of which is characterized by linear interpolation between the surrounding vowels (Choi 1995; Cohn 1993; Keating 1988; Pierrehumbert and Beckman 1988). Their conclusion in a nutshell is that some productions contain no articulatory target, while others show lingual targets that are no different from voiced vowels; i.e. they found a pattern of optional but categorical deletion. Moreover, they found some variation with respect to how often each item showed devoiced vowels without lingual targets: devoiced vowels

---

2 Glosses: (1) shortage versus attachment, (2) subjectivity versus theme song, (3) when winning versus activity and (4) master versus PERSONAL NAME.
were more likely to be targetless between [ʃ] and [t] ([ʃu_taisee]) than between [ɸ] and [s] ([ɸu_soku]). This asymmetry was consistent across the speakers in the study (see also discussion in Section 3.2).

An intriguing hypothesis that emerges from this result is that vowel deletion probability may be systematically modulated via surrounding consonant environments—Japanese [u]s may be more likely to lack a lingual gesture between a fricative and a stop than between two fricatives. We expand in the next subsection why this is an interesting and plausible hypothesis to entertain, although we also note at this point that the results by Shaw and Kawahara (2018b) are based on just one dyad per each phonological condition.

1.3 The current hypothesis

The general hypothesis pursued in this study is that the probability of [u] lacking its lingual gesture—which we equate with the probability of phonological deletion for the sake of exposition here (see Shaw and Kawahara 2018b)—is modulated by surrounding consonantal environment. A more specific hypothesis is that [u]s are more likely to be phonologically deleted when surrounded by a fricative and a stop than when surrounded by two fricatives. As mentioned above, one reason to entertain this hypothesis is the results reported by Shaw and Kawahara (2018b), who show that targetless [u]s were more likely in [ʃu_taisee] than in [ɸu_soku]. However, it is hard to know whether or not their findings are generalizable to other items with similar phonological properties, because their results are based on just one dyad per each phonological condition.

Nevertheless, this hypothesis dovetails with an observation by Starr and Shih (2017), who found that devoiced vowels are often skipped in the text-setting of Japanese songs, and this is especially so when they are surrounded by a fricative and a stop. Their observation may suggest that Japanese composers are sensitive to the higher likelihood of vowel deletion in this environment. The higher likelihood of deletion after a fricative and before a stop is also compatible with the general cross-linguistic observation about prosodic wellformedness, namely, syllable contact laws (Murray and Vennemann 1983; Vennemann 1988)—languages generally prefer sonority fall to sonority plateau/rise across a syllable boundary. To the extent that Japanese is also sensitive to such prosodic wellformedness conditions, we may expect Japanese high vowels to delete more often in the environment which would result in a fricative–stop cluster than a fricative–fricative cluster. To view it from the opposite perspective, if it can be shown that
Japanese speakers delete high vowels in accordance with syllable contact law, it may imply that speakers of Japanese, generally considered to be a “CV-language” disallowing hetero-organic consonant clusters, are sensitive to wellformedness conditions on consonant clusters (see Berent et al. 2007, 2008 for related ideas), possibly because they can extrapolate sonority-based patterns from limited data (Daland et al. 2011).

There are other reasons to entertain the current hypothesis. Previous studies have shown that devoicing (not necessarily deletion) is more likely between a fricative and a stop than between two fricatives (see e.g. Fujimoto 2015; Hirayama 2009; Maekawa and Kikuchi 2005; Martin et al. 2014; Tsuchida 1997). Let us suppose that devoicing and deletion are on the same “reduction continuum.” Then, everything else being equal, we may expect deletion to be more likely in the environment where devoicing is more likely in the first place. This leads us to expect that deletion is more likely between a fricative and a stop, because devoicing is more likely in this environment.

A recent acoustic study by Whang et al. (2020) suggests that devoicing and deletion may both be characterized as enhancement strategies of the larynx abduction gesture. Fujimoto et al. (2002) as well as Sawashima (1971) show that devoiced vowels in Japanese involve an active abduction gesture, and thus there is a sense in which speakers are actively signalling “voicelessness.” According to Whang et al. (2020), vowel devoicing in fact raises COG of the aperiodic energy of surrounding obstruents, possibly due to wider glottal aperture and increased airflow, and deletion of the tongue dorsum raising gesture for [u] further raises that COG. This hypothesis too leads us to expect that devoicing and deletion should work in tandem with each other, as deletion can enhance the auditory cue to devoicing. To the degree that devoicing is more likely after a fricative and before a stop than between two fricatives (see above), deletion may show the same probabilistic pattern.

All of these considerations—prosodic wellformedness, reduction, enhancement of devoicing—converge on the same prediction: deletion should be more likely when it results in a fricative–stop sequence than when it results in a fricative–fricative sequence. Existing evidence from Shaw and Kawahara (2018b) is consistent with this conclusion; however, the evidence to date is rather thin.

To recap, the current experiment was set out to examine the general hypothesis that vowel deletion probability is modulated by surrounding consonants. The

3 In Kagoshima Japanese, word-final high vowels—those that are devoiced—undergo phonological deletion, which feeds other phonological changes of consonants in the word-final syllables (Haraguchi 1984; Kaneko and Kawahara 2002; Kibe 2001). It seems natural to consider deletion as the extreme end of the reduction continuum, and that devoicing is one step in the continuum before deletion (see Haraguchi 1984; McCarthy 2008; Tsuchida 1997).
more specific hypothesis is that deletion is most likely between a fricative and a stop, and less likely between two fricatives. The experiment also serves as an attempt to replicated the basic findings of Shaw and Kawahara (2018b)—devoiced [u]s in Japanese are optionally deleted—with a much extended set of stimuli.

2 Experimental methods

The current experiment measured and analyzed the tongue dorsum trajectories of devoiced [u], using EMA (ElectroMagnetic Articulography). Most of the experimental details follow those of Shaw and Kawahara (2018b). One distinct characteristic of this approach that we would like to highlight at this stage is that it assesses the presence of an articulatory target on a token-by-token basis, rather than analyzing averaged contours. This strategy is important because analyzing averaged contours cannot distinguish two different phonological hypotheses: reduction versus optional deletion (Cohn 2006; Kawahara et al. 2021; Shaw and Kawahara 2018a). Lingual gestures of devoiced vowels, even when not phonologically deleted, are conceivably reduced in magnitude, since the vowel gestures are not as audible due to devoicing and do not contribute much to lexical access anyway (e.g. Hall et al. 2018; Jaeger and Buz 2018; see also Lindblom 1990). Interpreting any difference between voiced vowels and devoiced vowels as deletion would therefore be hasty.

On the other hand, as Shaw and Kawahara (2018b) found, devoiced vowels can retain their full lingual gestures, showing comparable movement trajectories to voiced vowels, but they can also sometimes be deleted. Averaging over cases of full targets and cases of categorical deletion can lead to an erroneous conclusion that the overall pattern supports the reduction hypothesis (Cohn 2006).

This specific problem can be illustrated by a comparison of two recent studies. Kawahara et al. (2021) developed a token-by-token analysis of the f0 patterns of the dataset recorded and analyzed by Ishihara (2011). The averaged-based analysis by the latter concluded that pitch accent after wh-elements in Japanese is reduced. On the other hand, a token-by-token reanalysis by Kawahara et al. (2021) shows that at least some speakers show a mixture of full target and deletion. This comparison shows that when both deletion and reduction are theoretically-justifiable hypotheses, it is important that we distinguish between them through a token-by-token analysis.

In addition to avoiding this general problem of resorting to average-based analyses, the current analysis has the virtue of analyzing entire articulatory trajectories; in the current analysis, no aspects of speech signals within the analysis window are given special status, eschewing the potential danger of missing important aspects of dynamic speech (Cho 2016; Mücke et al. 2014; Vatikiotis-Bateson et al. 2014).
2.1 Participants

Seven native speakers of Tokyo Japanese (four male) participated in the current experiment. They were all born in Tokyo, lived there at the time of their participation in the study, and had spent no more than three months outside of the Tokyo region. Procedures were explained to participants in Japanese by a research assistant, who was also a native speaker of Tokyo Japanese. All participants were naive to the purpose of the experiment. Participants were compensated for their time and local travel expenses. Data from one speaker had to be excluded, because we were unable to record as many repetitions as other speakers. This speaker was originally coded as Speaker 6; their data is not discussed further below. No speakers who participated in Shaw and Kawahara (2018b) participated in this study, since one of the aims was to examine whether the results of Shaw and Kawahara (2018b) generalize to other speakers.

2.2 Stimuli

Following Shaw and Kawahara (2018b), the major target of our analysis is tongue dorsum height in the trajectory of a $V_1C_1V_2C_2V_3$ sequence, in which $V_2$ represents the devoiced vowels in question—justification of this analytical choice is offered below in Section 3.2. The primary question is whether we would observe a clear rise in tongue dorsum height from $V_1$ to $V_2$ and a fall from $V_2$ to $V_3$. $V_3$ was therefore always a non-high vowel in our stimuli. The target vowels ($V_2 = [u]$) were always word-initial, and $V_1$ was the last vowel of the preceding word in the frame sentence, [e].

At the time of stimulus design, four conditions were included in order to thoroughly explore the effects of surrounding consonant types: fricative–stop (FS), fricative–fricative (FF), stop–stop (SS), and stop–fricative (SF), consisting of 18 dyads shown in Table 1. All the stimuli were existing words in Japanese, where the members on the left were expected to undergo devoicing. Each dyad constituted near minimal pairs, in which one member contained a $C_1V_2$ sequence where both consonants are voiceless and the other member contained a minimally different $C_1VC_2$ sequence in which $C_2$ was voiced, hence $V$ is not expected to devoice.

Choosing existing words with the appropriate segmental compositions did not enable us to control for accentedness within each pair. For example, /ɸutan/ is unaccented, whereas /ɸu'dan/ is accented on the initial syllable. However, Tsuchida (1997) and Martin et al. (2014) show that accent placement has little effect on devoicing patterns among contemporary speakers of Japanese. Durational differences between accented and unaccented syllables are minimal in Japanese.
(Beckman 1986), which if substantial, may affect devoicability/deletability. For these reasons, we judged this difference to be non-crucial.4

The current study focused on [u] instead of examining both [u] and [i], both of which are known to devoice. This is partly because the current study is a direct follow-up of Shaw and Kawahara (2018b), who also examined only [u], and also because we needed enough repetitions to execute the computational analysis that was planned (see Section 3.2 for details). Examining the lingual gesture of devoiced [i] warrants a new set of studies.

After recording, we came to the conclusion that the conditions in which C1 is a stop (=the SS and SF conditions) could not be reliably analyzed for the following reason. At the time of stimulus design, we decided that C1 had to be [k], because [p] is not allowed in the native vocabulary (Ito and Mester 1995), and [t] is affricated before high vowels (Vance 2008). However, since we were interested in the tongue dorsum height of (devoiced) [u], it was not possible to objectively discern control of tongue dorsum height associated with [k] from tongue dorsum height associated with [u]. For this reasons, this paper focuses on the comparison between FS condition and the FF condition.5

---

4 Shaw and Kawahara (2018b) did not perfectly control for accent between two members within a dyad either, although in their design, [u] is either accented or unaccented within each dyad, i.e. no direct comparison was made between accented [u] and unaccented [u].


---

Table 1: The list of stimuli recorded in the EMA experiment. S, stop; F, fricative. See footnote 5 for glosses. Accent is shown by a following apostrophe.

<table>
<thead>
<tr>
<th>FS</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ɸuton/ versus /ɸudou/</td>
<td>/ɸusoku/ versus /ɸuzoku/</td>
</tr>
<tr>
<td>/ɸutan/ versus /ɸu’dan/</td>
<td>/ɸusai/ versus /ɸuzai/</td>
</tr>
<tr>
<td>/ɸuta/ versus /ɸuda/</td>
<td>/ɸusagaru/ versus /ɸuzake’ru/</td>
</tr>
<tr>
<td>/jutaisei/ versus /juda’ika/</td>
<td>/jusai/ versus /juzai/</td>
</tr>
<tr>
<td>/jutou/ versus /joudou/</td>
<td>/ju’sa/ versus /ju’zan/</td>
</tr>
<tr>
<td>/jutokou/ versus /judo’eken/</td>
<td>/ju’so/ versus /juzou/</td>
</tr>
<tr>
<td>SS</td>
<td>SF</td>
</tr>
<tr>
<td>/kutakuta/ versus /kudaranu/</td>
<td>/kusami/ versus /kuzai/</td>
</tr>
<tr>
<td>/kutabaru/ versus /kudasa’ru/</td>
<td>/kusari/ versus /kuzawa/</td>
</tr>
<tr>
<td>/kutaniyaki/ versus /kuda’nɨta/</td>
<td>/kusaka’ri/ versus /kuzakitʃo/</td>
</tr>
</tbody>
</table>
2.3 Procedure

Each participant produced 14–15 repetitions of the 36 target words in the carrier phrase: “okkee X to itte” (Ok, say X), where X is a stimulus word. Participants were instructed to speak as if they were making a request of a friend. This was to ensure that the speakers did not speak too formally or too slowly, which may inhibit vowel devoicing.

This resulted in a corpus of 3,204 tokens (14 or 15 repetitions × 36 words × 6 speakers). Words were presented in Japanese script (composed of hiragana, katakana and kanji characters as required for natural presentation) and fully randomized.

2.4 Equipment

We used an NDI Wave ElectroMagnetic Articulograph system sampling at 100 Hz to capture articulatory movement. NDI wave 5DoF sensors (receiver coils) were attached to three locations on the sagittal midline of the tongue, and on the lips, jaw (below the lower incisor), nasion and left/right mastoids. The most anterior sensor on the tongue, henceforth TT, was attached less than one cm from the tongue tip (see Figure 1). The most posterior sensor, henceforth TD, was attached as far back as was comfortable for the participant. A third sensor, henceforth TB, was placed on the tongue body roughly equidistant between the TT and TD sensors. Sensors were attached with a combination of surgical glue and ketac dental adhesive. Acoustic data were recorded simultaneously at 22 KHz with a Schoeps MK 41S supercardioid microphone (with Schoeps CMC 6 Ug power module).

Figure 1: Illustration of the sensor placement (reproduced from Shaw and Kawahara 2018b).
2.5 Stimulus display

Words were displayed on a monitor positioned 25 cm outside of the NDI Wave magnetic field. Stimulus display was controlled manually using an Eprime script. This setup allowed for online monitoring of hesitations, mispronunciations and disfluencies. These were rare, but when they occurred, items were marked for repeated presentation by the experimenter. These items were then re-inserted into the random presentation of remaining items. This method ensured that we recorded at least 14 fluent tokens of each target item.

2.6 Post-processing

Following the main recording session, we also recorded the bite plane of each participant by having them hold a rigid object, with three 5DoF sensors attached to it, between their teeth. Head movements were corrected computationally after data collection with reference to three sensors on the head, the left/right mastoid and nasion sensors, and the three sensors on the bite plane. The head corrected data was rotated so that the origin of the spatial coordinates corresponds to the occlusal plane at the front teeth.

3 Data analysis

3.1 Data processing

The wav files recorded in the experiment were submitted to forced alignment, using FAVE. Textgrids from forced alignment were hand-corrected and during this process the target vowels were coded for voicing. Most vowels in devoicing environments were in fact devoiced, as evident from visual inspection of the spectrogram and waveform. However, some tokens in the devoicing environment exceptionally retained clear signs of glottal vibration. These vowels were coded as voiced, and excluded from the following computational analysis. The supplementary materials, available at DOI https://doi.org/10.17605/OSF.IO/PGRVZ, provide example spectrograms of voiced and devoiced tokens and a list of all exclusions.

Articulatory data corresponding to each token were extracted based on the textgrids. The data were smoothed using the robust smoothing algorithm (Garcia

and, subsequently, visualized in MVIEW, a Matlab-based program (Tiede 2005). Within MVIEW, the consonant gestures flanking the target vowel were parsed using the findgest algorithm. Findgest identifies gestures semi-automatically based upon the velocity signal in the movement toward and away from gestural targets. An illustrative example is provided in Figure 2. The consonant gestures were used to define a temporal interval for further analysis. Tokens with missing data in the target interval were excluded from further analysis. Some tokens had velocity peaks that were not large enough to clearly parse out movement related to the consonants. If a token was missing a gesture parse for either consonant, it was excluded from further analysis. A total of 239 tokens were excluded for this reason. The resulting data set consisted of 2,431 tokens for analysis, which had clearly distinguishable consonantal gestures flanking the target vowel.

Figure 2: A sample articulatory trajectory and how the articulatory landmarks were identified using findgest.

7 The onset of movement of the consonants occurs at a similar time as the maximum tongue height of the preceding vowel. We choose to define the temporal interval for analysis based on the onset of consonant movement instead of, e.g., the maximum TD height in the vicinity of the consonant, primarily because the results presented here are situated in a bigger project which includes also how the reduction/deletion of vowels influences the coordination of flanking consonants.
3.2 Computational analyses

The temporal interval spanning from the onset of movement of C₁, the consonant preceding the target vowel, and the offset of movement of C₂, the consonant following the target vowel, was subjected to further analysis. To address the question of whether devoiced [u] has an articulatory target, we focused on tongue height, instead of tongue retraction or lip gestures, both of which have been questioned as reliable articulatory correlates of this vowel in contemporary Japanese (Isomura 2009; Nogita et al. 2013; Shaw and Kawahara 2018a; Vance 2008). Like Shaw and Kawahara (2018b), the analysis focused on the movements of the TD sensor (see Figure 1), the most posterior sensor on the tongue, which is typically used to detect vowel gestures (Browman and Goldstein 1992b; Johnson et al. 1993).

Figure 3 shows sample trajectories of a voiced vowel (top), a devoiced vowel with a clear tongue dorsum raising during [u] (middle), and a devoiced vowel without a very clear movement in terms of tongue dorsum height (bottom). The top panels in each token show the audio signal. The second panels from the top show tongue dorsum articulatory trajectories, which are the primary target of our analyses. For reference the third and fourth panels show trajectories related to the flanking consonants. The bottom token does not appear to have a clear tongue dorsum raising gesture during [u], whereas the [u] token in the middle token does seem to have a clear raising gesture. The challenge is to go beyond such impressionistic classifications based on visual inspection and to establish an objective method to classify whether devoiced vowels show a tongue dorsum raising gesture or not.

To do so, we applied the approach described and motivated in detail in Shaw and Kawahara (2018a, b), schematically illustrated in Figure 4. This computational methodology was developed to assess the presence/absence of a lingual vowel target of devoiced vowels in articulatory trajectories. The approach is general enough that it has been extended to other types of continuous phonetic data, including nasal reduction in Ende (Brickhouse and Lindsey 2020), pitch accent eradication in Japanese (Kawahara et al. 2021), and tone reduction in Mandarin Chinese (Zhang et al. 2019).

The target interval in Figure 4 spans from the preceding vowel to the following vowel (see the left upper panel of Figure 4). For example, for the word [ɸuzoku], the analysis window starts from [e] in the carrier sentence and includes the main target CVC ([ɸuz]) and the following vowel [o]. The question of interest is whether given the vowel sequence [e]–[u]–[o], we would observe a tongue dorsum raising gesture, when [u] is devoiced. When [u]’s tongue dorsum gesture is undoubtedly present, as in the case for voiced [u], we should observe a clear raising gesture (the top token in
Figure 3: Three sample EMA trajectories. The top panels show audio signals. The second panels show the tongue dorsum movement. The dotted red line is a linear interpolation from the preceding vowel to the following vowel.
Figure 3). On the other hand, if the vowel gesture is deleted, we expect articulatory trajectories that interpolate between [e] and [o] (represented as a green straight line in the right upper panel of Figure 4). Since articulatory movements, as behavioral data more generally, are always noisy actuations of intentions, the challenge is to develop an objective method with which we can assess whether each articulatory contour of a devoiced [u] is better characterized as target-present or target-absent (the upper right box in Figure 4). The computational toolkit developed by Shaw and Kawahara (2018a, b) allows us to address this question on a token-by-token basis.

The first step in this computational method is to analyze the articulatory trajectories in a low-dimensional space, by making use of Discrete Cosine Transform (DCT) (e.g. Jain 1989). Through DCT, a signal is transformed into the sum of cosine components of gradually increasing frequency. This transformation is similar to Fourier transform in that timeseries data—here, the articulatory trajectory—is represented in frequency space, i.e., as cosines of varying frequency and magnitude. Unlike Fourier transform, DCT uses only cosines instead of a combination of sines and cosines and there is no imaginary component. Additionally, DCT has compression properties (Jain 1989), like Principal Component Analysis (PCA)—the articulatory trajectory within the analysis window can often be represented with a small number of DCT components. Because speech articulators are relatively slow, high frequency components are not needed to represent their controlled movement, a point which we demonstrate below.
The numerical expression of DCT is provided in Equations (1) and (2): $n$ is the positional signal, $L$ is the length of the window (in samples), $k$ is the number of the DCT coefficient, which ranges from 1 to $L$, $y$ is the magnitude of each coefficient, and $w$ is a weight. DCT coefficients can be positive or negative and their absolute value represents the magnitude of their contribution to spatial modulation of the signal. For the first DCT coefficient, the numerator in the scope of the cosine is zero, which means that it equals 1 for every sample $n$ in the trajectory. These are summed, and when multiplied by the relevant weight ($\frac{1}{\sqrt{L}}$), they yield a quantity that is related to the average of the trajectory (if the weight was $\frac{1}{L}$, then it would be the average). This first cosine coefficient serves as a baseline, c.f. the intercept in a linear regression. As $k$ increases beyond one, the resulting cosines gradually increase in frequency; in the example in Figure 6, $k = 2$ yields a cosine that completes one quarter of its cycle within the signal, $k = 3$, yields a half cycle and so on (see Figure 6). DCT produces $k = L$ components, so the number of cosine components depends on the length of the signal. However, the magnitude of the higher frequency components may be quite small for signals of slow moving articulators.

$$y(k) = w(k) \sum_{n=1}^{L} \cos \left( \frac{\pi(2n-1)(k-1)}{2L} \right) \quad k = 1, 2, \ldots L$$

where

$$w(k) = \begin{cases} \frac{1}{\sqrt{L}} & k = 1 \\ \frac{2}{\sqrt{L}} & 2 \leq k \leq L \end{cases}$$

DCT has a known inverse function, IDCT, which can be used to simulate trajectories from DCT components (= Equations (3) and (4)).

$$x(n) = \sum_{n=1}^{L} w(k)y(k)\cos \left( \frac{\pi(2n-1)(k-1)}{2L} \right) \quad n = 1, 2, \ldots L$$

where

$$w(k) = \begin{cases} \frac{1}{\sqrt{L}} & k = 1 \\ \frac{2}{\sqrt{L}} & 2 \leq k \leq L \end{cases}$$

We make use of IDCT to assess how many DCT components are necessary to faithfully represent the actual articulatory trajectories. We do this by fitting DCT components to a set of trajectories and then resynthesizing using IDCT with progressively more DCT components. In this way, we can observe how increasing the
number of DCT components improves the precision of the representation. Figure 5 shows representative results, from one speaker and one item ([ʃutokou] produced by Speaker 7). The improvement from 1 DCT component to 2 is substantial, as is the improvement from the 2 components to 3 components. With four components the correlation between the raw trajectories and the iDCT-simulated trajectories reaches \( r = 0.99 \). In our case, only a small number of DCT components (3 or 4) are required to faithfully represent articulatory trajectories over the target VCVCV window. This result is similar to past studies, which have modelled trajectories of similar duration and linguistic complexity using either 3 (Shaw and Kawahara 2018a) or 4 (Kawahara et al. 2021; Shaw and Kawahara 2018b) components.

We can also use iDCT to illustrate how each DCT component contributes to the representation of the articulatory trajectory. The top panel of Figure 6 shows the average articulatory trajectories for each item of the dyad, [ʃutokoo] (left) versus [ʃudooko] (right).

![Figure 5](image_url)

**Figure 5:** The increase in Pearson coefficients between the number of DCT components and the correlation between actual trajectories and simulated trajectories.
Given this dyad, we can observe that the average change in tongue dorsum height over time, shown in the top panel, is noticeably different between devoiced and voiced items. For the voiced item (right), the tongue dorsum rises in the middle of the trajectory for [u]. For the devoiced item, there is less variation in the positional signal over time. For reference, the “x”s in the top panel show the average position at the start and end of the trajectories and the line between the ‘x’s indicating linear interpolation.

Comparison across devoiced and voiced items reveals similar modulations for the first coefficient (Co1) and the second coefficient (Co2). The main difference is in the third (Co3) and fourth (Co4) coefficients. Co3 picks up on the large rise for [u] in
the voiced case. The magnitude of the rise contributed by Co3 is greatly reduced for the devoiced item compared to the voiced item. Finally, the fourth DCT coefficient (Co4) is also quite different between voiced and devoiced items but it has only a small effect on spatial position overall.

The next step is to assess whether the devoiced item contains a vowel target or not. To do this we set up stochastic generators of our competing hypotheses, which we use for Bayesian classification. The “target present” hypothesis is based on the voiced member of each dyad. Specifically, since we have multiple repetitions of each item, we can calculate a distribution over each DCT component. The normal distribution is characterized by a mean value and a standard deviation. Thus, the mean and standard deviation of each DCT component characterizes a normal probability distribution function. For the “target absent” case, we adopt the common assumption that, in the absence of phonological specification, the trajectory will interpolate between surrounding targets (Choi 1995; Cohn 1993; Keating 1988; Pierrehumbert and Beckman 1988). We therefore construct probability distributions for the “target absent” hypothesis that capture a realistically noisy interpolation. For each token of a devoiced item, we fit DCT components to the straight line connecting the position at the onset and offset of the analysis window. The average of these components defines the probability distributions for the “target absent” hypothesis. The standard deviation for the distributions is computed from the devoiced trajectories in the same manner as for the voiced item. Consequently, the probability distributions that characterize the “target absent” hypothesis are defined by linear interpolation (means of the distribution) and the variability around each DCT component in the data. An example of the resulting distributions is provided in Figure 7. The horizontal axis is the value of the coefficient, i.e., \( y \) in Equation (1), and the vertical access is probability.

We observe that the distributions for Co1 between the two conditions overlap heavily. For Co2, there is a small difference between the “target present” distributions, based on voiced vowels, and “target absent” distribution, based on linear interpolation. The largest difference appears to lie in Co3. Naturally, the mean of the “target absent” distribution is very close to zero, and the same goes for Co4. This is because there is no rise for the straight line fit connecting the positional signal at the onset and offset of the analysis window. The “target absent” Co3 distribution is also more variable than the corresponding “target absent” distribution—this difference

---

8 We note however that it is not necessarily the case that each DCT coefficient has to have a meaningful linguistic interpretation; neither is it the case that we have reasons to believe that Co3 is solely responsible for representing the tongue dorsum raising gesture of [u].

9 See Pierrehumbert (1980) and Myers (1998) for cases of non-linear interpolation. We will reexamine this analytical choice of ours in Section 5.3.
reflects greater variability across devoiced tokens than voiced tokens in whether the trajectory showed a rise characteristic of a vowel or not.

As the final step of the computational analysis, for each devoiced token, we determined the posterior probability of a vowel height target, based on Bayesian classification of the tongue dorsum trajectory (= Equation (5)). The posterior probability of the targetless hypothesis given the set of DCT coefficients (the left term of the Equation) is expressed as the prior probability of the targetless hypothesis—always set to be 0.5 in the current analysis, i.e., a uniform prior—multiplied by the product of the conditional probabilities of each DCT coefficient given the targetless hypothesis (i.e. linear interpolation), normalized by the denominator term. The classifier was trained on the distributions described above (see Figure 7) for voiced tokens, which unambiguously contain a vowel target, and a noisy null hypothesis, defined as linear interpolation across the target interval.

Figure 7: Probability distributions for DCT coefficients for the two competing hypotheses. The “target present” condition is based on the voiced vowels. The “target absent” condition is based on linear interpolation and the level of variability in the devoiced vowels.
\[ p(T|C_{o1}, \ldots, C_{on}) = \frac{p(T) \times \prod_{i=1}^{n} p(C_{oi}|T)}{\prod_{i=1}^{n} p(C_{oi})} \] (5)

To summarize, the approach described in this subsection assigns a probability of target absence to each token. It does so by considering the probability that the token follows a linear interpolation as opposed to the trajectory of voiced vowels.

### 4 Results

Figure 8 shows the posterior probability of target absence for each condition by each speaker. The figures are violin plots which show the distribution of posterior probabilities of target absence. Points around the high y-axis region are tokens with a high probability of target absence, i.e., lingual movements that can be characterized as linear interpolation through the devoiced portion of the signal. Those at the bottom of the y-axis are tokens that have a high probability of a vowel target, i.e., lingual articulations that resemble the voiced tokens. Those in the middle range are intermediate between target present and target absent, indicating a spatially reduced vowel target.

We observe that, as with Shaw and Kawahara (2018b), the distribution of posterior probabilities is bimodal. Across speakers, there tends to be a large probability mass at the high end of the probability scale (e.g., FS items for Speaker 2 and Speaker 5), at the low end of the probability scale (e.g., FF items for Speaker 2, all items for

**Figure 8:** Posterior “target absent” probability for each condition by speaker. FF, fricative–fricative; FS, fricative–stop.
Speaker 3, FS items for Speaker 4), or both (e.g., FS items for Speaker 1, FF items for Speaker 4). In many conditions, items skew towards the high and low ends of the scale. This is not to say that there are no intermediate items, which we take to be reduced. There are several cases with probability mass in the middle range, e.g. the FF condition for Speakers 5 and 7. Overall, however, the by-speaker view shows a tendency to either fully retain the lingual gesture or entirely lose it. The one possible exception is FF items for Speaker 5, the only plot of 12 in Figure 8 which does not have the majority of the probability mass at one end of the scale. This result replicates the findings by Shaw and Kawahara (2018b) with a new set of speakers and an expanded set of stimuli. Recall that the study by Shaw and Kawahara (2018b) examined only four dyads; the current results are based on 12 dyads.

How the flanking consonants influenced targetless probability varied between speakers. Speaker 1 showed almost no targetless tokens in the FF condition, but showed some targetless tokens in the FS condition. This pattern—more targetlessness in the FS condition than in the FF condition—accords well with the prediction laid out in Section 1.3. Speaker 2 shows a similar, and perhaps clearer, pattern; this speaker showed rather consistent target-present production in the FF condition, but typically deleted the tongue dorsum raising gesture in the FS condition. The pattern exhibited by Speaker 3 is less clear, but is also consistent with the hypothesis presented in Section 1.3: almost no targetless tokens in the FF condition, but greater probability of targetlessness in the FS condition. These three speakers thus confirmed the hypothesis that we formulated in Section 1.3.

However, not all speakers behaved as we hypothesized. Speaker 5, especially in the FF condition, seems to show some tokens whose posterior probabilities are in the middle range—those tokens that are neither clearly targetless nor have a full target. Speakers 4 and 7, especially the latter, showed a pattern that is opposite from what is predicted from the considerations discussed in Section 1.3 —more targetless tokens in the FF condition than in the FS condition. Thus, looking across the six speakers, we observe speaker-specific variation in whether FF or FS environments conditions more deletion of the tongue dorsum raising gesture.

Figure 9 shows the results by item. From this plot we can see some variability across items as well. For example, [ɸusagaru], the only verb in the item list, shows the lowest probability of targetlessness. Many words show fairly sharp bi-modal patterns, with some tokens showing high probability of targetlessness and others showing high probability of full targets with few intermediate tokens. This bi-modal pattern applies especially clearly to [ɸuta], [ɸutan], [ɸuton], [ʃusa], and [ʃutokou]. In contrast, most tokens of [ʃusai] are intermediate, with few extreme probabilities in either direction.
To assess the overall results statistically, we fit a series of nested linear mixed effects models in (6). The results of model comparisons appear in Table 2. The baseline model, $m_0$, was compared to $m_1$; then $m_2$ and $m_3$, which have the same number of parameters, were compared to $m_1$. Finally, $m_4$ was compared to $m_3$. The dependent variable was the posterior probability of deletion. Since probabilities are bounded dependent variables (upper bound of 1; lower bound of 0), we also ran the same models on arcsin-transformed probabilities. The same pattern of results came out of both raw and transformed probabilities. For reasons of space we report results based on the non-transformed probabilities. The key fixed effect of interest was the consonant environment, coded as a two-level factor, FF versus FS (“Cond”). Speakers and items were treated as random intercepts.

$$m_0 : \text{post} \sim (1|\text{speaker}) + (1|\text{item})$$

$$m_1 : \text{post} \sim (1 + \text{Cond}|\text{speaker}) + (1|\text{item})$$

$$m_2 : \text{post} \sim \text{Cond} + (1 + \text{Cond}|\text{speaker}) + (1|\text{item})$$

$$m_3 : \text{post} \sim C1 + (1 + \text{Cond}|\text{speaker}) + (1|\text{item})$$

$$m_4 : \text{post} \sim C1*\text{Cond} + (1 + \text{Cond}|\text{speaker}) + (1|\text{item})$$

The baseline model, $m_0$, includes only the random effects. The next model, $m_1$, adds a by-speaker random slope for the fixed effect, i.e. surrounding consonants.

**Figure 9:** Posterior “target absent” probability by item. “f” and “sh” are used in the figure in place of [ɸ] and [], respectively.
(FF versus FS) to this model. The by-speaker random slope improved the model significantly. This result indicates that speakers show different sensitivities to the consonantal environments. As we observed in Figure 8, some speakers (e.g. Speakers 1 and 2) show less deletion in FF than FS environments, while others (Speakers 4 and 7) show the opposite pattern.

Because the effect of consonant environment differs by speaker, the average effect of consonantal environment is not predictive. These statistical comparisons support what we observed in Figure 8: different speakers are sensitive to consonantal environment in different ways.

We also ran models that included the C1 type ([ɸ] vs. [ʃ]) and the interaction between C1 and consonant environment (“Cond”) as fixed factors. The addition of C1 led to improvement over m1, and was marginally significant within the model ($\beta = 0.098, t = 2.136, p = 0.055$), indicating that deletion probability is slightly higher when C1 is [ʃ] than when C1 is [ɸ]. The interaction between C1 and consonant environment (“Cond”) did not lead to further improvement, indicating that the effect of C1 is not dependent on the consonant sequence. Thus, our best fitting model, m3, includes a consonant environment (“Cond”) as a random effect but not as a fixed effect.

Figure 10 shows the by-speaker random slopes for our best fitting model. The x-axis shows the estimate for FS sequences. As we observed in the violin plots of probabilities (Figure 8), Speakers 1 and 2 have positive estimates, indicating that deletion is more likely in FS sequences than in FF sequences. Moreover, the confidence intervals around the estimate do not overlap with zero. Additionally, as we also observed above, Speaker 7 shows the opposite pattern. This speaker has a negative estimate, which also does not overlap with zero, indicating significantly higher probability of targetlessness in FF sequences than in FS sequences. The other speakers have estimates that overlap with zero, indicating an effect that is not statistically significant.

In summary, consonant environment had a significant impact on deletion probability, but the direction of the effect was not uniform across speakers. Some
speakers showed consistently more deletion in FS, as predicted, others showed more deletion in FF, or no effect of consonant context.

5 Discussion

5.1 Summary

The current experiment replicated the core finding of Shaw and Kawahara (2018b) with a new set of speakers and an extended set of stimuli. The posterior probability of vowel presence/absence showed a bimodal distribution for many speakers (see, Figure 8) and items (see, Figure 9). One mode was centered on the low end, near zero probability of vowel absence. These devoiced vowel tokens were produced with tongue height trajectories very similar to voiced vowels. The other mode of the distribution was centered on the high end, indicating that the tongue height

Figure 10: By-speaker random slopes for the effect of sonority sequencing (= Cond). The estimate is for the FS condition, relative to FF.
trajectory resembled our noisy null hypothesis, a linear interpolation between flanking vowel targets. These modes of the posterior probability distribution represent endpoints on a continuum from a full target to no detectable vowel target. A mono-modal distribution centered between 0 and 1 would have provided evidence for consistent vowel reduction, i.e., a vowel height target of reduced magnitude. Although we did also see some tokens with intermediate probabilities, the variation clustered more around the high and low ends of the scale, a similar pattern reported in Shaw and Kawahara (2018b).

The results also revealed some systematic patterns in how the flanking consonants influence deletion probability. The design of the study featured conditions contrasting devoiced vowels intervening between fricative–fricative (FF) sequences and fricative–stop (FS) sequences. The original hypothesis developed in Section 1.3 is that we would observe more deletion in FS sequences than in FF sequences. Recall that, to the extent that we can conceive of deletion as an extreme instantiation of devoicing, either in terms of reduction or enhancement, we would expect targetless tokens to be more likely in the FS condition than in the FF condition, because devoicing is more likely in this environment. Syllable contact laws (Murray 1988; Murray and Vennemann 1983), if Japanese speakers are sensitive to them, also predict this pattern. Our hypothesis was also motivated by an empirical observation. Shaw and Kawahara (2018b) found that, even though the speakers in the study differed substantially in their individual rates of vowel deletion, all speakers deleted devoiced vowels more often in [ʃutaisei], resulting in a FS consonant sequence, than in [ɸusoku], resulting in a FF sequence.

The current study revealed inter-speaker variability with respect to the prediction laid out in Section 1.3: some speakers showed more targetless tokens in the FS condition than in the FF condition (Speakers 1 and 2), as we initially hypothesized, and some speakers showed the opposite pattern (Speaker 7, and to a less clear extent, Speaker 4).

Our items in the FF and FS condition both featured two fricatives, [ʃ] and [ɸ]. Although we did not predict this differences, there was a significant effect of fricative, with higher deletion probability following [ʃ] than [ɸ]. Moreover, this effect is significant in a group analysis while consonant sequence was only significant as a by-subject random slope. Quite possibly, the observed difference in deletion probability between [ʃutaisei] and [ɸusoku] in past work as well is attributable not to the consonant manner sequence, FF versus FS, but to the identity of the initial consonant.
5.2 Time and target undershoot in DCT representations

Our approach to analyzing time-varying kinematic data in terms of discrete hypotheses makes use of a low parameter stochastic representational space. Time varying signals, in this case tongue dorsum height trajectories, are represented as modulations of frequency components, using DCT. The DCT coefficients effectively represent the signal with high precision but without directly encoding the temporal duration of the trajectories. Instead, time is indirectly encoded in the frequencies of the DCT components. The representation of time is indirect because it comes in the form of what frequencies are represented in each component, which is dependent on the analysis window.

We represented all trajectories in this study using just four DCT components. Since the frequency of the DCT components vary as a function of the length (in samples) of a trajectory (see (1)), they have the potential to indirectly encode the duration of the trajectory. Past work has shown that DCT representations alleviate the need to represent temporal duration independently. For example, Watson and Harrington (1999) compared several methods of representing time-varying formants, including DCT representations, in a study of Australian vowels. They showed that adding vowel duration to the representation of Australian vowels improved machine classification in many cases. When Australian vowels were represented by measurements of formants at percentages of total vowel duration, vowel duration was needed as an additional factor to reach a high-level of classification accuracy. This is because several Australian vowel pairs have very similar (possibly indistinguishable) vowel quality but differ in duration (Bundgaard-Nielsen et al. 2011). However, when Watson and Harrington (1999) represented the same vowels with DCT components only, vowel duration did not improve classification accuracy. Two DCT components fit to the first and second formants were sufficient to classify all 19 Australian vowels, including vowels differentiated primarily by duration.

Since DCTs can represent both the spatial modulation and the temporal duration of a signal, we cannot know if one of these dimensions or the other had a dominating influence on our classification results. Although high vowel devoicing in Tokyo Japanese occurs at both fast and slow speech rates (Fujimoto 2015), we do not know if vowel deletion is likewise rate independent. Conceivably, the probability of detecting a vowel movement decreases at fast rates due to target undershoot (Lindblom 1963; Moon and Lindblom 1994). To investigate this, we evaluated the correlation between the duration of our target intervals, as a measure of local speech rate, and the posterior probability of deletion. Figure 11 shows a scatter plot of these two variables. There was a weak negative correlation ($r = -0.11, p < .05$), indicating that the probability of targetlessness decreases at slower speech rates (longer duration).
To further investigate the influence that speech rate might have on our deletion probability results, we subsetted the data into relatively short and relatively long tokens. Our short-ish tokens were those that were less than the mean token duration by greater than one standard deviation; our long-ish tokens were those that were above the mean by greater than one standard deviation. This subsetting procedure produced 74 tokens (14.4% of the data) for the short group and 76 tokens (14.8%) for the long group. We looked at the distribution of long and short tokens across speakers and found that all speakers produced some tokens that fell into the long group and some that fell into the short group. The mean duration of the CV interval in the short group was 228 ms. The mean duration of the CV interval in the long group was 362 ms. Figure 12 compares the posterior probability of deletion for the long (slow local speech rate) and short (fast local speech rate) data subsets. Consistent with the weak correlation between speech rate and targetlessness across the entire corpus, we see a slight increase in targetlessness probability for the short data subset. This is the case for both FF and FS consonant manner sequences. Notably, however, a substantial number of tokens still show a high probability of targetlessness at slow speech rates. This indicates that while increased speech rate may contribute to targetlessness, based on the diagnostic methods employed here, there are still tokens that approximate a linear interpolation trajectory even at the slowest speech rates in the data set. This indicates that, like high vowel devoicing, vowel deletion, or at least extreme reduction of the tongue dorsum height target, also
occurs at the slow end of natural speech rate variation. This result implies that whether or not to retain a tongue dorsum gesture is under speakers’ control, rather than an automatic consequence of fast speech.

5.3 Minimal paths for targetless trajectories

One of the challenges of assessing whether the tongue dorsum height target is completely absent or just heavily reduced is that there are no unequivocal FF or FS sequences in Japanese that could serve as a baseline for assessing whether pronunciation of /FuF/ and /FuS/ deviate enough from these underlying forms to conclude that they are indeed [FF] and [FS]. Our approach to this challenge is to simulate tongue dorsum trajectories that interpolate between vowels, V1 and V2, in /V1CCV2/. Our simulations in this paper are based on two assumptions: (1) first, movements take the minimal path between targets and (2) second, like all biological signals, there will be variability in the movement trajectory. We calculated the minimal path as a linear interpolation between vowel targets and we modelled variability as random deviations from the minimal path. The magnitude and structure of the random deviations are based on the devoiced tokens in our corpus. In this way, the variability injected into our simulations has the same item-specific and speaker-specific properties of our corpus. The

Figure 12: Posterior probabilities of the short-ish subset and long-ish subset.
difference between the vowel-absent class, as we simulated it, and the devoiced tokens in our corpus, is that the tongue-dorsum trajectory in the vowel-absent class is always guided by the minimal distance between V1 and V2. The degree to which the actual tongue dorsum trajectories in our devoiced tokens also follow a realistically noisy actuation of the minimal distance path or whether they instead move towards an elevated tongue dorsum height target for [u] is represented in the results of our Bayesian classification. A substantial number of tokens were classified as belonging to the minimal distance path.

Our decision to simulate the vowel-absent tongue dorsum trajectory as taking the path of minimal distance between flanking targets is intended to be a theory-neutral decision. It is also possible to apply our method of analysis by simulation and classification with different theoretical assumptions about what the vowel-absent trajectory should look like. Here, we consider the predictions of Task Dynamics (Saltzman and Munhall 1989) as implemented in the Task Dynamics Application (TADA: Nam et al. 2004, 2012). One property of this model is that articulators that are not under direct phonological control (i.e., by a gesture, in the sense of Articulatory Phonology: Browman and Goldstein 1986 et seq.) at a particular time are driven to a rest position by a neutral attractor. Because of the neutral attractor, there are conditions under which articulators will not necessarily follow the minimal path between targets. Instead, articulators will return to a neutral position until they are brought under control by another gesture. To explore how TADA predictions for the vowel-absent case might differ from linear interpolation for the items in our study, we ran a series of TADA simulations.

The first TADA simulation compares [εɸta] and [ɛɸuda]. There are a number of manipulable parameters in TADA, and variation in some of these parameter settings has been hypothesized to capture cross-language variation, i.e., language-specific phonetics (Iskarous et al. 2012). To minimize researcher degrees of freedom (Roettger 2019), we used default TADA gestural parameters whenever reasonable for Japanese. For the [ɛɸta] versus [ɛɸuda] comparison, we used default parameters for [e], [f] (for [ɸ]), [t], [d], and [a]. The only gesture that required manipulation to approximate Japanese-specific phonetics was [u]. The default [u] in TADA produces a much longer vowel, 300 ms, than is typical in Japanese, and it produces a vowel with lip protrusion. To adapt the gesture parameter settings for Japanese [u], which is much shorter, ca. 50 ms (e.g. Shaw and Kawahara 2019), and lacks lip protrusion (e.g. Vance 2008), we eliminated the lip protrusion gesture and shortened the activation duration of the tongue body gesture. The gesture parameter values for all simulations are provided in the supplementary materials, available at: https://doi.org/10.17605/OSF.IO/PGRVZ.
Figure 13 compares the trajectories for [ɛφta] and [ɛφuda] simulated by TADA. The top panel shows the simulated waveform. The bottom three panels show kinematic trajectories in the vertical dimension for the tongue dorsum, tongue tip and lower lip. The tongue dorsum trajectory for [ɛφta] has a mid-level plateau for [e], in the temporal window from 0 to 250 ms, and then falls to [a]. The tongue dorsum trajectory for [ɛφuda] starts with a similar plateau for [e] but then rises for [u]. The peak of the rise comes near the end of the voicing period for the vowel and remains rather high during the [d] before falling for [a]. The data simulated with TADA are qualitatively quite similar to our experimental data. For comparison with representative tokens from the experimental data, see Figure 3. For this particular case, our theory-neutral choice of linear interpolation for “vowel-absent” tokens is quite similar to the TADA simulations, which also show a roughly linear trajectory. It should be noted, however, that this linearity is not a general prediction of TADA. It follows in part from the properties of our stimulus items. The progression of vowel height targets from mid, [e], to low, [a], does not involve a neutral attractor driving the tongue dorsum height away from the minimal path between these vowels. For items such as [ɛφta], there would be little difference between using linear interpolation between flanking vowels and using TADA simulations, with default gesture parameters.

We now move on to [ɛʃta] and [ɛʃuda]. Figure 14 shows TADA simulations of these items. The top two panels show simulation results with default gesture parameters for all segments except for [u], which used the same Japanese-specific parameters described above. Of relevance is that the default gestures for [ʃ] include both a tongue body gesture and a tongue tip gesture. For Japanese, our

![Figure 13: TADA simulations of [ɛφta] and [ɛφuda].](image-url)
materials were not designed to assess the presence/absence of a tongue body
gesture for the fricative, [ʃ], directly (see Section 5.5 for an indirect attempt). The
Japanese fricative has different acoustic and articulatory properties from the
English post-alveolar fricative, but it is unclear whether the difference is due to
the tongue body gesture or to other aspects of fricative production, including a
labial component, tongue-tip constriction area, or relative degree of tongue
grooving. Because of this uncertainty, we also ran TADA simulations with the
fricative unspecified for a tongue body gesture. This result is shown in the bottom
panel of Figure 14.

When [ʃ] was simulated without a tongue body gesture, the difference in
tongue dorsum trajectories between [eʃta] and [eʃuda] is nearly identical to the
difference found for [eɸta] and [eɸuda]. That is, the tongue dorsum height

**Figure 14:** TADA simulations of [eʃta] and [eʃuda] with (top row) and without (bottom row) TB
gesture.
trajectory follows a roughly linear path from [e] to [a] in [eʃta] but it rises for [efuda]. However, when [ʃ] is specified with a tongue body gesture, then we see a rise in the tongue dorsum height trajectory in [eʃta], which disrupts the linearity of the transition from [e] to [a], even in the absence of [u].

The case of [ʃ] specified with a tongue body gesture allows us to consider how using a theory-specific alternative to the minimal path assumption might influence our results. If we used (a stochastic version of) the TADA simulation trajectory for [eʃta] and [eʃta] as the basis for our Bayesian classification (instead of linear interpolation), we would introduce a bias in deletion likelihood towards the [ʃ] environment over the [ϕ] environment. This is because, to detect a vowel in the [ϕ] environment, the trajectory would only have to rise above the linear trajectory in the TADA simulation (Figure 13, [eʃta] panel). However, to detect a vowel in the [ʃ] environment, the trajectory would have to rise above not just the linear trajectory between vowels but also above the magnitude of the tongue body gesture for [ʃ]. Deviations from minimal path would still be classified as deletion, if the magnitude of the deviation did not exceed the tongue body magnitude for [ʃ]. In contrast, relative to using a TADA baseline, if there actually is a tongue body gesture for [ʃ], the minimal path method is biased towards finding more vowel deletion in the [ϕ] environment than in the [ʃ] environment. This is because increases in tongue body height, including those due to [ʃ], will count as deviation from the minimal path, and push classification towards the vowel present category.

Using the minimal path method, we observed significantly greater deletion in the [ʃ] environment than in the [ϕ] environment. If we had used a TADA-baseline with a tongue body gesture for [ʃ], this result would probably have been even stronger. On the other hand, if we had used a TADA baseline without a tongue body gesture for [ʃ], then there is really not much difference between the minimal path method and a TADA baseline. However, we reiterate that the similarity between TADA and minimal path is not a general result—it is particular to the materials that we selected for this experiment. Additionally, the above conclusions are based on default gesture parameters (with the exception of [u]), which are appropriate for English, but might require fine-tuning in order to capture systematic differences across languages. Generally, there may be conditions under which a minimal path baseline is inappropriate, or, at least, is inconsistent with the Task Dynamics framework, as implemented in TADA.

With the above caveats in place, we conclude that the finding of more deletion in the [ʃ] environment than in the [ϕ] environment is likely robust to variation in how we might simulate the vowel absent scenario. If there is indeed a tongue body gesture for [ʃ], the minimal path method is biased against our finding, and yet it still emerged as statistically significant.
5.4 Tongue dorsum trajectories for voiced vowels

In the last sub-section, we discussed how we simulated, for the purpose of classification, trajectories lacking a vowel target. The other relevant factor in classifying devoiced trajectories using our method is the trajectory of the corresponding voiced vowel. We defined a separate classifier for each combination of speaker and item. This allows us to incorporate any speaker-specific variation into the analysis. How a particular devoiced trajectory is classified depends both on the degree to which it deviates from the minimal path as well as the degree to which it deviates from the corresponding voiced vowel. Correspondence in this case is based on the materials—we selected near minimal pairs matched on as many relevant properties as possible. To facilitate appropriate generalization of our approach to new data, we discuss some possible non-obvious implications of using a local (by speaker, by item) baseline.

To illustrate the importance of the local baseline, we zoom in on a small subset of the data, just the $\phi$ environment tokens produced by Speaker 2. Recall that Speaker 2 was one of the speakers that produced a particularly sharp bimodal distribution in vowel deletion probabilities and showed the predicted effect of consonant sequence (see Figure 8). Figure 15 shows three panels summarizing tongue dorsum trajectories for Speaker 2. The first panel shows the average tongue dorsum trajectory for voiced and devoiced tokens. This was generated by fitting an SSANOVA, using the GSS package in R (Gu 2014), to the first 150 ms of each token. We choose 150 ms because it is the length of the smallest analysis window for this speaker. The SSANOVA plot shows that, on average, the devoiced trajectories are flatter than for the voiced trajectories. Note that this was not the pattern for all speakers; Speaker 3, for example, showed very little difference between voiced and devoiced trajectories. The second panel breaks down the devoiced tokens by item. Looking across items, we see that $\phi$susagaru seems to have the flattest trajectory. From this figure, we might erroneously suspect that $\phi$susagaru has the highest probability of deletion. The third panel shows that this is absolutely not the case. In fact, for this speaker, $\phi$susagaru has the lowest posterior probability of deletion of any $\phi$-tokens. This might seem puzzling. Why does $\phi$susagaru have a low probability of deletion, given its relatively linear trajectory?

The answer is in the patterning of the voiced vowel counterpart for the devoiced tokens. Figure 16 plots $\phi$susagaru along with its voiced vowel counterpart $\phi$uzakeru. The key observation is that the trajectory for $\phi$uzakeru, the voiced vowel counterpart to $\phi$susagaru in our materials, also has a relatively
flat trajectory. Because of this relatively flat baseline for the voiced vowel, the trajectory for [ɸusagaru] does not have to depart very far from linearity to be classified as a vowel. The Speaker 2 voiced vowel baseline for [ɸuta] is quite different. As show in the right side of Figure 16, the tongue dorsum rises substantially for [ɸuda], which serves as the voiced vowel baseline for assessing targetlessness in [ɸuta]. Given this baseline, a [ɸuta] token that shows only a minimal departure from linearity will still have a higher probability of linearity than of a full vowel.

Figure 15: [ɸ]-tokens for S2: (a) shows the average tongue dorsum height trajectory for voiced and devoiced vowels; (b) breaks down the devoiced trajectories by item; (c) shows posterior probability of vowel deletion by item.
Figure 16: S02 tongue dorsum trajectories for two dyads: the left panel shows [ɸusagaru] (devoiced) paired with [ɸuzakeru] (voiced); the right panel shows [ɸuta] (devoiced) paired with [ɸuda] (voiced).
The case above serves to illustrate the role of the speaker- and item-specific baseline in our analytical approach. In assessing whether a given speaker produces a vowel, we pursue a very targeted machine learning approach that factors speaker-specific productions of baseline words in the analysis.

5.5 The effect of fricative place

We now return to the effect that fricative place of articulation had on vowel deletion probability. For starters, we explore an indirect test of whether [ʃ] in Japanese has a tongue body gesture. As illustrated through TADA simulations (Figure 14), whether [ʃ] in Japanese has a tongue body gesture or not is an important consideration in interpreting our results. When we simulated [ʃ] without a tongue body gesture, then the tongue dorsum height trajectory for [eʃta] and [eʃta] was very similar. As an indirect test of whether Japanese [ʃ] has a tongue body gesture, we compare the distribution of DCT coefficients for all voiced vowel tokens in our corpus. This includes all of the words with voiced vowels that served as item-specific baselines for the devoiced items in both [ɸ] and [ʃ] environments. Figure 17 compares the distributions. The distributions of all four DCT components are heavily overlapped. Independent t-tests (Welch’s two sample) show that differences are not significant for the first three DCT components: 1 (t = −1.11, n.s.), 2 (t = −0.406, n.s.), 3 (t = −1.25, n.s.). Only the fourth DCT component, which explains only a small amount of variance in the trajectories (Figure 5), showed a significant difference (t = −4.87, p < .001) across [ɸ] and [ʃ]. Although this result cannot be taken as conclusive evidence for the presence or absence of a tongue body gesture, it does indicate that the trajectories, as represented by DCT coefficients in our classification process, were quite similar across [ɸ] and [ʃ]. This is despite the fact that [ɸ] and [ʃ] tokens were not completely balanced for vowel sequences and other properties (e.g. word length, pitch accent placement, and vowel sequence).

Given the similarity of the DCT distribution of voiced vowel items across [ʃ] and [ɸ], the difference between [ʃ]-initial items and [ɸ]-initial items can be attributed to the tongue dorsum trajectory in the voiceless items. The trajectory of devoiced vowels is more likely to resemble a linear trajectory between flanking vowels when preceded by [ʃ] than when preceded by [ɸ]. This result is independent of consonant sequence, i.e., FF versus FS.

One possible explanation for the effect of fricative place on vowel deletion relates directly to the goal of achieving vowel devoicing. While vowel devoicing
does not serve a contrastive function, it does serve as a sociolinguistic marker of prestige in Tokyo Japanese (Imai 2004), and there is evidence that it is under direct control, c.f., devoicing as a passive consequence of overlapping laryngeal gestures, as it may be in some cases of vowel devoicing in other languages (see Fujimoto 2015 and other references cited in introduction). One piece of support for the conclusion that the devoicing is actively controlled in Japanese comes from the observation of laryngeal gestures associated with voiceless stops (Fujimoto 2015). When voiceless stops in Japanese precede voiced vowels, the peak opening of the laryngeal gesture is timed to occur around the release of the supralaryngeal constriction, resulting in long-lag VOT. When a voiceless stops precedes a

Figure 17: DCT distributions.
devoiced vowel, in contrast, the laryngeal gesture of the voiceless stop temporally aligns with the vowel midpoint and increases in magnitude substantially. In devoiced vowels, the laryngeal abduction is greater than two times the magnitude of a voiceless stop preceding a voiced vowel. The shift in the timing and magnitude of the laryngeal gesture indicates a gesture reorganization that facilitates devoicing.

In contrast to voiceless stops, which show substantial temporal variation between laryngeal and supra-laryngeal gestures, both in Japanese and in the world’s languages, the laryngeal and supra-laryngeal gestures of fricatives cannot be temporally displaced so easily. This has consequences for the kinematics of devoicing. In fricative environments, devoicing is not achieved by adjusting the timing or magnitude of the glottal opening, at least not in Tokyo Japanese. Instead, the timing and magnitude of the laryngeal gestures for fricatives is similar when preceding both voiced and devoiced vowels (Fujimoto 2015). This means that devoicing following fricatives is achieved in some other way.

As an acoustic description, high vowel devoicing following fricative environments can be characterized as a prolonging of the aperiodic energy of a fricative so that it extends across the lingual articulation of the vowel. Articulatorily, maintenance of turbulent airflow is facilitated by narrowing the vocal tract. A key difference between [ʃ] and [ɸ] is vocal tract width, i.e. cross-sectional area. Since [ʃ] has a constriction in the vocal tract, it naturally conditions a narrow channel that facilitates prolonged turbulent airflow. This is not the case for [ɸ]. Since there is no oral constriction, it is naturally more difficult to sustain turbulent airflow. Specifically, the amount of airflow needed to generate turbulence is a function of the width of the channel, so narrowing the channel means that turbulence can be achieved with less airflow.

Raising the tongue dorsum for [u] narrows the vocal tract and therefore facilitates devoicing, when devoicing is generated from the prolongation of aperiodic energy. Such facilitation is likely more helpful in the environment following [ɸ] than in the environment following [ʃ], since [ʃ] already has a lingual constriction. Speakers may be less likely to delete [u] following [ɸ] (compared with [ʃ]) because deletion actually makes it harder to maintain devoicing.

6 Conclusions

Despite extensive past research on high vowel devoicing in Japanese, one issue that has remained open is whether the devoiced vowels are phonologically deleted or not. Following a previous study on this topic (Shaw and Kawahara 2018b), the current EMA-based experiment explored this question with an extended stimulus
set, and with a new hypothesis that surrounding consonantal environments may modulate deletion probability. The current experiment replicated the core findings of Shaw and Kawahara (2018b); there was a bimodal distribution in deletion probabilities for devoiced [u], with one mode representing vowels that fully retained their articulatory target and the other representing a linear tongue dorsum trajectory between flanking vowels.

The lack of a tongue dorsum height target, if it is due to vowel deletion, will presumably have phonological consequences for the language, including, at least, syllabification and syllable-based phonological patterns, e.g. accent placement and truncation patterns (as reviewed in the introduction). However, such evidence has not yet been identified. This could be for a number of reasons. The vowel may be retained, even if it lacks a tongue dorsum height target, affecting the phonetics in other dimensions. Possibilities include duration, lip movements, and the relative timing of flanking gestures. Alternatively, the vowel may be deleted while higher level prosodic structure, including moras and syllables, are retained, a possibility explored in Kawahara and Shaw (2018).

Additionally, the current experiment found an effect of fricative place of articulation on deletion probability—more deletion following [ʃ] than [ɸ]—and individual differences in sensitivity to surrounding consonantal environments. These results are of descriptive importance, as we still know very little about the factors that condition variable phonological deletion of devoiced vowels in Japanese or, for that matter, any other languages that exhibit vowel devoicing. The current results highlight the importance of examining such behavior both within- and across-speakers, as sensitivity to phonological factors may also vary within a speech community.
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