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Abstract. We present a high-order discontinuous Galerkin (DG) method for the time
domain Maxwell's equations in three-dimensional heteroge neous media. New hier-
archical orthonormal basis functions on unstructured tetr ahedral meshes are used for
spatial discretization while Runge-Kutta methods for time  discretization. A uniaxial
perfectly matched layer (UPML) is employed to terminate the computational domain.
Exponential convergence with respect to the order of the basis functions is observed
and large parallel speedup is obtained for a plane-wave scattering model. The rapid
decay of the out-going wave in the UPML is shown in a dipole rad iation simulation.
Moreover, the low frequency electromagnetic elds excited by a horizontal electric
dipole (HED) and a vertical magnetic dipole (VMD) over a laye red conductive half-
space and a high frequency ground penetrating radar (GPR) detection for an under-
ground structure are investigated, showing the high accura cy and broadband simula-
tion capability of the proposed method.

AMS subiject classi cations : 65N30, 65F35, 65F15

Key words : Maxwell's equations, time domain, discontinuous Galerki n method, orthonormal
polynomial basis functions, tetrahedral elements, UPML, p arallelization.

1 Introduction

Numerical simulations of electromagnetic (EM) eld have been widely used for under-
standing various EM phenomena and assisting the developmen t of new technologies in
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areas such as electronic devices and advanced material degjn, optics, telecommunica-
tion, radar, geosciences, among many others, ranging from nano-structure to planet scale
(e.g. [10, 14, 16, 23, 25, 35]). Finite element (FE) and nite dfference (FD) methods have
been popular numerical techniques in time domain EM eld simu lations (e.g. [11,27]) for
decades. Both structured and unstructured meshes can be usel for FE methods, allowing
simulations in highly heterogeneous media and extremely co mplicated models. How-
ever, conventional nodal FE methods have dif culty handling the discontinuity of the
EM eld across the material interface, thereby unable to solv e the rst-order Maxwell's
equations in heterogeneous media directly [11]. Vector FE methods are designed to cope
with the discontinuous condition of the eld, but traditiona | high order Nédélec vector
basis functions [21] are not hierarchical and their impleme ntation is more complicated.
Though recent hierarchical version of Nédélec elements have been developed [33]. As
to FD methods, such as Yee scheme [34], one of the major advardges is their straight-
forward implementation, but the use of cartesian grids grea tly restricts their geometrical
adaptability. Recently, discontinuous Galerkin methods ( DGMSs) are gaining popularity
as an attractive numerical simulation tool, which not only p ossesses the exibility to var-
ious problems and higher numerical accuracy and stability, but also has the capability to
speedup the simulation with its intrinsic parallelism.

Reed and Hill [22] rstintroduced the DGM for solving linearn  eutron transport equa-
tions in 1973. Cockburn et al. [3—6] established the framework for DGMs to solve nonlin-
ear time domain problems and DGMs have gained its recognition in diverse research ar-
eas later on. As a class of FE methods, DGMs adopt nite-element type meshes for spatial
discretization and inherit the high geometrical adaptabil ity of FE. Moreover, they allow
the solutions to be discontinuous across the element interface by using discontinuous ba-
sis functions over the elements and de ning numerical uxesi n the element interfaces,
which differs from traditional continuous nodal FE methods . The local basis functions
over one element are completely independent of those in neig hboring elements, which
offers inherent parallelism and allows the use of non-confo rming meshes. There has been
increasing researches on EM simulations using DGMs. Warburt on [28] reported the use
of DGM with polymorphic hp- nite elements for the EM scatteri  ng problem. Kopriva
et al. [15] implemented a collocation form DG algorithm with  non-conforming grids for
scattering problems. Lu et al. [20] developed a DG scheme to solve the Maxwell's equa-
tions in 2-D dispersive and lossy media. Kabakian et al. [12] e mployed the DG method
for broadband EM scattering simulation. Dolean et al. [7] ad opted an implicit time inte-
gration scheme in DGM for EM simulation. Li et al. solved the Ma xwell's equations using
an implicit leap-frog DG method [17] and they further extend ed the leap-frog scheme to a
nodal DGM [18]. Xie et al. proposed a space-time DGM for solvi ng Maxwell's equations
in free space [30] and applied the method to the simulation of meta-materials [31].

In this paper, we present a high-order DGM, with a recently dev eloped orthogonal
polynomial basis [32] over tetrahedral elements, for solvi ng the time domain Maxwell's
equations in three-dimensional heterogeneous media. The hierarchical orthonormal basis
functions are chosen for spatial discretization not only fo r their high-order accuracy but
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also their reduced computational complexity due to the hier archical and orthonormal
properties and well-conditioned stiffness matrices. Rung e-Kutta methods are employed
for time discretization. A uniaxial perfectly matched laye r (UPML) [8, 24] is used for
truncating the computational domain and reducing the re ec tion error from the arti cial
boundary. The Maxwell's equations in UPML region are derived b y means of an auxiliary
differential equation (ADE) method. To fully exploitthe ad vantages of the DGM, we have
implemented the DG algorithm in parallel.

The rest of the paper is organized as follows. In Section 2, we introduce the Maxwell's
equations in physical and UPML regions. With the Maxwell's equ ations in a conservative
form, the detailed implementation of the time domain DG sche me will be demonstrated.
Tests on convergence, UPML performance and parallel ef ciency are conducted in Sec-
tion 3. These tests are carried out using a plane-wave scatteging model and a dipole
radiation model. In Section 4, the EM responses of a horizontal electric dipole (HED) [2]
and a vertical magnetic dipole (VMD) to a conductive half-spa ce are simulated and the
results are compared well with the quasi-static solutions. A ground penetrating radar
simulation is also conducted and the result is shown in Secti on 5. Finally, a conclusion
and discussion on future work are given in Section 6.

2 Discontinuous Galerkin method

2.1 Governing equations

The transient EM eld is governed by the time domain Maxwell's e quations

r H:sE+e11TT—ItE+Je, (2.1a)
r E= m'l%—': Jm, (2.1b)

where s = s(r), e= e(r) and m= n{(r) are the spatial distribution of conductivity, permit-
tivity and permeability, respectively, and Je and J, are the external electric and magnetic
sources.

For the radiation and scattering problems to be considered i n this paper, a truncation
to the in nite physical domain and a proper treatment to the ar ti cial boundary are re-
quired. We place a UPML outside the region of interest to perfo rm the truncation. The
non-physical material in UPML is designed to meet the followi ng requirement: (1) no re-
ection is caused when the EM wave impinges the interface bet ween the physical domain
and the UPML,; (2) the out-going wave decays rapidly in UPML and ( 3) the absorption of
the out-going wave is independent of incident angles. Howev er, the use of UPML leads
to a frequency-dependent constitutive relation. By introd ucing the auxiliary variables
P, Q, R and T, we can decouple the frequency dependency and obtain the following
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modi ed Maxwell's equations in UPML region (see Appendix A)
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In fact, (2.2) is a uni ed formulation of Maxwell's equations f or both conductive media
and UPML region, but for the purpose of saving memory and impro ving computation
ef ciency, we apply equation (2.1) and (2.2) in physical doma in and UPML region sepa-
rately.

2.2 Discontinuous Galerkin method with orthogonal tetrahe  dral basis

2.2.1 Weak form solution
Firstly, we rewrite (2.1) in the following conservative for m [2]

Tu _
ﬂ+ r F=s, (2.3)
where u= (eE,nH)" and
1 1 1
r F= —f+ g+ "h, 2.4
fix ﬂyg 1z (.4)
with I I I
£ H gy H 2 H
f= R , g= ~ , h= . , (2.5)
X E Vv E z E

X,y and z being the x, y and z direction unit vector, respectively. The source term sreads

s= SE % (2.6)
Im
Let Ty, be a discretization of the solution domain W. For each elementK 2Ty, s, eand m
are assumed to be constant. A nite dimensional space of smoot h function de ned on

the element K by P (K) is chosen to approximate the variables u. Set

Vhi= v2L%(W):vjk 2P (K) 8K2T, , (2.7)



J. Yang, W. Cai and X. Wu / Commun. Comput. Phys., 21(2017), pp. 1065-1089 1069

and let u,=( eEn,mHp) T, which belongs to the nite element space

vei= }/h Vh{z VP, (2.8)
6

be the approximate solution to u, then uy, is required to satisfy the following weak form:
foreachK2Ty, 8f ,2P (K),

z z | z

TUhe gws  F(up) r fadWe h(u ut)fpdGs s dW, (2.9)
kK it K K K
where the numerical ux h(u ,u*) is an approximation to the exact ux n F(u) on the
surface JK of element K and n is the unit outward normal vector of the element boundary.
The numerical ux is de ned as

0 1
! 0 (ZH+n E) (ZH n EBE)*

+~_ N H _% Z +Z* §
h(u uh)= n E (YE n H) +(YE+n H)*#A’ (2.10)
Y +Y*

which is determined by solving the 1D Riemann problem with re spect to u [20]. The
superscripts  and + in (2.10) denote the interior and exteriobs&es of element K. The
local impedance Z and admittance Y aredenedas Z=1/Y=" nle

2.2.2 Orthogonal tetrahedral basis

In this paper we will apply our recently developed high order hierarchical basis functions
over tetrahedral elements to (2.7). The general form of the orthogonal polynomial basis
is given as follows [2, 32].

ForO i,j,ki+j+k p,

fix=1(1 %1 x h)k

(2j+ 2k+ 2,0) (k+1,0 2h (0,0 2z
P (2x 1P i LR ot (2.11)

where | = P (2k+ 1)(2)+ 2k+ 2)(2i+ 2j+ 2k+ 3) and Pi(a’b)(x) is the i-th order Jacobi poly-
nomial. The advantages of these basis functions are that: (J) it is easy to make high order
interpolation; (2) the mass matrix is an identity; (3) the st iffness matrix remains well-
conditioned for high order basis functions.

The following lists the explicit basis functions from zerot h to fourth order de ned
over the reference tetrahedron (Fig. 1(b)).
1. Zeroth-order:

f 0,0,0— P 6 (212)
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2. First-order (in addition to the zeroth-order bases):
froo= T0( 1+4x),
fo10= Zp 5( 1+ x+ 3h),
fo01= 2 15( 1+ x+ h+22). (2.13)
3. Second-order (in addition to the rst-order bases):
f 200= PTa1 100+ 15¢ ,
fo.20= P 42 ( 1+ x)%+8( 1+ x)h+10h? ,
fo0,02= P 210 ( 1+ x+h)2+6( 1+ x+ h)z+ 622 ,
f110= 2p 7( 1+ 6x)( 1+ x+ 3h),
f101= zp 21( 1+ 6x)( 1+ x+ h+ 22),
fo11=8 14( 1+x+5h)( 1+x+h+2z). (2.14)
4. Third-order (in addition to the second-order bases):
f300= 3 1418 632+ 56¢ ,
fo30™ 6p 2 ( 1+ x)%+ 15 1+ x)%h+45( 1+ x)h?+35h°% |
f003=6 14( 1+x+h+2z) ( 1+x+h)?+10( 1+x+h)z+102? ,
fo10=6( 1+x+3h) 1 14x+28° ,
f201= 6IO 3( 1+x+h+2z) 1 14x+28¢ |
fo21= 6IO 6( 1+x+h+2z) ( 1+x)%+12( 1+x)h+21h? |
f120= 3p 6( 1+8x) ( 1+x)?+8( 1+x)h+10n? ,
f102=3 30( 1+8x) ( 1+x+h)2+6( 1+x+h)z+67% ,
fo12=6 10( 1+x+7h) ( 1+x+h)2+6( 1+x+h)z+ 622,
f111= 9p E( 1+ 8x)( 1+ x+5h)( 1+ x+ h+2z2). (2.15)

5. Fourth-order (in addition to the third-order bases):

f 400= P35 1 26x+ 168¢ 336¢+ 2104 , _
f 0.4.0= P mh( 1+ x)4+ 24( 1+ x)%h+ 126 1+ x)%h2+ 224 1+ x)h3+ 126h4I ,
f 0.04= 3p ﬁ)h( 1+ x+ h)*+20( 1+ x+ h)3z _

+90( 1+ x+ h)?z%+ 140( 1+ x+ h)Z3+ 7024I ,
f310= 2 11( 1+x+3h)  1+24x 1083+ 120¢
f301=2 33( 1+x+h+2z) 1+24x 1083+ 120¢ ,
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fo31= P 330 1+ x+h+2z) ( 1+ x)3+21( 1+ x)%h+84( 1+ x)h®+ 84h°® |

fo13= P 770( 1+ x+9h) ( 1+x+h)3+12( 1+ x+h)?z+30( 1+ x+h)z>+ 202° |

f130= zp 22( 1+10x) ( 1+ x)3+ 15 1+x)%h+ 45 1+ x)h?+ 35h% |

f103=2 154 1+10x) ( 1+x+h)3+12( 1+ x+h)%z+30( 1+ x+ h)z?+20z° ,

f220= P 66 1 18x+ 45x° ( 1+ x)2+ 8( 1+ x)h+ 10n?

f202= P 330 1 18x+45x% ( 1+x+h)2+6( 1+x+h)z+622 ,

fo22= 5IO 22 ( 1+x)°+16( 1+x)h+36h% ( 1+x+h)2+6( 1+x+h)z+ 622 ,

f211= 3IO 22( 1+ x+h+2z)( 1+x+5h) 1 18+ 45¢% ,

f121= Zp 66( 1+ 10x)( 1+ x+h+2z) ( 1+x)%2+12 1+ x)h+21h?

f112=2 110( 1+10q)( 1+x+7h) ( 1+ x+h)?+6( 1+x+h)z+ 62 . (2.16)
2.2.3 Spatial discretization

Given a set of basis functionsf (r) 2P (K), E and H can be represented as
8

N
2 E(n)= & e, (01 (0= elf,
J_Nl x;= x,y or zfori=1,2 or 3, (2.17)
2 Ha(n)= & hy (01 ()= hIE,

=1

where f =(f1,f2 ,fn)T will be the N basis functions de ned in (2.11), and ey, =
(81,802 &) and hy,=(hy 1,hx2 ,hx )T are the time-dependent unknown co-
ef cients to be solved. Substituting uy, in (2.9) with (2.17), we obtain

M%ze 1(szhy Syhz+fQ sMeyx j3),
dey 1 h i€

M= e (Sxhz Szhy+f) sMey j9),

M%:e 1(Syhx thy+f2 sMe, jg)'
cm (2.18)
dhy 1 e im

MT: m (Sxez Szex+fy+1y)-

M%: m '(Syex  Sxey+ f5+j7).

In order to keep the equations concise, we have introduced to (2.18) the local mass
matrix Z
M= fi(nf(r)aw, (2.19)
K
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and the local stiffness matrices
Z
I L
Sxi,jk = —(r)f k(l’)dW. (2.20)
K ﬂx|

The numerical uxes are calculated as following,

m

fe=a Mgfy +MSfy (2.21)
Sl
m

fi=4& Mgfh +MLfR | (2.22)
=1

where m is the number of facets in the element. The interior and exter ior surface mass
matrices of the "-th facet are

Z
Mg = Tilr )Tw(r )dG (2.23)
and the uxes 1
f€ = —— n (Yek n hk)
k + )
Y -;Y (2.24)
h _
fi =57+ (Zhy n e .
The external source terms are calculated as
Z Z
B= FfdwW, = Jnf dw (2.25)
K K

Radiation of electric and magnetic dipoles, long current wi res and loops with arbitrary
shape can be simulated using (2.25). For equations (2.2) in WPPML region, their weak
form formulations are similar to (2.9) for each variable exc ept for one more matrix type,
the lossy mass matrices, 7

MS 4= K%f if kAW, (2.26)
The UPML lossessy, are set to be of a polynomial pro le as given in [8].

Since unstructured tetrahedral meshes are employed for the discretization of the
physical and UPML region and the orthonormal basis functions are de ned on the refer-
ence tetrahedral element, a mapping from the physical domai n to the reference domain
is required for the calculation of the local matrices M, S, Ms and M$.. The mapping
between any tetrahedron Tp in the physical domain and the standard element Tg in the
reference domain with coordinate ( x, h, z) (Fig. 1) is done via the following transforma-
tion 8
2Xx=(1 x h z)xg+ xxp+ hxz+ zxa,

S ¥Y=(1 x h 2)yi+xya+ hys+ zy,, (2.27)
z=(1 x h 2)zy3+ xzp+ hzz+ zz4,
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(b)

Figure 1: Mapping between (a) the physical elemefi and (b) the standard reference elemenky with vertices
Rlz( Oroxg, R2:( 1101Qy R3:( 0,1,@ and R4:( 0,0,J).

where (X, Vi, z) is the i-th vertex P, of Tp in the physical domain. With the transformation
(2.27), we can derive the following relations

dxdydz= Jddhdz, (2.28)
where Jis the determinant of the transformation Jacobian,

= TIx.y.2)

= xhz) (2.29)

and
ﬂ_ﬂﬂx+ﬂﬂh+ﬂﬂ2

™ TxTx Thix 1z
The local matrices M, Sy, Mgand M f(i then can be calculated in advance and we use the
Keast quadrature rules over the reference tetrahedron [13] for the calculation.

(2.30)

2.3 Time discretization

Runge-Kutta methods are applied to the ODEs (2.18) for time di scretization. The time
step Dt is subject to the following convergence criteria

Dt aCFL—, (2.31)
max

where Dpin is the minimum grid spacing in the tetrahedral meshes and Vmax =
1/ €min Mhin IS the maximum speed of the EM wave in the media. The CFL condit ion
typically takes the value 1/ (2p+ 1) for the p-th order polynomial and a is an empirical
coef cient. Itis clear that, unlike the FD and FE methods, no g lobal matrix is assembled
in the Runge-Kutta DG scheme and equations (2.18) is evaluated within each tetrahedral
element. Therefore, the DG algorithm can be implemented in p arallel at element level.
OpenMP library is applied in our C++ code for the parallelizat ion.
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3 Convergence test, UPML absorption and parallel performan ce

3.1 Convergence test

As shown in Fig. 2(a), a plane-wave scattering model, in whic h a spherical dielectric scat-
terer is placed at the center and illuminated by a time-harmo nic plane wave, is designed
to test the convergence of the numerical solutions with resp ect to the order of basis func-
tions (p-version convergence). To simulate the scattered eld by the scatterer, total- eld
(TF) formulation is used in the scatterer while scattered- e Id (SF) formulation is applied
in other regions. The idea of TF/SF formulation is that the to tal EM eld can be splitinto
incident and scattered elds, based on the linearity of Maxwel I's equations [11,27]. The
scattering problem then can be written in mathematical form as

8 .
ES _ s TE

%e—t—r H°+ (e e)ﬁ, |

HS THT  in W,
; Mgt Emomg T
g E%jt=0= E3, H%j=0= H3, 3.1)

. .
%eg=r HE,

t .

E ‘IT:T': -r E in Wy,

" E'j=0= E;,  H'ji=0=Hy,

where the superscripts s, i and t stand for the scattered, incident and total elds, respec-
tively. The initial scattered eld (E5,HJ) and total eld E§,H} can be approximated by

UPML

Q Receiver

£ Mo (0.2,0,0.2)
—_—
e —
—_—

1 05 0 05 1
x (m)

@) (b)

Figure 2: (a) Schematic illustration of a plane wave model thi a single spherical scatterer. The scatterer,
centered at(0,0,0, has a radius of 0.5m. The thickness of the UPML is 0.25m. (b) &hes of the model.
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the Mie theory [1] in frequency domain. For the purpose of conv ergence test, Mie solu-
tion is not used in this simulation. Instead, we set the physi cal property of the scatterer
in Fig. 2(a) the same as that of the outer free space, which means that the scatterer is com-
pletely transparent to any incident waves. Consequently, t he initial conditions in (3.1)
become

ES 0 E} =N
= , = ) (32)
H3 w, O Ho w, Ho

where Ej and H}) are the initial incident waves and the exact total- eld solut ion of (3.1)
becomes the incident eld itself. It will then be convenientt o analyze the convergence
of our DG solution. To simplify the model, we let ey= my= 1.0 and a normalized time-
harmonic plane wave

E'= Egco(k r wt), H'=Hgcos(k r wt), (3.3)

with Eog=(0,1,0 and Ho=(0,0,) is chosen as the incident eld, where k is the wave
vector and r the location vector. The meshes of the computational domain are generated
by Gmsh [9], a non-commercial mesh generator. A total of 12,605 tetrahedral elements
are generated with mesh size of around 0.15m (Fig. 2b). We corduct the numerical test
with the hierarchical orthonormal basis functions from ord er 1 to 4 with the fourth-order
Runge-Kutta method for the time marching.

The simulation results at the receiver (0.2,0,0.2 are compared with the analytic so-
lution (Fig. 3). Itis clear that the numerical solutions wit h second or higher order basis
functions t well with the exact solution while obvious devia tions appear after 200 time
steps in the solutions with the rst-order basis functions. T he L2-norm error at the nal
time step (Fig. 4) shows that our DG solutions converge expon entially with respect to the
order of the basis functions for both electric and magnetic e Ids. Moreover, the L2-norm
errors indicate that the accuracy of the DG solutions is clos e to order k+ 1 when k-th order
basis functions are applied in the simulation.

3.2 Performance of the UPML

In the following, we simulate the radiation of an x-directed HED to demonstrate the
absorption of the UPML to the out-going wave. The HED is placed at the center of a
1.3m 1.3m 1.3m cube and the thickness of the UPML is 0.35m. The second deivative
of Gaussian window is chosen as the source pulse, i.e.

2 ttg 2

Mr)=dr r)Se W og=dr ro)jet), (3.9)

—e
dt2
where tg and tq are the peak time and decay time of the Gaussian pulse, respedively.

Since the source pulse is a Dirac delta function in space, with the sifting property of the
delta function, the discretization of the source term (2.25) reads

ik= je()f k(x(ro),h(ro),z(ro)) (3.5)
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Figure 3: Numerical and analyticey and H, components at receiver.
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Figure 4: L2-norm error of Ey and H, components.
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if ro2 K, otherwise, j.= 0.

The permittivity and permeability of the free space are sett o be 1.0, the same as in
Section 3.1, andty = 0.1s, tg = 5t4. A non-UPML model, in which the UPML region is
replaced with free space, is also simulated and both simulat ion results at receiver point
(0.5,0.5,0 are compared with the analytic solutions (Fig. 5). Signi can t arti cial re ection
appears after the main pulse passes in the non-UPML solutions while the solutions in
the UPML model are consistent with the analytic solutions and no obvious re ection is
shown. The snapshots in the horizontal plane z= 0 (Fig. 6) show a clearer image of the
absorption. For the PEC boundary condition, the boundary ne eds to be placed far enough
away from the source to obtain expected accuracy which will i ncrease the computational
cost. By using UPML, the computational domain can be shrunk gr eatly while the high
accuracy of the numerical solution is maintained.

5 _
] Analytic
P e PML model |
44444444444444444 Non-PML model
.. 0
Lu «
1 4 i
24 K
T T T T T I
0 2000 4000 6000
Numbers of time step
- _
) Analytic
4 - PML model
54 4y Non-PML model | [
w0
T
1.5 1 '
-3 4 i
t T T T T T
0 2000 4000 6000

Numbers of time step

Figure 5: Ey and H; components in UPML and non-UPML models compared with analgtsolution.

3.3 Parallel performance

The parallel performance of the DG algorithm is tested in the simulation of the plane-

wave scattering model in Section 3.1 on a workstation with 16 Xeon E5 cores at 3.1 GHz.
Second-order basis functions are used in the test. Obviously, the speedup increases al-
most linearly with respect to the number of cores used (Fig. 7), which demonstrates
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Figure 6: Snapshots oH; in the horizontal planez= 0 in UPML model (a)-(d) and non-UPML model (e)-(h)
at 0.85s, 1.05s, 1.45s and 1.75s. The dotted squares in (a)}(are the interfaces between the UPML and the
physical domain and no UPML is set in (e)-(h).
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Figure 7: Run time and speedup versus the number of cores fargllel computation.

the superior parallel performance of the DG algorithm. A sli ght drop in parallel ef -
ciency with increasing number of cores is observed and this d rop results from overhead
of threads startup, scheduling, synchronizing and other fa ctors which are unavoidable
in large-scale high performance computing. Compared with o ther numerical methods,
however, parallelization can be implemented in a much simpl er way. No reorganization
of the data or algorithm structure is required and no data exc hange is needed among the
threads and thus the parallel optimization is much easier.
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4 Transient waves excited by dipole sources over conductive
half-space

Low frequency transients propagating in the earth media hav e been widely used in engi-
neering survey, solid mineral prospecting, oil and gas expl oration and other geophysical
applications [26] as they carry underground information. | n this section, we simulate the
transients in a homogeneous half-space model excited by an HED and a VMD and com-
pare the results with quasi-static approximation solution s, in which the displacement cur-
rent e% in (2.1) is ignored and a diffusive system is solved, instead . The computational
domain is set to be a 600n 600m 600m cube, centered at the origin and surrounded
by a 100-meter-thick UPML (Fig. 8). The conductivities of the air and the earth layer are
0S/m and 0.01S/m, respectively. For an x-directed HED place d in the air-earth inter-
face at (0,0,0) with a step function used as the source pulse,the quasi-static solutions at
receiver point (x,y,0) on the surface of the earth layer are given as [29]

Pe 2 2.2 3x2
= o513 1+ p?qre ar erf(gr)+ 7 4.1)
Pey 3 r2 3 3r 22
Ho=2°22 Z4+ _ = ef —e 7 4.2
27 2prd 49 2 4q erfe(ar) Epﬁe (4.2)
while for a VMD with a turn-off step pulse, the quasi-static so lutions are given as [29]
— pm y 2 2.2 q2[.2
-_— - + .
Ex 2ps 15 3erf(qr) p?qr(B 20°r%)e , (4.3)
_ Pm 9 1 9 2,2
2= 213 Werf(qrﬁ erfc(qr) p? a+ 4gr e 97 (4.4)
UPML
Air
0=0 S/m
£=1.0
u=1.0
Dipole source
Earth
6=0.01 S/m
£=1.0
H=1.0
-300 ‘ -ZE)O ' -1I00‘ t') ' 1(I)0 ‘ 2(')0 ' 300
x (m)

Figure 8: Schematic illustration of a conductive layered gh model.



1080 J. Yang, W. Cai and X. Wu / Commun. Comput. Phys., 21 (2017), pp. 1065-1089

where q= P mg (4t). The electric and magnetic dipole moments are de ned as pe= IdI
and pn= lds, respectively, where | is the current strength, dl and dsthe length of the HED
and the area of the VMD. Functions erf (x) and erfc(x)= 1 erf(x) are the error function
and complementary error function, respectively. The turn- on step pulse for the HED is
de ned as (

1, t O,
Je(r,t)= d(r)X 4.5
()= dnx o (4.5)
The turn-off step pulse for the VMD is de ned as
Jn(r,t)= zd(r)d(t), (4.6)

where d(t) is the Dirac delta function. A normalized Blackman-Harris w indow [19] is
used to approximate d(t) in the simulation, which reads

81 3 2kpt
2—é_akcos—p , 0t to

b(t)=_ a0, to (4.7)
"0, otherwise,

with ap= 0.353222222a = 0.488,a= 0.145 andag= 0.010222222.

The numerical solutions of both HED and VMD at receiver point  (0,100,0Q are in good
agreement with the quasi-static solutions (Fig. 9 and Fig. 10). The relative errors of the DG
solutions in both cases are less than 1.2% throughout the whole 100,000 time steps with a
time interval dt= 0.6ns, which certi es the stability and accuracy of the Runge-Kutta DG
scheme. The spatial contours of the transients in the vertical plane y= 0 att = 48ms are
also plotted and shown in Fig. 11. The symmetry of the electri ¢ and magnetic solutions
in the vertical plane is preserved even to the region where th e transients are of extreme
small magnitude (around 10 10), which indicates that the DGM with high-order basis
functions is able to resolve very well the propagating patte rn of low-frequency transients.
We need to point out that the dipole sources are not placed rig ht at the center of the
computational domain (0,0,0 but at (1.5,1.0, 0.05 so as to keep the dipoles away from
the element interface, which may explain the minor deviatio n from symmetry near the
northeast corner in the log,,(jExj) HED plot (Fig. 11). The contour plots also shows
that the propagating pattern of the late-time transients ar e quite different from the early-
time ones (Fig. 6) because the displacement current is neglgible at late time, compared
with the conduction current, and the EM eld falls into low fre  quency regime, which is
diffusion-dominated and the quasi-static approximation ¢ an be used as a good reference
solution for our simulation.

5 A ground penetrating radar (GPR) simulation

In this GPR simulation, the parameters of the model are shown in Fig. 12(a). A xed-
offset moving array is adopted for the underground survey. N amely, the source and
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Figure 9: Numerical and quasi-static solutions (a)-(b) ofmHED over a conductive half-space and the corre-
sponding relative errors (c)-(d) at receiver poin{0,100,0.
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Figure 10: Numerical and quasi-static solutions (a)-(b) of VMD over a conductive half-space and the corre-
sponding relative errors (c)-(d) at receiver poin{0,100,0.

receiver move in the same direction simultaneously with a xe d offset. The source ex-
cites transients at ( 2.2+ 0.1 i,0,0.09m and the receiver records the signals at ( 1.8+

0.1 i,0,0.09m at the same time, where i = 0,1,

,40. The recording point is set in the

middle between the source and the receiver, ( 2.0+ 0.1 i,0,0.09m. A y-directed HED
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Figure 11: Contour plots of the transients excited by the xigcted HED (a)-(b) and the VMD (c)-(d) in the
vertical planey= 0 at time t= 40.32vs. The dotted lines are the air-earth interface.
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Figure 12: (a) Schematic illustration of a GPR survey on a cductive half-space with an air void. The o set
between the source and receiver &4m. The air void, centered at(0,0, 1), is an ellipsoid witha= b= 0.5m
and c= 0.25n. (b) Meshes of the model. Local re nement is done in the vitity of the survey line and the air
void.
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Figure 13: Normalized radargrams of the electric (left) anchagnetic (right) elds excited by an HED over an
air void in a conductive half-space.

with a differentiated Blackman-Harris pulse [19] centered at f.= 155MHz is used as the
source pulse and time series of (Ey,H,) are collected at the receiver with time interval
dt=6 10 3ns. Due to the attenuation of the conductive earth to the transi ents, the re-
ection from the air void is too weak, compared with the surfa ce re ection, and we need
to normalize the EM elds re ected from the earth surface and t he air void, separately.
Let E® and E! be the electric elds excited by the y-directed HED in free space and in
conductive half-space, respectively. The former can be cakulated analytically and the
latter requires a 3D DG simulation. We rst subtract E° from the recorded total electric
eld E!inthe air void model to obtain the scattered eld re ected fro m the earth surface
ESL. Then, ES! is normalized by max (JES!j). The scattered eld re ected from the air void
ES? is obtained by subtracting E! from the total eld E!' and normalized by max (jJE%%).
Finally, the normalized scattered eld ESis calculated asES= ES'+ aES?, where a is a posi-
tive constant less than 1.0, indicating a decay in depth. The same procedure is applied to
the magnetic eld and the normalized scattered elds are shown in the radargrams using
wiggle plot, in which the horizontal axis represents the rec ording positions and the ver-
tical axis is the arrival time (Fig. 13). The radargrams show clearly the surface re ections
at early time (2 10ns) and the re ections from the air void arrive at the receiver s oon
after the surface re ection. The re ections imply that the m agnetic eld may not be as
sensitive as the electric eld to the underground air void.

6 Conclusion

We have developed a parallel high-order DG algorithm with hi  gh order orthogonal tetra-
hedral polynomial basis for solving Maxwell's equations in h eterogeneous media. Due
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to the orthonormal property of the hierarchical basis funct ions, the mass matrix be-
comes an identity and the stiffness matrix maintains well-c onditioned for high-order ba-
sis functions. Moreover, it is much easier to implement the p-version DG algorithm to
achieve an exponential convergence with hierarchical basis functions. Although the use
of UPML produces new unknowns to Maxwell's equations, it reduc es the computational
domain greatly and absorbs the out-going wave ef ciently. Bo th plane-wave scattering
and dipole radiation in dielectric and conductive media can be simulated using our DG
algorithm.

Future work will include extending our 3-D DG methods to hand le dispersive
medium as required for a more realistic simulation of the GPR problem.
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Appendix

A Unied formulation of Maxwell's equations in conductive
media and UPML region

Freguency domain Maxwell's equations can be written in a gene ral form in source-free
conductive media and UPMLSs as [8, 24]

r  H=(s+iwe)eE, (A.1a)
r E= jwnmH, (A.1b)
where 0 % ; ; 1
:rﬁ—%} 0 ?SX 0 E (A.2)
0 Sy
with

sy, = 1+ :ve , Xi=x,yorz for i=1,20r3. (A.3)
0
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The lossessy, can be set to be polynomial pro les along the corresponding di rections in

UPML region and equation (A.1) will change to normal Maxwell's

equations in conduc-

tive media when s, is set to be zero. We rewrite equation (A.1a) in scalar form as

. H, TH
(s+iwe) SySXSZ E,= ﬂﬂyz ﬂﬂzy,

. S;Sx _ MHx TH:
(s+iwe) Ey= Tz o

_ Hy fH
(s+iwe) SXSZS" E,= ﬂﬂxy ﬂﬂyx.

In order to derive the time domain counterpart of equation (A
iliary variables

(A.4)
(A.5)
(A.6)

.4), we introduce two aux-

Px= 5yQx, (A.7)
Qx= %Ex, (A.8)
then (A.4) is rewritten as
. TH; ﬂHY
s+iwe)Py= —. A9
( ) Px v 9z (A.9)
By applying the inverse Fourier transformation, equation ( A.9) yields
TP« fH, 9YHy
e——+sP= —. A.10
Tty 1z (A.10)
Similarly, (A.7) and (A.8) in time domain become
TP« _ Qx , Sy
_ = + = .
TR TR (A.11)
1Qx | Sx TEx | Sz
+ —Qx= —+ —Ex. A.12
e gt o Ex (A12)

Itis clear that, in order to decouple the frequency-depende ntconstitutive relation in (A.4),
the equation is expanded to three equations (A.10)-(A.12) in time domain by means of the

auxiliary variables. Similarly, four auxiliary variables

(A.13)
(A.14)

(A.15)
(A.16)

1085
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are introduced to obtain the corresponding time domain form ulations to (A.5) and (A.6),
which read

Ry _ Hx TH;
eW+ sk = Tz o’ (A.17)
ﬂPy_ ﬂQy Sz
e T+ %Qy, (A.18)
1Qy sy . T sy
T e¥T R e A9
TP, gp,= THy  THx
eﬁ+ sh,= X W (A.20)
1P, _ Q2 , s«
ETaRi +5QZ, (A.21)
1Qz, sz~ _ TEz Sy

it Q= o+ B (A22)

For equation (A.1b), another six auxiliary variables
Rx=syTx, Tx= zHX'
Ry= 5Ty Ty= CHy (A.23)
Sy

R,= T, Tz= gHz.

are de ned to derive its time domain equations. With the same p rocedure as for equation
(A.1a), we obtain 9 more equations corresponding to (A.1b) i n time domain

TR TE. TE

T 'ﬂ—y e (A.24)
TRx _ TTx , Sy
. W+ QTX’ (A.25)
TTx , sxo _ THx s,
W-'- gTX— it + %Hx, (A26)
1Ry 9YE. 1E
e % a2
- W+ gTy, (A.28)
My, Sy _ THy s«
it + eOTy— it + eOHy, (A.29)
1R, _ TEy 9Ex
=2 = A.30
it > Ty ( )
TRz _ Tz Sxp (A.31)

Mt Mt e
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.,

qt

Sz THz ., Sy
= + 2H,, A.32
o N e (A.32)

Egs. (A.10)-(A.12), (A.17)-(A.22) and (A.24)-(A.32) are he uni ed Maxwell's equations in
conductive media and UPML region. We rewrite them in vector fo rm as

where

%: %r H %P, (A.33)
%z r—lnr E, (A.34)
%: ":T_?+ A;0Q, (A.35)
111_?: "111_} AT, (A.36)
1]”_?: %* AE ALQ, (A.37)
111_{: %* AsH AT, (A.38)
A= idiag(sy,sz,sx),
€

Ar= édiag(sx,sy,sz), (A.39)
Az= édiag(sz,sx,sy).

In order to implement time evaluation, we eliminate one of th e time derivative in
Egs. (A.35)-(A.38) using (A.33) and (A.34) and the uni ed Maxw ell's equations nally

become

—=Zr H
e

S
AE P (A1 AJQ,

E AsH (A1 AQT,

Sp,
e

s
—P AQ,
= 1Q

(A.40)

E AT,
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