Beyond the Crystallization Paradigm: Structure Determination from Diffraction Patterns from Ensembles of Randomly Oriented Particles
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We amplify on the principles of the method we have recently proposed for recovering an oversampled diffraction pattern of a single particle from measured diffraction patterns from multiple particles in orientations related by rotation about an axis parallel to the incident radiation. We propose an alternative method of phasing a reference resolution ring by means of a non-negativity constraint on the diffraction intensities, point out the need for caution about enantiomeric ambiguities in the reconstruction of a diffraction pattern from its angular correlations, and show that converged correlations may be deduced by appropriate averaging of even very noisy data.
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I. INTRODUCTION

In tribute to John Spence, the present paper is an attempt to clarify some of the principles of a method we have recently developed in collaboration with him on the extraction of structural information about a particle from diffraction patterns of randomly oriented copies.

As in our previous paper$^2$, we concentrate on a special case, where the particles are related by a random angle of rotation about an axis parallel to an incident x-ray beam. A possible application might be to the determination of the projected structure of membrane proteins situ, where at least for the so-called ion channel proteins, it may be argued that the different embedded molecules are likely to be related by just such rotations since their internal pores (ion channels) need to remain perpendicular to the membranes for their biological function.

For about a century, the foremost method for determining the atomic-scale structure of molecules has been x-ray crystallography. In this technique, x-rays are directed into a sample containing a large number of identical molecules periodically arranged in identical orientations in a crystal. The main problem with this method is that not all molecules of interest form crystals. This is particularly true of a certain class of biomolecules of particular importance to life, namely the so-called membrane proteins, which tend to be embedded in cell membranes and, for example, control the traffic of metal ions between the inside and outside of a living cell.

A particularly noteworthy example is the so-called K-channel protein, which controls the transmission of electrical signals between neighboring neurons in the process of neurotransmission. A crucial part of this process is the passage of K ions through cell membranes. This ionic transport happens through the central pore of the K-channel protein, seen in a projection perpendicular to it as a central hole (Fig. 1). This particular membrane protein was crystallized$^3$, and the elucidation of its crystallographic structure was recognised by the award of a Nobel Prize in 2003 to Roderick MacKinnon. The method we describe promises the possibility of structure determination of other membrane proteins which may not so easily be crystallized.

The method maintains the advantages of scattering from multiple copies of the molecule to reduce the flux on each molecule (thereby reducing radiation damage) in contrast to proposals for so-called “diffract-and-destroy” experiments on single molecules in a molecular beam and radiation from an x-ray free electron laser (XFEL)$^4$. In contrast to crystallography, the scattered radiation is not concentrated in Bragg spots, but forms a completely diffuse angular distribution. This actually helps the process of structure determination as the powerful methods of diffraction microscopy$^5$ may be brought to bear on the scattering distribution, enabling a reconstruction of a real-space image by an iterative algorithm that alternately satisfies constraints in real and reciprocal space. Of course, for a correlation function to be a useful quantity for the reconstruction of information about a single...
particle, pairs of photons contributing to the correlation function need to have scattered off the same particle. This limits the scattered intensities to which such methods are applicable to those which have at least two photons scattered per particle. However, this is not a serious limitation for protein structure determination by the proposed “diffract-and-destroy” experiment with XFEL radiation, as the best estimates (e.g., 6) for the number of detected photons per measured diffraction pattern from a typical protein are about 100.

The basic principles of reconstructing the diffraction pattern of a single particle from those of many identical ones related by rotation about an axis parallel to the incident beam are illustrated in Figs. 2 and 3. First consider, for the sake of illustration, a resolution ring containing just two prominent peaks, $a_1$ and $a_2$, of intensity value 1, with zero intensities elsewhere, as indicated in the outer rings in Fig. 2. Now consider another identical intensity distribution rotated relative to the original by an angle $\Delta \phi$, whose peaks are denoted by $a_1'$ and $a_2'$ on the inner rings of Fig. 2. The angular autocorrelation of the intensity of the original ring is obtained by treating each intensity distribution as a vector with the intensities of each pixel as its components and taking the scalar products of the two vectors as a function of $\Delta \phi$. Let us denote this function by $C_2(\Delta \phi)$. The values of $C_2$ are progressively generated as $\Delta \phi$ is varied, as may be seen in the right-hand columns of each panel. For each of the illustrated values of $\Delta \phi$ the values of $C_2$ are progressively 0, 1, 2, 1, 0.

Now consider the same resolution ring formed by simultaneous illumination of the same particle and a copy rotated relative to it by an arbitrary angle, $\psi$. The particle in the original orientation will give the same two (blue) peaks, denoted by $a_1$ and $a_2$ in Fig. 3. Its rotated copy will give rise to two identical peaks (red) rotated relative to those from the first particle, as denoted by $b_1$ and $b_2$. The inner rings contain copies of this intensity distribution rotated relative to this one by (a varying) angle $\Delta \phi$, with copies of the above peaks denoted by $a_1'$, $a_2'$, $b_1'$, and $b_2'$, respectively. Forming the autocorrelation of this more complicated intensity distribution yields that shown in the right-hand columns of the panels in Fig. 3. The value of $C_2$ corresponding to the value $\Delta \phi$ illustrated in panel 3(a) is zero, as in panel 2(a) as there is no overlap between any of the non-zero pixels in the two copies of the resolution ring intensity. The situation is different when non-zero pixels overlap. It will be seen that for the value of $\Delta \phi$ illustrated by panel 3(b), there are two overlaps of non-zero pixels, unlike the corresponding single-particle case (2(b)), where there is only one. From the other panels in Fig. 3, it will be seen that the values of $C_2$ in this case are progressively 0, 2, 4, 2, 0. Comparing with the $C_2$ distribution of Fig. 2 shows it to be identical to the former except for a multiplying factor of 2 (because of the double overlaps).

It is not hard to see that $N$ particles rotated relative to the first by different random angles will also give rise to

FIG. 2: Construction of the angular autocorrelation $C(\Delta \phi)$ of a single two-peak resolution ring of the diffraction pattern of a single particle, by multiplying by copies with varying relative angle $\Delta \phi$. 
FIG. 3: Same as Fig. 2 except that the resolution ring has contributions (blue and red) from two particles of random relative orientation. The autocorrelation $C_2(\Delta \phi)$ is the same as in Fig. 2 except scaled by a factor of 2.
The angular dependence of the remainder, \( I \), the correlation function, of the mean value \( q \) intensities over a particular resolution shell \( q \). However, this first impression is misleading. If one forms an angular pair correlation function, \( C_2(q, q'; \Delta \phi) \), from the measured data, where

\[
C_2(q, q'; \Delta \phi) = \frac{1}{N_\phi} \sum_j I'(q, \phi_j)I'(q', \phi_j + \Delta \phi)
\]

\( N_\phi \) is the number of azimuthal angles \( \phi_j \) at which the intensities are measured, the angular brackets denote an average over diffraction patterns (DP),

\[
I'(q, \phi_j) = I(q, \phi_j) - I_{SAXS}(q),
\]

\[
I'(q', \phi_j + \Delta \phi) = I(q', \phi_j + \Delta \phi) - I_{SAXS}(q'),
\]

and \( I_{SAXS}(q) \) is defined as the angular average of the intensities over a particular resolution shell \( q \). This subtraction of the mean value \( I_{SAXS}(q) \) exposes the strong angular dependence of the remainder, \( I' \). Consequently, the correlation function, \( C_2 \) acquires a strong dependence on \( \Delta \phi \). As a function of the angle \( \phi \), the diffraction pattern intensities on resolution ring \( q \) may be represented by the circular harmonic expansion

\[
I'(q, \phi) = \sum_{m \neq 0} I_m(q) \exp(i m \phi),
\]

the omission of the term \( m = 0 \) in the sum being due to the subtraction of the angular average (or SAXS) term. The corresponding intensity on resolution ring \( q' \) at angle \( \phi + \Delta \phi \) is likewise given by

\[
I'(q', \phi + \Delta \phi) = \sum_{m \neq 0} I_m(q') \exp(i m (\phi + \Delta \phi))
\]

Substituting (4) and (5) into

\[
C_2(q, q'; \Delta \phi) = \int I'(q, \phi)I'(q', \phi + \Delta \phi) d\phi
\]

its possible to show that\(^2\)

\[
C_2(q, q'; \Delta \phi) = N_p \sum_{m \neq 0} I_m(q)I_m(q') \exp(i m \Delta \phi).
\]

Since \( C_2(q, q'; \Delta \phi) \) is real, it is also equal to the complex conjugate of the RHS, and one may also write

\[
C_2(q, q'; \Delta \phi) = N_p \sum_{m \neq 0} I_m(q)I_m(q') \exp(-i m \Delta \phi).
\]

The angular Fourier transform

\[
B_M(q, q) = \frac{1}{N_\phi} \sum_{\Delta \phi} C_2(q, q, \Delta \phi)e^{\pm i M \Delta \phi}
\]

of the autocorrelation functions yield the square moduli \(|B_M(q)|^2\) (apart from a scaling factor of \( N_p \)) regardless of the sign of the exponent in (9). This is not true of the Fourier transforms of the cross-correlations \( C_2(q, q'; \phi) \) for \( q \neq q' \). As we will see, the values of these Fourier transforms do depend on the sign of the exponent in (9), a fact that has consequences for calculating the correct registries of the intensities of the different resolution rings \( q \), as we point out in subsection IID.

The result (9) is just an expression of the well-known result that the Fourier transform of an autocorrelation of a function is the square modulus of the Fourier transform of that function. The fact that there are contributions from \( N_p \) particles of random orientations just gives a scaling factor of \( N_p \) since the autocorrelations, averaged over many diffraction patterns, tend towards an orientationally independent quantity otherwise characteristic of a single particle. Thus, just taking the square roots of the quantities \( B_M(q, q) \) enables the determination of the magnitudes of the circular-harmonic expansion coefficients (up to an unimportant scaling factor) via

\[
|I_M(q)| \propto \sqrt{B_M(q, q)}
\]

The reconstruction of the intensity distribution of a single particle can then be performed via the equation

\[
I(q, \phi) = \sum_M I_M(q) \exp(i M \phi)
\]

where the \( I_M(q) \) are a set of complex coefficients. The moduli \(|I_M(q)|\) may be determined by the angular Fourier transforms (9), but a full determination of these coefficients requires a determination of their phases. Once a single particle diffraction pattern is reconstructed, the electron density of the identical objects giving rise to the composite diffraction pattern may be found if the second phase problem, namely that of finding the phases associated with the amplitudes of the single-particle diffraction pattern may be found.

Thus, the reconstruction of a single-particle diffraction pattern from its angular correlations bears a remarkable similarity to the conventional phase problem of crystallography. In the latter case, the intensities \( I(q) = |A(q)|^2 \) are known, but the aim is to find the complex amplitudes \( A(q) \), whereas in the present phase problem \(|I_M(q)|^2\) may be found from the measured angular autocorrelations, but the aim is to find the complex coefficients \( I_M(q) \). Since powerful phasing algorithms have been developed recently for finding \( A(q) \) by iteratively satisfying constraints in real and reciprocal space, it has been speculated\(^7\) whether an adaptation of such an algorithm may also solve the phase problem of the complex expansion coefficients \( I_M(q) \). Our recent paper\(^7\)
A. Iterative Phasing Algorithm for the Phases of the Circular Harmonic Expansion Coefficients

We first examine the method for determining the phases of the $I_M(q)$ coefficients which dispenses with the need to evaluate triple correlations as proposed earlier.\cite{1,9}

At any particular iteration, $n$, say, the connection to the reciprocal space intensities is given by the equation

$$I^{(n)}(q', \phi) = \sum_M |I_M^{(n)}(q')| \exp i\psi_M^{(n)}(q') \exp (iM\phi), \quad (12)$$

where $\psi_M^{(n)}(q')$ is the phase of the complex number $I_M^{(n)}(q')$. The algorithm proposed\cite{2} was to begin with $|I_M^{(0)}(q')|$ defined as $|I_M^{(exp)}(q')|$, from the square roots of the angular Fourier transform of the angular autocorrelation function of the diffused intensities of resolution ring $q'$, at the start (the 0-th iteration). Random values are assigned to the phases $\psi_M^{(0)}(q')$ at this iteration.

At each iteration, the intensities $I^{(n)}(q', \phi)$ were evaluated with the current phases. These are, of course, a set of intensities in reciprocal space. At this point a “flipping” algorithm is applied to these intensities, according to the prescription of Oszláyi and Súto.\cite{10} That is, the signs of the intensities below a relatively small fraction (say 4%) of the maximum value of $I(q', \phi)$ were flipped (i.e., if positive the signs were changed to negative and vice versa). These constitute what Fienup called object domain operations. From the resulting set of intensities, $I^{(n)}(q', \phi)$, say, new circular harmonic expansion coefficients, $I_M^{(n+1)}(q')$ were calculated via

$$I_M^{(n+1)}(q') = \frac{1}{2\pi} \int I_M^{(n)}(q', \phi) \exp (-iM\phi)d\phi. \quad (13)$$

Now constraints in “correlation space” were applied to give improved estimates of the phases by constraining the magnitudes of circular harmonic expansion coefficients to remain at $|I_M^{(exp)}(q')|$ and by defining

$$\psi^{(n+1)} = \arg (I_M^{(n)}(q')) \quad (14)$$

and the procedure repeated to convergence. This gave an estimate of the complex circular harmonic expansion coefficients $I_M(q')$ for this particular resolution ring. It should be noted that, in principle, this phasing algorithm needs to be performed only on a single resolution ring since the coefficients $I_M(q)$ for all other resolution rings $q$ may be found from the equation

$$B_M(q, q') = \frac{1}{N_\phi} \sum_{\Delta\phi} C_2(q, q') \exp (-iM\Delta\phi) = N_p I_M(q) I_M(q'), \quad (15)$$

Since the LHS is a quantity that may be found from experiment, and the magnitudes $|I_M(q)|$ of all the circular-harmonic expansion coefficients may be determined, the phases of these coefficients corresponding to the same values of $M$ but different values of $q$ are not independent. In fact, there are only $M_{max} - 1$ independent phases that need to be determined (where $M_{max}$ is the maximum value of the azimuthal quantum number used in the calculations). Thus, in principle, this entire phasing problem for the complete 2D diffraction pattern from a single particle may be solved by solving that for a single resolution ring.

B. Use of a Positivity Constraint on the Intensities

The above “flipping” algorithm requires a relatively large dynamic range of the intensities of resolution ring $q'$ (obviously in a case where there is less than about a 20:1 ratio between the highest and lowest values, none of the intensities will be flipped, and the whole basis of the algorithm will be inoperative). For such cases, we experimented with applying the only obvious constraint on the diffracted intensities, namely that they be non-negative. Remarkably, we found that such a simple constraint sufficed for this particular phasing algorithm. To do this, we defined a cost function consisting of the absolute value of the sum of the negative parts of the intensities $I(q', \phi)$ on resolution ring $q'$ for the current values of the phases $\psi_m(q')$, by evaluating these intensities using Eq. (12), and minimized this cost function with respect to these phases. For the reconstructions reported in section III we used a simulated annealing algorithm\cite{11} to perform
the required global optimization as a function of these parameters. As before, the phases $\psi(q)$ of the intensity expansion coefficients $I_m(q)$ of the other resolution rings were estimated from the calculated cross-correlations via Eq. (15).

**C. Exploiting Hilbert Transform Relations**

If the intensities $I(q, \phi)$ of the resolution rings are at least two-fold degenerate (as would be the case due to Friedel’s Law for a flat Ewald sphere, or more generally for particles with at least two-fold rotational symmetry about the incident-beam axis) the initial estimates of the phases obtained by either of the above methods may be refined by exploiting Hilbert transform relations between real and imaginary parts of a “causal function” (e.g. \cite{12}).

The real and imaginary parts $x_r(t)$ and $x_i(t)$, respectively, of the Fourier transforms of a causal function of the form $X(\omega)$ where $X(\omega)$ is zero for $\omega < 0$ are known to be related by Hilbert transforms \cite{12}. For our application, we identify $X(\omega)$ with the function $J(q, \phi)$ for each resolution ring $q$ (defined below). Of course, $J(q, \phi)$ is usually a continuous function of $\phi$ for $\phi = -\pi$ to $+\pi$ for each value of $q$. However the two-fold repeating nature of this function means that, in general, all its distinct values cover only half the range, say from 0 to $+\pi$. If we define a function

$$ J(q, \phi) = \begin{cases} I(q, \phi), & \phi \geq 0 \\ 0, & \phi < 0 \end{cases} \quad (16) $$

its angular Fourier transform is

$$ J_M(q) = \int_{-\pi}^{\pi} J(q, \phi) \exp(iM\phi) d\phi = \begin{cases} I_M/2, & M \text{ even} \\ 0, & M \text{ odd} \end{cases} \quad (17) $$

i.e. it will be equal to half the Fourier transform of the function of interest, $I(q, \phi)$, for even values of $M$, and be equal to zero for odd values of $M$. Since, by construction, $J(q, \phi)$ is a causal function with respect to $\phi$, not only are the real and imaginary parts of $J_M(q)$ related by the Hilbert transforms, so are the real and imaginary parts of $I_M(q)$, at least for even $M$ (corresponding relations for odd $M$ are irrelevant, as Friedel’s Law implies that $I_M(q) = 0$ for odd $M$).

At least for a diffraction pattern with C2 symmetry, as here, this relationship may be exploited to refine the phases obtained with the flipping algorithm. (Friedel’s Law guarantees C2 symmetry for a flat Ewald sphere. In the present case the symmetry of the molecular projection guarantees this even for a curved Ewald sphere.) The (real) intensities $I(q, \phi)$ of each resolution ring $q$ play the role of the function $X(\omega)$, while the real and imaginary parts of its complex Fourier coefficients $I_M(q)$ may be identified with $x_r(t)$ and $x_i(t)$, respectively. Although $I(q, \phi)$ is not strictly a causal function, if the diffraction pattern has C2 symmetry, it is a two-fold redundant function, which implies $I(q, \phi + \pi) = I(q, \phi)$. Thus the non-zero Fourier coefficients $I_M(q)$ may be found by taking $I(q, \phi) = 0$ for e.g. negative $\phi$ (assuming $\phi$ is defined from $-\pi$ to $\pi$). This means that the $I_M(q)$’s may be related to Fourier transforms of a causal function, and thus their real and imaginary parts are related by Hilbert transforms. In the phasing of the coefficients $I_M(q)$ we are faced with a situation where both the amplitudes and phases (and therefore the real and imaginary parts) of the $I_M(q)$’s are known for $M = M'$, while only the amplitudes are known for $M \neq M'$. By constraining the known portions of the real and imaginary parts of $I_M(q)$ an iterative algorithm that repeatedly relates the real and imaginary parts of $I_M(q)$ allows the recovery of the real and imaginary parts of all $I_M(q)$’s on convergence. We used this method to refine the initial estimates of the phases of the $I_M(q)$’s found by the flipping algorithm above.

It should be emphasized that the Hilbert transform method above can only be used if the diffraction data on a resolution ring $q$ have (at least) a two-fold redundancy. This condition always follows from Friedel’s Law if the data may be regarded as lying on a flat region of the Ewald sphere, an assumption that becomes less valid for higher-resolution data. Such a redundancy also follows if each scattering object has (at least) two-fold rotation symmetry about the incident-beam direction.

For a general object and higher-resolution data, the assumptions that justify the use of a Hilbert transform method may not be valid, and this method cannot be used, so one is reliant on the accuracy of one the previous two methods.

**D. A Word of Caution**

It is well known that measurements of diffraction intensities cannot distinguish between different molecular enantiomorphs. Right-handed and left-handed versions of a chiral molecule give rise to identical diffraction patterns. The process of recovering an angular intensity distribution on a resolution ring in a diffraction pattern from its angular correlation suffers from a similar ambiguity.

Given that the only firm constraint from the experimentally measured autocorrelations for ring $q'$, say, is on $I_M(q')I_M(q')$, a solution that converges on $I_M(q')$ is just as likely as one which converges on the correct $I_M(q)$. The two solutions are not identical, but related by a simple transformation. The quantity

$$ I_M(q') = \sum_I I_M(q') \exp(iM\phi) $$

is related by inversion symmetry with respect to the angular coordinate compared with one calculated...
from the expression
\[ I_M(q') = \sum_M I_M(q') \exp(iM\phi). \]  

(19)

Unfortunately, when the angular Fourier transforms \( B_M(q, q') \) of the cross-correlations are used to determine the expansion coefficients \( I_M(q) \) of other resolution shells \( q \), the two solutions do not give rise to 2D diffraction patterns which are so simply related.

To see this, note that value of the angular Fourier transform
\[ B_M(q, q') = \frac{1}{N_\phi} \sum_{\Delta \phi} C_2(q, q'; \Delta \phi) e^{\pm iM\Delta \phi} \]  

(20)

for \( q \neq q' \) actually does depend on the sign of the exponent in (20), yielding \( N_p I_M(q) I_M(q') \) if the negative sign is used and \( N_p I_M(q) I_M(q') \) from the positive sign. Thus if the solution \( I_M(q') \) is recovered by the phasing algorithm for the resolution ring \( q' \), it is necessary to calculate \( B_M(q, q') \) with the negative sign in (20) in order to recover the correct coefficients \( I_M(q) \) for the other resolution rings \( q \). On the other hand, if the phasing algorithm for ring \( q' \) yields the solution \( I_M^*(q') \) (equally likely) it is necessary to calculate \( B_M(q, q') \) using the positive sign in the exponent in (20).

Of course, as with all such phasing algorithms, it is not possible to know in advance when it will yield the correct \( I_M(q') \) coefficients or their complex conjugates. Our arbitrary choice of sign of the exponent to calculate the Fourier transforms (9) breaks the symmetry, and makes only one of these solutions a valid one. In practice, we suggest trying to reconstruct the 2D single-particle diffraction pattern from whatever solution is found for \( I_M(q') \) from the phasing algorithm for resolution ring \( q' \). The calculated values of \( B_M(q, q') \) for arbitrary choice of sign in (20) may then be used to find the values of the expansion coefficients \( I_M(q) \) for the other resolution rings \( q \). If the resulting 2D diffraction pattern does not “look right”, we suggest that \( I_M(q') \) be replaced by \( I_M^*(q') \) and the procedure repeated. One of the two reconstructed 2D diffraction pattern will be the correct one apart possibly for an overall angular inversion.

III. ILLUSTRATIVE EXAMPLE

The K-channel protein forms a channel for the microtransport of K ions through a cell membrane e.g. in the process of neurotransmission\(^3\). To a good approximation, the ion channel has to remain perpendicular to the membrane for it to perform its function. However, the different K-channel molecules in a given membrane may have random angles of orientation about the membrane normal. Our previous paper\(^4\) showed how the angular correlations of a diffraction pattern of an ensemble of such molecules can allow the calculation of the magnitudes \(|I_m(q)|\) of the circular harmonic expansion coefficients of a single-particle diffraction pattern, and how an iterative phasing algorithm, supplemented by the Hilbert transform method above may be used to find their phases. This allowed a reconstruction of an oversampled diffraction pattern from a single molecule, from which the projected electron density of the molecule was calculated by a conventional phasing algorithm.

In our present paper, we show that similar results may be obtained by the enforcement of a positivity constraint on the diffraction intensities with a simulated annealing algorithm.

Fig. 4 illustrates the expected diffraction pattern of such a molecule, in an orientation with incident x-ray beam parallel to its central pore, as simulated with the structure data in entry 3e8f of the Protein Data Bank (PDB), using the usual structure factor formula
\[ F(q_x, q_y) = \sum_j f_j(q_x, q_y) e^{i(q_x x_j + q_y y_j)} \]  

(21)

where \( f_j(q_x, q_y) \) is the form factor of an atom \( j \) whose coordinates projected onto a plane perpendicular to the incident beam are \((x_j, y_j)\), and \((q_x, q_y)\) are the corresponding 2D reciprocal-space coordinates (with maximum values of \(|q_x|\) and \(|q_y|\) of 2 Å\(^{-1}\), or about 3 Å resolution). The projected electron density (Fig. 5) to the resolution of the diffraction pattern was then computed from the inverse Fourier transform of \(|F(q_x, q_y; \omega_0)|\), with phases computed by an iterative phasing algorithm\(^{10,13}\).

If this is compared with, the projection of a stick model of this molecule, Fig. 1 (from the PDB atomic coordinates), it will be seen that, at this resolution, not only is the correct shape of the molecule revealed, but even the projection of the central pore and the X-shaped region somewhat denuded of atoms.
FIG. 5: Electron density of the K-channel protein projected in the direction parallel to its central pore as calculated from a Fourier transform of the scattering amplitudes of Fig. 1 with phases from an iterative phasing algorithm.

FIG. 6: Amplitudes a typical diffraction pattern from 10 K-channel protein molecules in random orientations about the central pore.

A typical diffraction pattern is measured from 10 particles in random orientations is shown in Fig. 6. In order to extract useful structural information from such multiparticle diffraction patterns, we computed the average of angular correlations of 1000 such diffraction patterns. We then reconstructed a single-particle diffraction pattern from these averaged angular correlations according to the theory of the last section. The result is shown in Fig. 7. Comparing this with the single-particle diffraction pattern (Fig. 4) shows them to be remarkably similar.

FIG. 7: Amplitudes a diffraction pattern reconstructed from the circular harmonic expansion coefficients $I_m(q)$ extracted from the average of angular correlations of 1000 diffraction pattern of the form of Fig. 6.

FIG. 8: Same electron density as in Fig. 5, except that projected electron density is reconstructed from the diffraction pattern of Fig. 7.

The projected electron density reconstructed from these reconstructed intensities by an iterative phasing algorithm is shown in Fig. 8. This shows that the quality of the reconstruction of Fig. 7 is high enough for a second phasing algorithm to recover the main features of the projected electron density of the molecule, including the square-shaped projection, the central pore, and the X-shaped feature of lower electron density.
IV. ROBUSTNESS OF PAIR CORRELATIONS TO RANDOM NOISE

When scattering off an ensemble of a relatively small number of molecules, the scattered intensities on diffraction patterns are likely to be very low, and thereby to be strongly affected by random noise. It is a legitimate question whether single-particle diffraction patterns may be reconstructed from angular correlations of such noisy data, averaged over a large number of measured diffraction patterns.

Finding the average of pair correlations involves taking products of intensities at corresponding pairs of pixels on different diffraction patterns and averaging them. The theory above shows that, for noise-free data, such averaged correlations tend towards those of a single particle. May the same conclusion may be made of noisy data from a real experiment?

The key is the fact the mean of the product of two independent random variables is the product of the means. To be more specific, assume that the probability of a measured photon count \( n \) at any particular pixel is given by a probability function of the form \( P(n, \lambda) \), where \( \lambda \) is the expected photon count, i.e. where

\[
\lambda = \sum_{n=0}^{\infty} nP(n, \lambda). \quad (22)
\]

Note that, although the commonly-assumed (e.g.\(^6,14\)) Poisson distribution

\[
P(n, \lambda) = \frac{\lambda^n e^{-\lambda}}{n!} \quad (23)
\]

fits this requirement, the argument does not depend on the precise form of \( P(n, \lambda) \).

The (mean-subtracted) angular correlations have contributions only from similarly oriented particles. (Scattering from differently oriented particles contributes only to the mean (SAXS) value, which is subtracted off before forming the correlations.) If \( \lambda_1 \) and \( \lambda_2 \) are the expected photon counts at two pixels from a given molecular orientation, the mean value of the products of the actual photon counts due to all particles of similar orientation (to within experimental resolution) is

\[
\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} nmP(n, \lambda_1)P(m, \lambda_2) = \left( \sum_{n=0}^{\infty} nP(n, \lambda_1) \right) \left( \sum_{m=0}^{\infty} mP(m, \lambda_2) \right) = \lambda_1 \lambda_2, \quad (24)
\]

which is the product of the expected values of the contributions to the pair correlations from particles of that orientation.

It should be noted that these results are valid even if there is some correlation between the means \( \lambda_1 \) and \( \lambda_2 \). Indeed, this is the very correlation being sought. The present analysis suggests that such correlations may be deduced even from very noisy experimental data such as those expected from scattering of radiation from an XFEL by a typical protein molecule. Of course, the fact that the signal being sought is the correlated scattering from a single particle requires that the number of detected scattered photons on a single-particle diffraction pattern to be at least two. However, as pointed out in the Introduction, the number of detected photons in XFEL scattering by a typical protein is expected to be significantly greater than this limit.

V. DISCUSSION

The present paper expands on some of the principles underlying the method recently proposed\(^1,2\) for the determination of the structure of a molecule from diffraction patterns of ensembles of randomly oriented ones, with a possible application to difficult-to-crystallize membrane proteins.

An established method of extracting structural information from randomly oriented molecules is that of small angle x-ray scattering (SAXS)\(^15–17\). Such experiments are usually performed with radiation of pulse length longer than the rotational diffusion time, \( \tau \), of the molecules. Under such circumstances, the signal from each molecule will be its rotational average. Variations in a SAXS signal are greatest in the region of very small magnitude scattering wave vector \( q \), where the signal is sensitive largely to the overall shape of the molecule. Although sophisticated theoretical methods have been developed\(^15,16\) for extracting even anisotropic details of the molecular shape, such methods are inevitably limited by the sparsity of information extractable from experiment since scattered intensities are a function of the single scalar variable of magnitude, \( q \), of the scattering vector\(^18\).

The information is contained in approximately \( N = \Delta q / \delta q \) measurable features (where \( \Delta q \) is the range of \( q \) and \( \delta q \) the expected width of a feature in the \( I(q) \) curve). \( \delta q \) is expected to have a magnitude given by the Shannon sampling criterion \( \delta q = \pi / L \) where \( L \) is a typical linear dimension of the molecule. Under typical condition of a SAXS experiment, \( N \) is typically of the order 10. In principle, much more information is available in the small fluctuations of intensity in diffraction rings of constant \( q \), which are becoming much more accessible to experiment with the recent advent of much brighter x-ray sources.

This proposed method overcomes this limitation by extracting also hidden information contained in the angular correlations of a SAXS pattern, previously regarded as containing only radial variations of intensity. The method straddles a middle line between conventional crystallography, for which it is necessary to scatter off a large number of perfectly aligned molecules in a crystal, and proposals for single-molecule structure determination using extremely brilliant radiation from an x-ray free electron laser (XFEL) in a so-called “diffract-and
Recent advances in technology, such as fast column read-out area detectors, brighter sources, shorter pulses, and zone-plate focusing, have dramatically improved the possibility of making the kind of sensitive measurements needed to successfully record the minute angular intensity fluctuations. Wochner et al. have suggested the use of such measurements to reveal hidden symmetries of short-range order in amorphous materials. For scattering from an ensemble of randomly oriented particles, it has been suggested that the angular correlations of intensity may even form the basis of the structure determination of identical randomly oriented particles, thus potentially allowing a relaxation of a requirement for crystallization, while still allowing the sharing of radiation dose amongst different particles, thus greatly reducing the dose per particle. This reduction could have a significant impact on structure determination of radiation sensitive particles, such as biomolecules. The present paper clarifies some aspects of the theory of fluctuation scattering, particularly its use for the structure determination of randomly oriented particles.
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