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ABSTRACT

COMBINATORIAL PROBLEMS RELATED TO KOSTANT’S WEIGHT MULTIPlicITY FORMULA

by

Pamela Estephania Harris

The University of Wisconsin-Milwaukee, 2012
Under the Supervision of Professor Jeb F. Willenbring

It is well known that the dimension of a weight space for a finite-dimensional representation of a simple Lie algebra is given by Kostant’s weight multiplicity formula, which consists of an alternation of a partition function over the Weyl group. We take a combinatorial approach to address the question of how many terms in the alternation contribute to the multiplicity of the zero weight for any semi-simple Lie algebra of rank 2 and provide diagrams associated to the contributing sets in these low rank examples.

We then consider the multiplicity of the zero weight for certain, very special, highest weights. Specifically, we consider the case where the highest weight is equal to the sum of all simple roots. This weight is dominant only in Lie types $A$ and $B$. We prove that in all such cases the number of contributing terms is a Fibonacci number. Combinatorial consequences of this fact are provided.
To Akira.
# Table of Contents

1 Introduction  

2 Low Rank Examples  
2.1 Finite-dimensional representations of \( sl_3(\mathbb{C}) \)  
2.2 The case of \( sl_3(\mathbb{C}) \)  
2.3 The case of \( so_5(\mathbb{C}) \)  
2.4 The case of \( sp_4(\mathbb{C}) \)  
2.5 The case of \( so_4(\mathbb{C}) \)  
2.6 The case of \( G_2 \)  
2.7 Diagrams associated to Weyl alternation sets  
2.8 Convexity of Weyl alternation sets

3 Kostant’s weight multiplicity formula and the Fibonacci numbers  
3.1 Lie algebra \( sl_{r+1}(\mathbb{C}) \)  
3.1.1 The zero weight space of \( sl_{r+1}(\mathbb{C}) \)  
3.1.2 \( sl_{r+1}(\mathbb{C}) \) and a \( q \)-analog  
3.1.3 Nonzero weight spaces of \( sl_{r+1}(\mathbb{C}) \)  
3.2 Lie algebra \( so_{2r+1}(\mathbb{C}) \)  
3.2.1 The zero weight space of \( so_{2r+1}(\mathbb{C}) \)  
3.2.2 \( so_{2r+1} \) and a \( q \)-analog  
3.2.3 Nonzero weight spaces of \( so_{2r+1}(\mathbb{C}) \)  
3.3 The classical Lie algebras \( sp_{2r}(\mathbb{C}) \) and \( so_{2r}(\mathbb{C}) \)  
3.4 The exceptional Lie algebras

Bibliography
LIST OF FIGURES

2.1 Roots and dominant weights of $\mathfrak{sl}_3(\mathbb{C})$ .......................... 7
2.2 Weight diagram of the representation $L(4\varpi_1)$ of $\mathfrak{sl}_3(\mathbb{C})$ ........... 9
2.3 Weight diagram of the representation $L(\rho)$ of $\mathfrak{sl}_3(\mathbb{C})$ ................. 10
2.4 Weight diagram of the representation $L(\varpi_1 + 2\varpi_2)$ of $\mathfrak{sl}_3(\mathbb{C})$ ... 11
2.5 Weight diagrams of representations of $\mathfrak{sl}_3(\mathbb{C})$ ........................... 12
2.6 Weight diagram of the representations $L(\varpi_1 + 4\varpi_2)$ and $L(3\varpi_1 + 2\varpi_2)$
of $\mathfrak{sl}_3(\mathbb{C})$ ......................................................... 13
2.7 Graphs of solution sets to linear inequalities associated to $\mathfrak{sl}_3(\mathbb{C})$ .......... 20
2.8 Roots and dominant weights of $\mathfrak{so}_5(\mathbb{C})$ ................................. 21
2.9 Graphs of solution sets to linear inequalities associated to $\mathfrak{so}_5(\mathbb{C})$ ...... 26
2.10 Roots and dominant weights of $\mathfrak{sp}_4(\mathbb{C})$ ................................. 28
2.11 Graphs of solution sets to linear inequalities associated to $\mathfrak{sp}_4(\mathbb{C})$ ..... 32
2.12 Roots and dominant weights of $\mathfrak{so}_4(\mathbb{C})$ ................................. 33
2.13 Graphs of solution sets to linear inequalities associated to $\mathfrak{so}_4(\mathbb{C})$ ... 36
2.14 Roots and dominant weights of $G_2$ ..................................................... 38
2.15 Graphs of solution sets to linear inequalities associated to $G_2$ .................. 44
2.16 Zero weight Weyl alternation diagram of $\mathfrak{sl}_3(\mathbb{C})$ .......................... 45
2.17 Zero weight Weyl alternation diagram of $\mathfrak{so}_5(\mathbb{C})$ .......................... 46
2.18 Zero weight Weyl alternation diagram of $\mathfrak{sp}_4(\mathbb{C})$ .......................... 47
2.19 Zero weight Weyl alternation diagram of $\mathfrak{so}_4(\mathbb{C})$ .......................... 48
2.20 Zero weight Weyl alternation diagram of $G_2$ ......................................... 49
2.21 Hasse diagram associated to $\mathfrak{sl}_3(\mathbb{C})$ ....................................... 50
2.22 Hasse diagram associated to $\mathfrak{so}_5(\mathbb{C})$ .............. 51
2.23 Hasse diagram associated to $\mathfrak{sp}_4(\mathbb{C})$ .............. 52
2.24 Hasse diagram associated to $\mathfrak{so}_4(\mathbb{C})$ .............. 53
2.25 Hasse diagram associated to $G_2$ ......................... 54
ACKNOWLEDGEMENTS

“The road and the tale have both been long, would you not say so? The trip has been long and the cost has been high... but no great thing was ever attained easily.

A long tale, like a tall Tower, must be built a stone at a time.”

—Stephen King, The Dark Tower

First of all I would like to thank my adviser, Jeb Willenbring, for his mathematical insight and support throughout the progress of this dissertation. It would have been next to impossible to complete this work without his thoughtful comments and motivation. In addition, I would like to thank my committee members Professors Allen Bell, Ian Musson, Richard Stockbridge, and Yi Ming Zou for their valuable readership and comments.

I am forever indebted to all of the UW-Milwaukee professors who have inspired me, not only to continue learning, but to strive to be a great teacher. Specifically, I would like to thank Professor Craig Guilbault, who taught me the importance of well-organized lectures, even when this included numbering theorems with both letters and numbers. I want to thank Professor Albert Milani, whose incredibly difficult final exams not only challenged me, but made summer vacation that much more enjoyable. I thank Professor Ian Musson for pointing me in the direction of weights made up as sums of simple roots and also for never missing the opportunity to share the “FOILing" joke. I want to thank Professor Gabriella Pinter for introducing me to mathematical conferences, which gave me the opportunity to meet new and interesting mathematicians. Last but not least, I thank Professor Richard Stockbridge for pushing me to take abstract algebra, even when I swore I would study the analytic aspects of ordinary differential equations.

I would also like to recognize some of the great professors I had during my undergraduate years at Marquette University. I would like to thank Professor G.G. Hamedani who taught me the importance of hard work, even when this meant
spending late nights studying for finals I did not know I was to be exempt from. I also would like to thank Professors Rebecca Sanders and William Rolli, who motivated and encouraged me to pursue a graduate education. I thank Professor Gary Krenz for being a great source of information and support during my return to Marquette as a Mitchem Fellow.

I am grateful for my family, because, even though they may not understand the contents of this work, their support proved invaluable in the process. First and foremost, I would like to thank my husband, Jamual Harris, for being incredibly supportive and never expecting me to give up my dreams. I want to thank my daughter, Akira, who was a few months old when I started graduate school. Akira thank you for being a constant source of inspiration in my life, this dissertation is dedicated to you. To my favorite sister, Ana, I can never thank you enough for all of your help with Akira and the pups, but at least I can buy you sushi. I thank my favorite brother, Jorge, for inspiring me through his ability to balance his dreams and talents so beautifully. I want to be just like you when I grow up, even if I am the oldest. I thank my parents, Jorge and Rosa, for their unending sacrifices to give us a better future. I only hope I have made you proud.

I would also like to thank Michelle Nyquist for being my confidant and for always providing me with a shoulder to cry on. Also, I am grateful to her Kindle, whose amazing Stephen King books have kept me up at night following Roland’s journey to the Dark Tower, not once, but twice! I thank Jill Bolanowski for always reminding me to see the positive side of things and for her uncanny ability to find missing commas in my mathematical haystacks.

Finally, thanks are due to the Graduate Assistance in Areas of National Need (GAANN) and Advanced Opportunity Program (AOP) fellowships for their financial support during my time as a graduate student at UW-Milwaukee. I also thank Marquette University for awarding me a Mitchem Fellowship, which supported me through the completion of this dissertation.
Chapter 1

Introduction

Let $G$ be a simple linear algebraic group over $\mathbb{C}$ and $T$ a maximal algebraic torus in $G$ of dimension $r$. Let $B$, $T \subseteq B \subseteq G$, be a choice of Borel subgroup. Let $U$ be the maximal unipotent subgroup of $G$ such that $B = T \cdot U$. Then let $\mathfrak{g}$, $\mathfrak{h}$, $\mathfrak{b}$, and $\mathfrak{n}^+$ denote the Lie algebras of $G$, $T$, $B$, and $U$ respectively. Let $W := \text{Norm}_G(T)/T$ denote the Weyl group corresponding to $G$ and $T$.

The weights of $\mathfrak{g}$ are the linear functionals $\xi \in \mathfrak{h}^*$. For $\alpha \in \mathfrak{h}^*$, let

$$\mathfrak{g}_\alpha = \{ X \in \mathfrak{g} \mid [H, X] = \alpha(H)X, \text{ for all } H \in \mathfrak{h} \}.$$ 

If $\alpha \neq 0$ and $\mathfrak{g} \neq (0)$, then $\alpha$ is called a root and $\mathfrak{g}_\alpha$ is called a root space. Whenever $\alpha$ is a root the $\text{dim } \mathfrak{g}_\alpha = 1$. We call the set $\Phi$ of roots for $(\mathfrak{g}, \mathfrak{h})$ the root system. The Lie algebra $\mathfrak{g}$ has the following root space decomposition:

$$\mathfrak{g} = \mathfrak{h} \oplus \sum_{\alpha \in \Phi} \mathfrak{g}_\alpha.$$ 

The choice of the Borel subgroup, $B$, gives us a decomposition $\Phi = \Phi^+ \cup -\Phi^+$, in such a way that $\mathfrak{n}^+ = \sum_{\alpha \in \Phi^+} \mathfrak{g}_\alpha$. We call $\Phi^+$ the set of positive roots and $-\Phi^+$ the set of negative roots. A subset $\Delta = \{\alpha_1, \alpha_2, \ldots, \alpha_r\} \subset \Phi^+$ is a set of simple roots if every $\gamma \in \Phi^+$ can be written uniquely as $\gamma = n_1\alpha_1 + n_2\alpha_2 + \cdots + n_r\alpha_r$, with $n_1, \ldots, n_r \in \mathbb{N}$. The requirement of uniqueness for the set of simple roots and the fact that $\Phi^+$ spans $\mathfrak{h}^*$, implies that $\Delta$ is a basis for $\mathfrak{h}^*$.

\footnote{As usual $\mathbb{N} = \{0, 1, 2, \ldots\}$ (the nonnegative integers).}
If $\beta = n_1\alpha_1 + \cdots + n_r\alpha_r$ with $n_1, \ldots, n_r \in \mathbb{N}$ is a root, then we define the height of $\beta$, relative to $\Delta$, as $ht(\beta) = n_1 + \cdots + n_r$. We can then describe the positive roots as the roots $\beta$ with $ht(\beta) > 0$. A root $\beta$ is called the highest root of $\Phi$, relative to $\Delta$, if $ht(\beta) > ht(\gamma)$ for all roots $\gamma \neq \beta$.

For each $\alpha \in \Phi^+$ there exist $e_\alpha \in \mathfrak{g}_\alpha$ and $f_\alpha \in \mathfrak{g}_{-\alpha}$ such that the element $h_\alpha = [e_\alpha, f_\alpha] \in \mathfrak{h}$ satisfies $\alpha(h_\alpha) = 2$. We call $h_\alpha$ the coroot of $\alpha$. The Span\{ $e_\alpha, f_\alpha, h_\alpha$ \} is a three dimensional simple subalgebra of $\mathfrak{g}$ isomorphic to $\mathfrak{sl}_2(\mathbb{C})$.

For $X, Y \in \mathfrak{g}$ define the symmetric bilinear form $(X, Y) = tr_{\mathbb{C}^n}(XY)$ on $\mathfrak{g}$. Let $\mathfrak{h}_\mathbb{R}$ be the real span of the coroots, then the real dual space, $\mathfrak{h}_\mathbb{R}^*$, is the real linear span of the roots. Since the trace form is positive definite on $\mathfrak{h}_\mathbb{R}$, we can use it to identify $\mathfrak{h}_\mathbb{R}$ with $\mathfrak{h}_\mathbb{R}^*$ to obtain a positive definite inner product, $(,)$, on $\mathfrak{h}_\mathbb{R}^*$. We define the root reflection $s_\alpha : \mathfrak{h}^* \to \mathfrak{h}^*$ by $s_\alpha(\beta) = \beta - \frac{2(\beta, \alpha)}{(\alpha, \alpha)}\alpha$.

We can define the Weyl group of $(\mathfrak{g}, \mathfrak{h})$ as the group $W = W(\mathfrak{g}, \mathfrak{h})$ of orthogonal transformations of $\mathfrak{h}_\mathbb{R}^*$ generated by the simple root reflections. Then each element $w \in W$ can be written as the product of generators $w = s_{\alpha_1} \cdots s_{\alpha_k}$, where $1 \leq i_j \leq r$ for all $j = 1, \ldots, k$. If $s_{\alpha_1} \cdots s_{\alpha_k}$ is minimal among all such expressions for $w$, then we call $k$ the length of $w$ and write $\ell(w) = k$. If $k = 0$, then $w$ is the empty product of simple reflections and hence $w$ is the identity element in $W$. Set $\epsilon(w) = (-1)^{\ell(w)}$.

Let $\{ \varpi_1, \ldots, \varpi_r \}$ be the corresponding set of fundamental weights of $(\mathfrak{g}, \mathfrak{h})$, which are defined by the conditions $\varpi_i(h_{\alpha_j}) = \delta_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}$. Then the set of integral and dominant integral weights are

$$P(\mathfrak{g}) = \{a_1\varpi_1 + \cdots + a_r\varpi_r | a_1, \ldots, a_r \in \mathbb{Z}\} \quad \text{and} \quad P_+(\mathfrak{g}) = \{n_1\varpi_1 + \cdots + n_r\varpi_r | n_1, \ldots, n_r \in \mathbb{N}\},$$ respectively.

The closed convex cone $C = \{ \mu \in \mathfrak{h}_\mathbb{R}^* : (\mu, \alpha_i) \geq 0, \text{ for all } 1 \leq i \leq r \}$ is called the positive Weyl chamber relative to a choice of $\Phi^+$. The dual cone is defined as $C^* = \{ \mu \in \mathfrak{h}_\mathbb{R}^* : (\mu, \varpi_i) \geq 0, \text{ for all } 1 \leq i \leq r \}$. We use the dual cone to define the root order, a partial order on $\mathfrak{h}_\mathbb{R}^*$ defined by $\mu \preceq \lambda$ if $\lambda - \mu \in C^*$.

The theorem of the highest weight asserts that any finite-dimensional complex
irreducible representation of $\mathfrak{g}$ is equivalent to a highest weight representation with dominant integral highest weight $\lambda$. We denote such a representation by $L(\lambda)$.

An area of interest in combinatorial representation theory is finding the multiplicity of a weight $\mu$ in $L(\lambda)$. One way to compute this multiplicity, which we denote by $m(\lambda, \mu)$, is by Kostant’s weight multiplicity formula, [9]:

$$m(\lambda, \mu) = \sum_{\sigma \in W} \epsilon(\sigma) \varphi(\sigma(\lambda + \rho) - (\mu + \rho)),$$

where $\varphi$ denotes Kostant’s partition function and $\rho = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha$. We recall that Kostant’s partition function is the nonnegative integer valued function, $\varphi$, defined on $\mathfrak{h}^*$, by $\varphi(\xi) =$ number of ways $\xi$ may be written as a nonnegative integral sum of positive roots, for $\xi \in \mathfrak{h}^*$.

One complication in using (1.1) to compute multiplicities is that closed formulas for the value of Kostant’s partition function are not known in much generality. A second complication concerns the exponential growth of the Weyl group order as $r \to \infty$. In practice, as noted in [4], most terms in Kostant’s weight multiplicity formula are zero and hence do not contribute to the overall multiplicity. With the aim of describing the contributing terms in (1.1), we give the following:

**Definition 1.0.1.** For $\lambda, \mu$ dominant integral weights of $\mathfrak{g}$ define the Weyl alternation set to be

$$\mathcal{A}(\lambda, \mu) = \{ \sigma \in W \mid \varphi(\sigma(\lambda + \rho) - (\mu + \rho)) > 0 \}.$$

Thus, $\sigma \in \mathcal{A}(\lambda, \mu)$ if and only if $\sigma(\lambda + \rho) - (\mu + \rho)$ can be written as a nonnegative integral combination of positive roots.

The purpose of this thesis is to demonstrate that the sets $\mathcal{A}(\lambda, \mu)$ are combinatorially interesting. We dedicate Chapter 2 to computations of Weyl alternation sets in some low rank examples. We then use these computations to create diagrams corresponding to the zero weight Weyl alternation sets associated to Lie algebras of rank 2.

In Chapter 3 we consider the case when the highest weight is the sum of all simple roots to prove:
Theorem. If $r \geq 1$ and $\tilde{\alpha} = \sum_{\alpha \in \Delta} \alpha$ is the highest root of $\mathfrak{sl}_{r+1}(\mathbb{C})$, then $|A(\tilde{\alpha}, 0)| = F_r$, where $F_r$ denotes the $r^{th}$ Fibonacci number.

Theorem. If $r \geq 2$ and $\varpi_1 = \sum_{\alpha \in \Delta} \alpha$ is a fundamental weight of $\mathfrak{so}_{2r+1}(\mathbb{C})$, then $|A(\varpi_1, 0)| = F_{r+1}$, where $F_{r+1}$ denotes the $(r+1)^{th}$ Fibonacci number.

We then prove some combinatorial identities related to Cartan subalgebras of $\mathfrak{sl}_{r+1}(\mathbb{C})$ and $\mathfrak{so}_{2r+1}(\mathbb{C})$. We also consider the nonzero weights, $\mu$, of $\mathfrak{sl}_{r+1}(\mathbb{C})$ and $\mathfrak{so}_{2r+1}(\mathbb{C})$, from the same point of view. In the last sections of Chapter 3 we prove that the weight defined by the sum of the simple roots is not a dominant integral weight of the Lie algebras $\mathfrak{sp}_{2r}(\mathbb{C})$ (for $r \geq 3$), $\mathfrak{so}_{2r}(\mathbb{C})$ (for $r \geq 4$), $G_2$, $F_4$, $E_6$, $E_7$, and $E_8$. Hence it does not correspond to a finite-dimensional representation.
Chapter 2

Low Rank Examples

We begin this chapter by providing a brief introduction to the finite-dimensional complex irreducible representations of $\mathfrak{sl}_3(\mathbb{C})$. Specifically, we recall a procedure, presented in [7], used to find the set of weights of a highest weight representation and their corresponding multiplicities.

We then take a combinatorial approach to finding the set of contributing terms to Kostant’s weight multiplicity, by explicitly computing the zero weight Weyl alternation sets of Lie algebras of rank 2 and we give some diagrams associated to these sets. We conclude the chapter by giving a result regarding the convexity of Weyl alternation sets.

2.1 Finite-dimensional representations of $\mathfrak{sl}_3(\mathbb{C})$

The theorem of the highest weight asserts that finite-dimensional complex irreducible representations of a semi-simple Lie algebra are parameterized by dominant integral weights. This theorem is due to Cartan who, in [3], proved the existence of finite-dimensional irreducible representations with a given dominant integral highest weight.

In this section we will examine, as in [7], the set of weights of the finite-dimensional irreducible representations of $\mathfrak{sl}_3(\mathbb{C})$ and their corresponding multiplicities. We begin with some necessary notation and terminology to make our approach precise.
Let $G = SL_3(C) = \{g \in GL_3(C) : det(g) = 1\}$, $\mathfrak{g} = \mathfrak{sl}_3 = \mathfrak{sl}_3(C) = \{X \in M_3(C) : tr(X) = 0\}$, and let $\mathfrak{h} = \{diag[a_1, a_2, a_3]|a_1, a_2, a_3 \in C, \sum_{i=1}^3 a_i = 0\}$ be a fixed choice of Cartan subalgebra. Let $\mathfrak{b}$ be the set of $3 \times 3$ upper triangular complex matrices with trace zero. For $1 \leq i \leq 3$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to C$ by $\varepsilon_i(H) = a_i$, for any $H = diag[a_1, a_2, a_3] \in \mathfrak{h}$. The Weyl group, $W$, is isomorphic to $S_3$, the symmetric group on 3 letters and acts on $\mathfrak{h}^*$ by permutations of $\varepsilon_1, \varepsilon_2$, and $\varepsilon_3$.

Let $\alpha_1 = \varepsilon_1 - \varepsilon_2$ and $\alpha_2 = \varepsilon_2 - \varepsilon_3$. Then the set of simple and positive roots corresponding to $(\mathfrak{g}, \mathfrak{b})$ are $\Delta = \{\alpha_1, \alpha_2\}$ and $\Phi^+ = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2\}$, respectively. Observe that $\rho = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha = \alpha_1 + \alpha_2 = \varepsilon_1 - \varepsilon_3$. Let $Q = Z\alpha_1 \oplus Z\alpha_2$ be the root lattice of $\mathfrak{sl}_3$ and let $Q^+ = N\alpha_1 \oplus N\alpha_2$.

The fundamental weights are
\[
\varpi_1 = \frac{2}{3} \varepsilon_1 - \frac{1}{3} \varepsilon_2 - \frac{1}{3} \varepsilon_3 = \frac{2}{3} \alpha_1 + \frac{1}{3} \alpha_2 \quad \text{and} \quad (2.1)
\]
\[
\varpi_2 = \frac{1}{3} \varepsilon_1 + \frac{1}{3} \varepsilon_2 - \frac{2}{3} \varepsilon_3 = \frac{1}{3} \alpha_1 + \frac{2}{3} \alpha_2. \quad (2.2)
\]

Then the sets of integral weights and dominant integral weights are
\[
P(\mathfrak{sl}_3) = \{a_1 \varpi_1 + a_2 \varpi_2|a_1, a_2 \in Z\}
\]
\[
P_+(\mathfrak{sl}_3) = \{a_1 \varpi_1 + a_2 \varpi_2|a_1, a_2 \in N\},
\]
respectively.

The roots (indicated by $\circ$), the fundamental weights and some dominant weights (indicated by $\bullet$) of $\mathfrak{sl}_3$ are shown in Figure 2.1. Observe that the two simple roots, $\alpha_1$ and $\alpha_2$, have the same length and the angle between them is $120^\circ$. The set of dominant weights is contained in the positive Weyl chamber, a cone of opening $60^\circ$ whose walls are the $R_{\geq 0}$-span of the fundamental weights (indicated by dashed lines). The action of the Weyl group is generated by reflections across the walls of the positive Weyl chamber. Notice that the only root which is also dominant is $\rho = \alpha_1 + \alpha_2 = \varpi_1 + \varpi_2$.\footnote{\textit{diag}[a_1, a_2, a_3] is the diagonal $3 \times 3$ matrix whose entries are $a_1, a_2, a_3$.}
Remark 2.1.1. Observe, from Figure 2.1, the hexagonal symmetry of the set of positive roots and the weight lattice.

Since the highest weight of an irreducible representation occurs with multiplicity one and uniquely determines the representation, the question still remains as to what are the weights of an irreducible representation. Furthermore, we would like to know what are the multiplicities of these weights. We begin to answer this question by introducing a finite set of weights that is stable under $W$.

We call a subset $\Pi$ of $P(\mathfrak{g})$ saturated if for all $\lambda \in \Pi$, $\alpha \in \Phi$, and $i$ between 0 and $(\lambda, \alpha)$, the weight $\mu - i\alpha \in \Pi$.

Proposition 2.1.1 (Proposition 21.3 in [7]). Let $\lambda \in P_{+}(\mathfrak{g})$, and let $\Pi(\lambda)$ denote the set of all weights of the finite-dimensional irreducible representation $L(\lambda)$. Then the set $\Pi(\lambda)$ is saturated. In particular, the necessary and sufficient condition for $\mu \in P(\mathfrak{g})$ to belong to $\Pi(\lambda)$ is that $\mu$ and all of its $W$-conjugates be $\preceq \lambda$.

By Proposition 3.1.20 in [5], if $\mu \in P(\mathfrak{g})$, then there exists $w \in W$ and $\xi \in P_{+}(\mathfrak{g})$ such that $w(\xi) = \mu$. Hence it suffices to find the dominant weights in $\Pi(\lambda)$, since the
remaining weights will be acquired through the Weyl group orbits of the dominant weights belonging to $\Pi(\lambda)$.

**Corollary 2.1.1** (Corollary 3.2.12 in [5]). Let $L(\lambda)$ be the finite-dimensional irreducible representation of $\mathfrak{g}$ with highest weight $\lambda$. Then $\Pi(\lambda) \cap P_+(\mathfrak{g})$ consists of all $\mu \in P_+(\mathfrak{g})$ such that $\mu \preceq \lambda$.

These results provide an algorithm for finding the weights of $L(\lambda)$. We take all $\beta \in \mathbb{Q}^+$ such that $||\lambda - \beta|| \leq ||\alpha||$ and write $\mu = \lambda - \beta$ in terms of the fundamental weights. If all of the coefficients are nonnegative, then $\mu \in \Pi(\lambda)$. This will give all of the dominant weights of $L(\lambda)$. The Weyl group orbit of the dominant weights of $L(\lambda)$ gives the entire set of weights of $L(\lambda)$, namely $\Pi(\lambda)$.

In computing the multiplicities of the weights of $L(\lambda)$, it will be helpful to create a weight diagram. This is a diagram on the weight lattice of $\mathfrak{sl}_3$, which we superimpose on a plane defined by the $\mathbb{R}$-span of the fundamental weights.

To create a weight diagram choose $|\Pi(\lambda) \cap P_+(\mathfrak{g})|$ distinct symbols (circle, diamond, asterisk, etc) and assign a distinct symbol to each of the dominant weights of $L(\lambda)$. Then place the symbol assigned to the dominant weight $\mu$ of $L(\lambda)$, on all integral weights in the Weyl group orbit of $\mu$. The polygons created by connecting all weights in the same Weyl group orbit through line segments are called shells.

If a weight of a representation is regular, then its Weyl group orbit will contain 6 elements and hence its corresponding shell will be a hexagon. On the other hand, if the weight is a multiple of a fundamental weight, then the Weyl group orbit will contain only 3 elements and thus its corresponding shell will be a triangle.

The multiplicity of a weight will depend on the shell it lies in. All weights lying on the outer shell, the shell corresponding to the highest weight, have multiplicity one. As we pass from outer shells to inner shells, the multiplicity of the weights (not already lying on the outer shell) increases by one provided we moved from a hexagonal shell to either a hexagonal or triangular shell. Once we reach a triangular shell, the multiplicity of the weights remains constant for all weights lying in the interior of this shell.
This weight multiplicity behavior is a special fact about \( \mathfrak{sl}_3 \), as proved in [1]. Using the above procedures we find the weights and their respective multiplicity for the following highest weight representations.

**Example 2.1.1.** Let \( \lambda = 4\varpi \). Observe that \( 4\varpi, 2\varpi + \varpi, 2\varpi, \varpi \) are the only dominant weights in \( \lambda - Q^+ \). The weight diagram for \( L(4\varpi) \) is given in Figure 2.2a. Observe that the weights \( 4\varpi, \varpi \) and \( 2\varpi \) are fixed by a simple root reflection and hence their Weyl group orbits have 3 elements, indicated by \( \circ, \bullet, \) and \( \square \), respectively. The weight \( 2\varpi + \varpi \) is regular so its Weyl group orbit contains 6 elements, we indicate these weights by \( * \). From Figure 2.2b, we can see that since the highest weight is a multiple of a fundamental weight, its corresponding shell is triangular and hence all the weights of \( L(4\varpi) \) have multiplicity 1.

![Diagram](image)

Figure 2.2: Weight diagram of the representation \( L(4\varpi) \) of \( \mathfrak{sl}_3(\mathbb{C}) \)

As noticed in Example 2.1.1, if \( \lambda \) is a multiple of a fundamental weight, we say \( L(\lambda) \) is a fundamental weight representation. In this case the highest weight is fixed by a simple root reflection and thus the Weyl group orbit consists of only 3 elements. Therefore, the outer shell corresponding to the highest weight is triangular and thus all weights of a fundamental weight representation will have multiplicity one. Notice that the zero weight will be a weight of \( L(\lambda) \), only when \( \lambda \in Q \).
Example 2.1.2. Let $\lambda = \rho = \omega_1 + \omega_2 = \alpha_1 + \alpha_2$. Observe that $\lambda$ and 0 are the only dominant weights in $\lambda - Q^+$. The highest weight, $\rho$, is regular, and its Weyl group orbit has 6 elements. The weight diagram for $L(\rho)$ is given in Figure 2.3a. Notice that $L(\lambda)$ is the adjoint representation since $\rho = \alpha_1 + \alpha_2$ is the highest root of $\mathfrak{sl}_3$. Hence the weights of $L(\rho)$ are the roots (indicated by $\circ$) each with multiplicity 1 and the zero weight (indicated by $\bullet$) with multiplicity 2, which is equal to the rank of $\mathfrak{sl}_3$. This may be observed from Figure 2.3b where the roots lie on the outer shell hence have multiplicity 1, while the zero weight lies in the inner shell and hence has multiplicity 2.

![Weight Diagram](image)

(a) Weights of $L(\rho)$  
(b) Multiplicities of the weights of $L(\rho)$

Figure 2.3: Weight diagram of the representation $L(\rho)$ of $\mathfrak{sl}_3(\mathbb{C})$

As we saw in Example 2.1.2, if the highest weight is a positive integral multiple of $\rho$, then the shells associated to nonzero weights will be regular-hexagons. Furthermore, the weight multiplicities will begin at 1, in the outer shell, and will increase steadily by 1 as we move from outer to inner shells until we get to the zero weight.

Example 2.1.3. Let $\lambda = \omega_1 + 2\omega_2$. Observe that $\omega_1 + 2\omega_2$, $2\omega_1$, and $\omega_2$ are the only dominant weights in $\lambda - Q^+$. The weight diagram for $L(\omega_1 + 2\omega_2)$ is given in Figure 2.4a. Observe that the highest weight, $\omega_1 + 2\omega_2$, is regular, and its Weyl
group orbit has 6 elements, which we indicate by $\bullet$. The weights $2\varpi_1$ and $\varpi_2$ are fixed by one of the simple root reflections, and hence their Weyl group orbit consists of 3 elements, which we indicate by $\ast$ and $\Box$, respectively. From Figure 2.4b, we can see that the weights $\varpi_1 + 2\varpi_2$, $2\varpi_1$, and their $W$-conjugates lie on the outer shell, hence their multiplicity is 1, while the weight $\varpi_2$ and its $W$-conjugates lie on the inner shell and thus have multiplicity 2.

![Diagram](image)

(a) Weights of $L(\varpi_1 + 2\varpi_2)$

(b) Multiplicities of the weights of $L(\varpi_1 + 2\varpi_2)$

Figure 2.4: Weight diagram of the representation $L(\varpi_1 + 2\varpi_2)$ of $\mathfrak{sl}_3(\mathbb{C})$

As seen in Example 2.1.3, if the highest weight is regular, but not a multiple of $\rho$, then the initial shells will be hexagonal in shape and an inner shell will be a triangle, at which point the multiplicities will stabilize, that is will remain constant for all weights of the representation lying in the interior of this triangular shell.

Figure 2.5 displays this behavior. In these figures, notice that the triangle formed by the intersection of the red line segments is the shell at which the multiplicities stabilize. Figures 2.5a and 2.5i correspond to fundamental representations, which, as we noted before, have an outer triangular shell. Thus all weights have multiplicity one. Figure 2.5e gives a representation that is a multiple of $\rho$, in this case notice that the multiplicity stabilizes only when we reach the zero weight.

We remark that there may exist hexagonal shells between the outer shell and the
(a) Highest weight is a multiple of $\varpi_2$

(b)

(c)

(d)

(e) Highest weight is a multiple of $\rho$

(f)

(g)

(h)

(i) Highest weight is a multiple of $\varpi_1$

Figure 2.5: Weight diagrams of representations of $\mathfrak{sl}_3(\mathbb{C})$
first triangular shell, which are not depicted in Figure 2.5. For concrete examples of this behavior see Figure 2.6, which considers the representations $L(\varpi_1 + 4\varpi_2)$ and $L(2\varpi_1 + 3\varpi_2)$.

Figure 2.6: Weight diagram of the representations $L(\varpi_1 + 4\varpi_2)$ and $L(2\varpi_1 + 3\varpi_2)$ of $\mathfrak{sl}_3(\mathbb{C})$

### 2.2 The case of $\mathfrak{sl}_3(\mathbb{C})$

In Section 2.1 we gave an algorithm to find the weights of a finite-dimensional irreducible highest weight representation of $\mathfrak{sl}_3$ and a procedure to find their multiplicity. From that algorithm, determining whether the zero weight is in $\Pi(\lambda)$, for $\lambda \in P_+(\mathfrak{sl}_3)$, depends on whether $\lambda$ is in the root lattice. If $\lambda \in Q$, then the zero weight is in $\Pi(\lambda)$. Computing the multiplicity of the zero weight can be involved, since, as we saw in various examples, the multiplicity depends on the shape and number of shells in the weight diagram of $L(\lambda)$.

We now take a combinatorial approach to find the number of terms contributing, through Kostant’s weight multiplicity formula, to the multiplicity of the zero weight in a given finite-dimensional irreducible highest weight representation of $\mathfrak{sl}_3$. Namely, we compute the Weyl alternation sets $A(\lambda, 0)$, for $\lambda$ a dominant integral weight of $\mathfrak{sl}_3$. 
In this process it will be helpful to have a closed formula for the value of Kostant’s partition function, which we can compute by expanding the formal power series

\[
\prod_{\alpha \in \Phi^+} \frac{1}{1 - e^{-\alpha}} = \sum_{\xi \in P_{\text{aff}}} \varphi(\xi) e^{\xi}.
\]

(2.3)

For \(1 \leq i \leq 3\), \(e^{\xi_i} : T \to \mathbb{C}^\times\) is defined by

\[
x_i \left( \begin{bmatrix} A_1 & 0 & 0 \\ 0 & A_2 & 0 \\ 0 & 0 & A_3 \end{bmatrix} \right) = A_i,
\]

and satisfy \(A_1A_2A_3 = 1\). Now for \(1 \leq i \leq 2\), let \(x_i = e^{\alpha_i}\). Then we can simplify both sides of (2.3) to get

\[
\left( \frac{1}{1 - x_1} \right) \left( \frac{1}{1 - x_2} \right) \left( \frac{1}{1 - x_1 x_2} \right) = \sum_{a,b,c \in \mathbb{N}} x_1^{a+c} x_2^{b+c}.
\]

(2.4)

If \(\xi = x\alpha_1 + y\alpha_2 \in Q\), then (2.4) implies that \(\varphi(\xi) = \) number of nonnegative integral solutions, \((a, b, c)\), to the system of equations

\[
a + c = x
\]

(2.5)

\[
b + c = y.
\]

(2.6)

We can now give a closed formula for the value of Kostant’s partition function.

**Proposition 2.2.1.** If \(x, y \in \mathbb{Z}\), then \(\varphi(x\alpha_1 + y\alpha_2) = \begin{cases} \min(x, y) + 1 & \text{if } x, y \in \mathbb{N} \\ 0 & \text{otherwise.} \end{cases}\)

*Proof.* Let \(\lambda = x\alpha_1 + y\alpha_2\) for some \(x, y \in \mathbb{Z}\). Notice if \(x < 0\), then (2.5) has no integral nonnegative solutions, since the left hand side is nonnegative and the right hand side would be positive. Similarly if \(y < 0\), then (2.6) has no integral nonnegative solutions, since the left hand side is nonnegative and the right hand side is negative. Therefore \(\varphi(\lambda) = 0\) if either \(x < 0\) or \(y < 0\). Now suppose that both \(x, y \geq 0\). In this case by (2.5) we know there exist \(x + 1\) choices for \(c\), namely \(c \in \{0, 1, 2, 3, \ldots, x\}\). Then by (2.6), we know there exist \(y + 1\) choices for \(c\), namely \(c \in \{0, 1, 2, 3, \ldots, y\}\). Since \(c\) must simultaneously satisfy both equation (1) and

\[
\left( \frac{1}{1 - x_1} \right) \left( \frac{1}{1 - x_2} \right) \left( \frac{1}{1 - x_1 x_2} \right) = \sum_{a,b,c \in \mathbb{N}} x_1^{a+c} x_2^{b+c}.
\]
(2), we know \( c \in \{0, 1, 2, 3, \ldots, \min(x, y)\} \). Then the set of solutions to the system of equations is \( \{(x, y, 0), (x - 1, y - 1, 1), (x - 2, y - 2, 2), \ldots (x - \min(x, y), y - \min(x, y))\} \). Hence \( \varphi(\lambda) = \varphi(x\alpha_1 + y\alpha_2) = \min(x, y) + 1 \), whenever \( x, y \in \mathbb{N} \).

**Remark 2.2.1.** We will compute \( A(\lambda, 0) \) for all \( \lambda \in P(\mathfrak{sl}_3) \). We do however remark that we only compute the multiplicities of the zero weight space in the case when \( \lambda \) is a dominant integral weight of \( \mathfrak{sl}_3 \), since these correspond to finite-dimensional representations.

Since \( \sigma \in A(\lambda, 0) \) if and only if \( \sigma(\lambda + \rho) - \rho \in \mathbb{Q}^+ \), we want a description of the root lattice in terms of the integral weight lattice. Hence we prove:

**Lemma 2.2.1.** Let \( \lambda = x\varpi_1 + y\varpi_2 \) with \( x, y \in \mathbb{Z} \). Then \( \lambda \in \mathbb{Q} \) if and only if \( 3 \mid 2x + y \) and \( 3 \mid x + 2y \).

**Proof.** Let \( \lambda = x\varpi_1 + y\varpi_2 \) with \( x, y \in \mathbb{Z} \). By (2.1) and (2.2) we have that

\[
\lambda = \left( \frac{2x + y}{3} \right) \varepsilon_1 + \left( \frac{x + 2y}{3} \right) \varepsilon_2. \tag{2.7}
\]

Hence \( \lambda \in \mathbb{Q} \) if and only if \( 3 \mid 2x + y \) and \( 3 \mid x + 2y \). □

We now give the following simplifications. Let \( \lambda \in P(\mathfrak{sl}_3) \), hence \( \lambda = x\varpi_1 + y\varpi_2 \) for some \( x, y \in \mathbb{Z} \). By (2.1) and (2.2) we can write

\[
\lambda = \left( \frac{2x + y}{3} \right) \varepsilon_1 + \left( \frac{-x + y}{3} \right) \varepsilon_2 + \left( \frac{-x - 2y}{3} \right) \varepsilon_3, \quad \text{and} \tag{2.8}
\]

\[
\lambda + \rho = \left( \frac{2x + y + 3}{3} \right) \varepsilon_1 + \left( \frac{-x + y}{3} \right) \varepsilon_2 + \left( \frac{-x - 2y - 3}{3} \right) \varepsilon_3. \tag{2.9}
\]
Using (2.8) and (2.9) we compute,

\[ 1(\lambda + \rho) - \rho = \left( \frac{2x + y}{3} \right) \alpha_1 + \left( \frac{x + 2y}{3} \right) \alpha_2, \quad (2.10) \]

\[ (12)(\lambda + \rho) - \rho = \left( \frac{-x + y - 3}{3} \right) \alpha_1 + \left( \frac{x + 2y}{3} \right) \alpha_2, \quad (2.11) \]

\[ (23)(\lambda + \rho) - \rho = \left( \frac{2x + y}{3} \right) \alpha_1 + \left( \frac{x - y - 3}{3} \right) \alpha_2, \quad (2.12) \]

\[ (13)(\lambda + \rho) - \rho = \left( \frac{-x - 2y - 6}{3} \right) \alpha_1 + \left( \frac{-2x - y - 6}{3} \right) \alpha_2, \quad (2.13) \]

\[ (123)(\lambda + \rho) - \rho = \left( \frac{-x - 2y - 6}{3} \right) \alpha_1 + \left( \frac{x - y - 3}{3} \right) \alpha_2, \quad (2.14) \]

\[ (132)(\lambda + \rho) - \rho = \left( \frac{-x + y - 3}{3} \right) \alpha_1 + \left( \frac{-2x - y - 6}{3} \right) \alpha_2. \quad (2.15) \]

**Proposition 2.2.2.** Let \( \lambda \in P(sl_3) \). If \( \lambda \notin Q \), then \( A(\lambda, 0) = \emptyset \).

**Proof.** Let \( \lambda = x\varpi_1 + y\varpi_2 \) with \( x, y \in \mathbb{Z} \), and assume \( \lambda \notin Q \). Lemma 2.2.1 implies \( 3 \nmid 2x + y \) or \( 3 \nmid x + 2y \). It is easy to see that if \( a \in \mathbb{Z} \) and \( 3 \nmid a \), then \( 3 \nmid a + 3b \) for any \( b \in \mathbb{Z} \).

Case 1: Suppose that \( 3 \nmid 2x + y \). Then by (2.10), and (2.12) we see that \( 1, (23) \notin A(\lambda, 0) \). Now notice if \( 3 \nmid 2x + y \), then \( 3 \nmid -x + y \). Then by (2.11), (2.15) we get that \( (12), (132) \notin A(\lambda, 0) \). Also \( 3 \nmid -x - 2y \), so (2.13) and (2.14) imply that \( (13), (123) \notin A(\lambda, 0) \). Thus \( A(\lambda, 0) = \emptyset \).

Case 2: Suppose that \( 3 \nmid x + 2y \). Then by (2.10), and (2.11) we see that \( 1, (12) \notin A(\lambda, 0) \). Now notice if \( 3 \nmid x + 2y \), then \( 3 \nmid x - y \). Then by (2.12), (2.14) we get that \( (23), (123) \notin A(\lambda, 0) \). Also \( 3 \nmid -2x - y \), so (2.13) and (2.15) imply that \( (13), (132) \notin A(\lambda, 0) \). Thus \( A(\lambda, 0) = \emptyset \).

**Remark 2.2.2.** Proposition 2.2.2 was expected and implies that we need only compute \( A(\lambda, 0) \), for \( \lambda \in Q \).

**Proposition 2.2.3.** Let \( \lambda \in P(sl_3) \). Then \( \lambda \in Q \) if and only if \( \lambda = (3x+y)\varpi_1 + y\varpi_2 \) for some \( x, y \in \mathbb{Z} \).
Proof. \(\Rightarrow\) Let \(\lambda = x'\varpi_1 + y'\varpi_2\) where \(x', y' \in \mathbb{Z}\) satisfy \(3|2x' + y'\) and \(3|x' + 2y'.\) Hence \(3|(2x' + y') - (x' + 2y') = x' - y'.\) Let \(x = \frac{x' - y'}{3}\) and let \(y = y'.\) Then \(x' = 3x + y\) and we can write \(\lambda = x'\varpi_1 + y'\varpi_2 = (3x + y)\varpi_1 + y\varpi_2.\)

\((\Leftarrow)\) This follows from Lemma 2.2.1, since \(3|2(3x + y) + y = 6x + 3y\) and \(3|(3x + y) + 2y = 3x + 3y.\)

Now we can state the main theorem of this section:

**Theorem 2.2.1.** If \(\lambda = (3x + y)\varpi_1 + y\varpi_2\) for some \(x, y \in \mathbb{Z},\) then

\[
A(\lambda, 0) = \begin{cases}
\{1\} & x = 0, y \geq 0 \\
\{(12)\} & x \leq -1, y = -2x - 1 \\
\{(23)\} & x \geq 1, y = -x - 1 \\
\{(13)\} & x = 0, y \leq -2 \\
\{(123)\} & x \geq 1, y = -2x - 1 \\
\{(132)\} & x \leq -1, y = -x - 1 \\
\{1, (12)\} & x \leq -1, y \geq -2x \\
\{1, (23)\} & x \geq 1, y \geq -x \\
\{(23), (123)\} & x \geq 2, -2x \leq y \leq -x - 2 \\
\{(13), (123)\} & x \geq 1, y \leq -2x - 2 \\
\{(13), (132)\} & x \leq -1, y \leq -x - 2 \\
\{(132), (12)\} & x \leq 2, -x \leq y \leq -2x - 2 \\
\emptyset & x = 0, y = -1.
\end{cases}
\]

Proof. Let \(\lambda = (3x + y)\varpi_1 + y\varpi_2\) for some \(x, y \in \mathbb{Z}\). By (2.10)-(2.15) we have that

\[
1(\lambda + \rho) - \rho = (2x + y)\alpha_1 + (x + y)\alpha_2, \\
(12)(\lambda + \rho) - \rho = (-x - 1)\alpha_1 + (x + y)\alpha_2, \\
(23)(\lambda + \rho) - \rho = (2x + y)\alpha_1 + (x - 1)\alpha_2, \\
(13)(\lambda + \rho) - \rho = (-x - y - 2)\alpha_1 + (-2x - y - 2)\alpha_2, \\
(123)(\lambda + \rho) - \rho = (-x - y - 2)\alpha_1 + (x - 1)\alpha_2, \\
(132)(\lambda + \rho) - \rho = (-x - 1)\alpha_1 + (-2x - y - 2)\alpha_2.
\]
By the definition of a Weyl alternation set and from each of the above equations we have that
\[ 1 \in \mathcal{A}(\lambda, 0) \iff 2x + y \geq 0 \text{ and } x + y \geq 0, \]
\[ (12) \in \mathcal{A}(\lambda, 0) \iff -x - 1 \geq 0 \text{ and } x + y \geq 0, \]
\[ (23) \in \mathcal{A}(\lambda, 0) \iff 2x + y \geq 0 \text{ and } x - 1 \geq 0, \]
\[ (13) \in \mathcal{A}(\lambda, 0) \iff -x - y - 2 \geq 0 \text{ and } -2x - y - 2 \geq 0, \]
\[ (123) \in \mathcal{A}(\lambda, 0) \iff -x - y - 2 \geq 0 \text{ and } x - 1 \geq 0, \]
\[ (132) \in \mathcal{A}(\lambda, 0) \iff -x - 1 \geq 0 \text{ and } -2x - y - 2 \geq 0. \]

We can simplify the above inequalities as follows:
\[ 1 \in \mathcal{A}(\lambda, 0) \iff y \geq -2x \text{ and } y \geq -x, \quad (2.16) \]
\[ (12) \in \mathcal{A}(\lambda, 0) \iff x \leq -1 \text{ and } y \geq -x, \quad (2.17) \]
\[ (23) \in \mathcal{A}(\lambda, 0) \iff y \geq -2x \text{ and } x \geq 1, \quad (2.18) \]
\[ (13) \in \mathcal{A}(\lambda, 0) \iff y \leq -x - 2 \text{ and } y \leq -2x - 2, \quad (2.19) \]
\[ (123) \in \mathcal{A}(\lambda, 0) \iff y \leq -x - 2 \text{ and } x \geq 1, \quad (2.20) \]
\[ (132) \in \mathcal{A}(\lambda, 0) \iff x \leq -1 \text{ and } y \leq -2x - 2. \quad (2.21) \]

We will graph the solution set to each pair of linear inequalities in (2.16)-(2.21), on the weight lattice of $\mathfrak{sl}_3$. We will superimpose the weight lattice of $\mathfrak{sl}_3$ on a plane defined by the $\mathbb{R}$-span of the fundamental weights. The bolded axes in these figures will correspond to the $\mathbb{R}$-span of the fundamental weights, with placement of simple roots and fundamental weights as in Figure 2.1.

Observe that the solution set to the inequalities in (2.16), namely $y \geq -2x$ and $y \geq -x$, is given by Figure 2.7a. We graph the inequalities as we would on $\mathbb{R}^2$, but rather than shading the solution set (since not all weights are on the root lattice), we place a colored solid circle only on the integral weights for which $1(\lambda + \rho) - \rho \in Q^+$, since these are the integral weights for which the inequalities hold.

In the remaining subfigures 2.7b-2.7c, we graph the solution set to each pair of linear inequalities in (2.17)-(2.21), respectively. Notice again that these solution sets
are given by placing a solid circle on all \( \lambda \in P(\mathfrak{sl}_3) \), for which \( \sigma \in A(\lambda, 0) \), where \( \sigma \) is the element of \( S_3 \) corresponding to the inequalities whose solution set we are graphing. The theorem then follows from the intersection of the solution sets to the linear inequalities given in (2.16)-(2.21).

**Proposition 2.2.4.** If \( n \in \mathbb{N} \), then \( m(n\rho, 0) = n + 1 \).

**Proof.** By Theorem 2.2.1 we know that the only contributing term to the multiplicity of the zero weight in \( L(n\rho) \) is given when \( \sigma = 1 \). Thus, \( m(n\rho, 0) = \varphi(1(n\rho+\rho)-\rho) = \varphi(n\rho) = \varphi(n\alpha_1 + n\alpha_2) \). By Proposition 2.2.1, \( \varphi(n\rho) = n + 1 \).

The usefulness of Theorem 2.2.1 is evident in Proposition 2.2.4. However, our main concern here is to describe the sets of contributing terms and to find any intriguing properties of these sets. This will be of importance in Chapter 3.
(a) $\lambda \in P(\mathfrak{sl}_3)$ such that $1 \in \mathcal{A}(\lambda, 0)$

(b) $\lambda \in P(\mathfrak{sl}_3)$ such that $(12) \in \mathcal{A}(\lambda, 0)$

(c) $\lambda \in P(\mathfrak{sl}_3)$ such that $(132) \in \mathcal{A}(\lambda, 0)$

(d) $\lambda \in P(\mathfrak{sl}_3)$ such that $(13) \in \mathcal{A}(\lambda, 0)$

(e) $\lambda \in P(\mathfrak{sl}_3)$ such that $(123) \in \mathcal{A}(\lambda, 0)$

(f) $\lambda \in P(\mathfrak{sl}_3)$ such that $(23) \in \mathcal{A}(\lambda, 0)$

Figure 2.7: Graphs of solution sets to linear inequalities associated to $\mathfrak{sl}_3(\mathbb{C})$
2.3 The case of $\mathfrak{so}_5(\mathbb{C})$

Let $G = SO_5(\mathbb{C}) = \{g \in GL_5(\mathbb{C}) : g^t = g^{-1}\} \cap SL_5(\mathbb{C})$, denote the special orthogonal group of rank 2 over $\mathbb{C}$. Let $\mathfrak{g} = \mathfrak{so}_5(\mathbb{C}) = \{X \in M_5(\mathbb{C}) : X^t = -X\}$ denote the special orthogonal Lie algebra of rank 2, and fix $\mathfrak{h} = \{\text{diag}[a_1, a_2, 0, -a_2, -a_1]|a_1, a_2 \in \mathbb{C}\}$ be a fixed choice of Cartan subalgebra. For $1 \leq i \leq 3$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to \mathbb{C}$ by $\varepsilon_i(H) = a_i$, for any $H = \text{diag}[a_1, a_2, 0, -a_2, -a_1] \in \mathfrak{h}$.

Let $\alpha_1 = \varepsilon_1 - \varepsilon_2$ and $\alpha_2 = \varepsilon_2$. Let $\Delta = \{\alpha_1, \alpha_2\}$, then $\Phi^+ = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2, \alpha_1 + 2\alpha_2\}$. As before let $Q = \mathbb{Z}\alpha_1 \oplus \mathbb{Z}\alpha_2$ denote the root lattice and let $Q^+ = \mathbb{N}\alpha_1 \oplus \mathbb{N}\alpha_2$. The fundamental weights are defined by

$$\varpi_1 = \varepsilon_1 = \alpha_1 + \alpha_2 \quad \text{and} \quad (2.22)$$
$$\varpi_2 = \frac{1}{2}(\varepsilon_1 + \varepsilon_2) = \frac{1}{2}\alpha_1 + \alpha_2. \quad (2.23)$$

Observe that $\rho = \varpi_1 + \varpi_2 = \frac{3}{2}\varepsilon_1 + \frac{1}{2}\varepsilon_2 = \frac{3}{2}\alpha_1 + 2\alpha_2$. The Weyl group, $W$, of $\mathfrak{so}_5$ acts on $\mathfrak{h}^*$ by signed permutations of $\varepsilon_1$ and $\varepsilon_2$ and is isomorphic to the group of signed permutations on two letters.

![Figure 2.8: Roots and dominant weights of $\mathfrak{so}_5(\mathbb{C})$](image)

The roots (indicated by $\circ$), the fundamental weights and some dominant weights
(indicated by •) of \( \mathfrak{so}_5 \) are shown in Figure 2.8. Observe that the two simple roots have distinct lengths, \( \alpha_1 \) is longer than \( \alpha_2 \). Also notice that the angle between them is 135°. The set of dominant weights is contained in the positive Weyl chamber, a cone of opening 45°. The action of the Weyl group is generated by reflections across the dashed lines, which are the walls of the positive Weyl chamber and are the \( \mathbb{R}_{\geq 0} \)-span of the fundamental weights. Notice that the roots \( \alpha_1 + \alpha_2 = \varpi_1 \) and \( \alpha_1 + 2\alpha_2 = 2\varpi_2 \) are the only roots which are also dominant.

**Remark 2.3.1.** Observe that in Figure 2.8 there is a square symmetry of the set of positive roots and the weight lattice.

We want to give a complete description of the Weyl alternation sets, \( A(\lambda, 0) \), in the case when \( \lambda \) is an integral weight of \( \mathfrak{so}_5 \). We remark again that we only compute the multiplicities of the zero weight in the case when \( \lambda \) is a dominant integral weight, since these correspond to finite dimensional irreducible representations.

**Lemma 2.3.1.** Let \( \lambda = x\varpi_1 + y\varpi_2 \) with \( x, y \in \mathbb{Z} \). Then \( \lambda \in Q \) if and only if \( 2|y \).

**Proof.** By (2.22) and (2.23) observe that \( \lambda = x\varpi_1 + y\varpi_2 = (x + \frac{y}{2})\alpha_1 + (x + y)\alpha_2 \), which is in \( Q \) if and only if \( 2|y \).

We now give the following simplifications. Let \( \lambda \in P(\mathfrak{so}_5) \), hence \( \lambda = x\varpi_1 + y\varpi_2 \) for some \( x, y \in \mathbb{Z} \). By (2.22) and (2.23) we can write \( \lambda \) and \( \lambda + \rho \) as a column vector whose entry in the \( i \)th-row is given by the coefficient of \( \varepsilon_i \). That is

\[
\lambda = \left( x + \frac{y}{2} \right) \varepsilon_1 + \frac{y}{2} \varepsilon_2 = \left( x + \frac{y}{2} \right) \quad \text{and} \quad \lambda + \rho = \left( x + \frac{y}{2} + 3 \right) \varepsilon_1 + \left( \frac{y}{2} + 1 \right) \varepsilon_2 = \left( x + \frac{y}{2} + \frac{3}{2} \right). \quad (2.24)
\]

Using (2.24) and (2.25) we compute
\[
[\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(x + \frac{y}{2}\right) \alpha_1 + (x + y) \alpha_2,
\] (2.26)

\[
[\begin{smallmatrix} -1 & 0 \\ 0 & -1 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-x - \frac{y}{2} - 3\right) \alpha_1 + (-x - 3) \alpha_2,
\] (2.27)

\[
[\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(x + \frac{y}{2}\right) \alpha_1 + (x - 1) \alpha_2,
\] (2.28)

\[
[\begin{smallmatrix} -1 & 0 \\ 0 & -1 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-x - \frac{y}{2} - 3\right) \alpha_1 + (-x - y - 4) \alpha_2,
\] (2.29)

\[
[\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-\frac{y}{2} - 2\right) \alpha_1 + (x - 1) \alpha_2,
\] (2.30)

\[
[\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-\frac{y}{2} - 2\right) \alpha_1 + (x - 3) \alpha_2,
\] (2.31)

\[
[\begin{smallmatrix} 0 & -1 \\ -1 & 0 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-\frac{y}{2} - 2\right) \alpha_1 + (-x - y - 4) \alpha_2.
\] (2.32)

\[
[\begin{smallmatrix} 0 & 1 \\ -1 & -1 \end{smallmatrix}] (\lambda + \rho) - \rho = \left(-\frac{y}{2} - 2\right) \alpha_1 + (-x - y - 4) \alpha_2.
\] (2.33)

**Proposition 2.3.1.** Let \( \lambda \in P(\mathfrak{so}_5) \). If \( \lambda \notin Q \), then \( A(\lambda, 0) = \emptyset \).

**Proof.** Suppose \( \lambda = x\overline{w}_1 + y\overline{w}_2 \in P(\mathfrak{so}_5) \), but \( \lambda \notin Q \). Then by Lemma 2.3.1 we have that \( x, y \in \mathbb{Z} \) and \( 2 \nmid y \). Then notice by (2.26)-(2.33), the coefficient of \( \alpha_1 \) in \( \sigma(\lambda + \rho) - \rho \) is not an integer, for any \( \sigma \in W \). Hence \( A(\lambda, 0) = \emptyset \). \( \Box \)

Thus we need only compute \( A(\lambda, 0) \) for \( \lambda \in Q \). We now state the main theorem of this section.

**Theorem 2.3.1.** If \( \lambda = x\overline{w}_1 + y\overline{w}_2 \) for some \( x, y \in \mathbb{Z} \) with \( 2|y \), then
Proof. Let $\lambda = x\omega_1 + y\omega_2$ for some $x, y \in \mathbb{Z}$ with $2|y$. By (2.26)-(2.33) we have that
\[
\begin{align*}
    \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff x \geq \frac{-y}{2} \text{ and } x \geq -y, \quad (2.34) \\
    \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff x \leq \frac{-y}{2} - 3 \text{ and } x \leq -3, \quad (2.35) \\
    \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff x \geq \frac{-y}{2} \text{ and } x \geq 1, \quad (2.36) \\
    \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff x \leq \frac{-y}{2} - 3 \text{ and } x \leq -y - 4, \quad (2.37) \\
    \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq 2 \text{ and } x \geq -y, \quad (2.38) \\
    \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -4 \text{ and } x \geq 1, \quad (2.39) \\
    \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq 2 \text{ and } x \leq -3, \quad (2.40) \\
    \begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -4 \text{ and } x \leq -y - 4. \quad (2.41)
\end{align*}
\]

In Figure 2.9, we graph the solution set to each pair of linear inequalities in (2.34)-(2.41) by placing a solid circle on all \( \lambda \in P(\mathfrak{so}_5) \), for which \( \sigma \in \mathcal{A}(\lambda, 0) \). We graph each solution set on the weight lattice of \( \mathfrak{so}_5 \), which we superimpose on a plane defined by the \( \mathbb{R} \)-span of the fundamental weights. The bolded axes correspond to the \( \mathbb{R} \)-span of the fundamental weights, with placement of simple roots and fundamental weights as in Figure 2.8. The theorem then follows from the intersection of the solution sets to the inequalities (2.34)-(2.41). \( \square \)
(a) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \in A(\lambda, 0)
\]

(b) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix} \in A(\lambda, 0)
\]

(c) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix} \in A(\lambda, 0)
\]

(d) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix} \in A(\lambda, 0)
\]

(e) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix} \in A(\lambda, 0)
\]

(f) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
-1 & 0 \\
0 & 1
\end{bmatrix} \in A(\lambda, 0)
\]

(g) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix} \in A(\lambda, 0)
\]

(h) $\lambda \in P(\mathfrak{so}_5)$ such that 
\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix} \in A(\lambda, 0)
\]

Figure 2.9: Graphs of solution sets to linear inequalities associated to $\mathfrak{so}_5(\mathbb{C})$
2.4 The case of $\mathfrak{sp}_4(\mathbb{C})$

Let $J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}$ with $I$ the $2 \times 2$ identity matrix. Let $G = SP_4(\mathbb{C}) = \{g \in M_4(\mathbb{C}) : g^tJg = J \}$ denote the symplectic group of rank 2 over $\mathbb{C}$. Let $g = \mathfrak{sp}_4(\mathbb{C}) = \{X \in M_4(\mathbb{C}) : X^tJ = -JX \}$ denote the symplectic Lie algebra of rank 2, and fix $\mathfrak{h} = \{\text{diag}[a_1, a_2, -a_2, -a_1] | a_1, a_2 \in \mathbb{C} \}$ be a fixed choice of Cartan subalgebra. For $1 \leq i \leq 3$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to \mathbb{C}$ by $\varepsilon_i(H) = a_i$, for any $H = \text{diag}[a_1, a_2, -a_2, -a_1] \in \mathfrak{h}$.

Let $\alpha_1 = \varepsilon_1 - \varepsilon_2$ and $\alpha_2 = 2\varepsilon_2$. Let $\Delta = \{\alpha_1, \alpha_2\}$, then $\Phi^+ = \{\alpha_1, \alpha_2, \alpha_1 + \alpha_2, 2\alpha_1 + \alpha_2\}$. Let $Q = \mathbb{Z}\alpha_1 \oplus \mathbb{Z}\alpha_2$ denote the root lattice and let $Q^+ = \mathbb{N}\alpha_1 \oplus \mathbb{N}\alpha_2$. The fundamental weights are defined by

$$\varpi_1 = \varepsilon_1 = \alpha_1 + \frac{1}{2}\alpha_2$$
$$\varpi_2 = \varepsilon_1 + \varepsilon_2 = \alpha_1 + \alpha_2.$$  \hfill (2.42)

Observe that $\rho = \varpi_1 + \varpi_2 = 2\varepsilon_1 + \varepsilon_2 = 2\alpha_1 + \frac{3}{2}\alpha_2$. The Weyl group, $W$, of $\mathfrak{sp}_4$ acts on $\mathfrak{h}^*$ by signed permutations of $\varepsilon_1$ and $\varepsilon_2$ and is isomorphic to the group of signed permutations on two letters.

The roots (indicated by $\circ$), the fundamental weights and some dominant weights (indicated by $\bullet$) of $\mathfrak{sp}_4$ are shown in Figure 2.10. Observe that the two simple roots have distinct lengths, $\alpha_2$ is longer than $\alpha_1$. Also notice that the angle between them is $135^\circ$. The set of dominant weights is contained in the positive Weyl chamber, a cone of opening $45^\circ$. The action of the Weyl group is generated by reflections across the dashed lines, which are the walls of the positive Weyl chamber and are the $\mathbb{R}_{\geq 0}$-span of the fundamental weights. Notice that the roots $\alpha_1 + \alpha_2 = \varpi_2$ and $2\alpha_1 + \alpha_2 = 2\varpi_1$ are the only roots which are also dominant.

Remark 2.4.1. Observe that in Figure 2.10 there is a square symmetry of the set of positive roots and the weight lattice. We also remark that the roots systems of $\mathfrak{so}_5$ and $\mathfrak{sp}_4$ are isomorphic. To obtain the roots and fundamental weights of $\mathfrak{so}_5$ we need only interchange the subscripts 1 and 2 in Figure 2.10. Doing so yields Figure 2.8.

Lemma 2.4.1. Let $\lambda = x\varpi_1 + y\varpi_2$ with $x, y \in \mathbb{Z}$. Then $\lambda \in Q$ if and only if $2|x$. 

Proof. By (2.42) and (2.43) observe that \( \lambda = x\varpi_1 + y\varpi_2 = (x + y)\alpha_1 + (\frac{y}{2} + y)\alpha_2 \), which is in \( Q \) if and only if \( 2|x \).

We now give the following simplifications. Let \( \lambda \in P(\mathfrak{sp}_4) \), hence \( \lambda = x\varpi_1 + y\varpi_2 \) for some \( x, y \in \mathbb{Z} \). By (2.42) and (2.43) we can write \( \lambda \) and \( \lambda + \rho \) as a column vector whose entry in the \( i^{th} \)-row is given by the coefficient of \( \varepsilon_i \). That is

\[
\lambda = (x + y)\varepsilon_1 + y\varepsilon_2 = \begin{pmatrix} x + y \\ y \end{pmatrix}
\] and

\[
\lambda + \rho = (x + y + 2)\varepsilon_1 + (y + 1)\varepsilon_2 = \begin{pmatrix} x + y + 2 \\ y + 1 \end{pmatrix}
\]

(2.44) and (2.45)

Using (2.44) and (2.45) we compute
\[
\begin{align*}
[1 \ 0] (\lambda + \rho) - \rho &= (x + y) \alpha_1 + \left(\frac{x}{2} + y\right) \alpha_2, \\
[-1 \ 0] (\lambda + \rho) - \rho &= (-x - y - 4) \alpha_1 + \left(-\frac{x}{2} - 2\right) \alpha_2, \\
[1 \ 0] (\lambda + \rho) - \rho &= (x + y) \alpha_1 + \left(\frac{x}{2} - 1\right) \alpha_2, \\
[-1 \ 0] (\lambda + \rho) - \rho &= (-x - y - 4) \alpha_1 + \left(-\frac{x}{2} - y - 3\right) \alpha_2, \\
[0 \ 1] (\lambda + \rho) - \rho &= (y - 1) \alpha_1 + \left(\frac{x}{2} + y\right) \alpha_2, \\
[1 \ 0] (\lambda + \rho) - \rho &= (y - 3) \alpha_1 + \left(\frac{x}{2} - 1\right) \alpha_2, \\
[0 \ -1] (\lambda + \rho) - \rho &= (y - 1) \alpha_1 + \left(-\frac{x}{2} - 2\right) \alpha_2, \\
[-1 \ 0] (\lambda + \rho) - \rho &= (-y - 3) \alpha_1 + \left(-\frac{x}{2} - y - 3\right) \alpha_2.
\end{align*}
\]

**Proposition 2.4.1.** Let $\lambda \in P(\mathfrak{sp}_4)$. If $\lambda \notin Q$, then $\mathcal{A}(\lambda, 0) = \emptyset$.

**Proof.** Suppose $\lambda = x \varpi_1 + y \varpi_2 \in P(\mathfrak{sp}_4)$, but $\lambda \notin Q$. Then by Lemma 2.4.1 we have that $x, y \in \mathbb{Z}$ and $2 \nmid x$. Then notice by (2.46)-(2.53), the coefficient of $\alpha_2$ in $\sigma(\lambda + \rho) - \rho$ is not an integer, for any $\sigma \in \mathcal{W}$. Hence $\mathcal{A}(\lambda, 0) = \emptyset$. \hfill \Box

Thus we need only compute $\mathcal{A}(\lambda, 0)$ for $\lambda \in Q$. We now state the main theorem of this section.

**Theorem 2.4.1.** If $\lambda = x \varpi_1 + y \varpi_2$ for some $x, y \in \mathbb{Z}$ with $2 \nmid x$, then
Proof. Let $\lambda = x\varpi_1 + y\varpi_2$ for some $x, y \in \mathbb{Z}$ with $2|x$. By (2.46)-(2.53) we have
that

\[
\begin{align*}
\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq -x \text{ and } y \geq -\frac{x}{2}, \quad (2.54) \\
\begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -x - 4 \text{ and } x \leq -4, \quad (2.55) \\
\begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq -x \text{ and } x \geq 2, \quad (2.56) \\
\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -x - 4 \text{ and } y \leq -\frac{x}{2} - 3, \quad (2.57) \\
\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq 1 \text{ and } y \geq -\frac{x}{2}, \quad (2.58) \\
\begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -3 \text{ and } x \geq 2, \quad (2.59) \\
\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \geq 1 \text{ and } x \leq -4, \quad (2.60) \\
\begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} & \in \mathcal{A}(\lambda, 0) \iff y \leq -3 \text{ and } y \leq -\frac{x}{2} - 3. \quad (2.61)
\end{align*}
\]

In Figure 2.13, we graph the solution set to each pair of linear inequalities in (2.54)-(2.61) by placing a solid circle on all \( \lambda \in P(\mathfrak{sp}_4) \), for which \( \sigma \in \mathcal{A}(\lambda, 0) \). We graph each solution set on the weight lattice of \( \mathfrak{sp}_4 \), which we superimpose on a plane defined by the \( \mathbb{R} \)-span of the fundamental weights. The bolded axes correspond to the \( \mathbb{R} \)-span of the fundamental weights, with placement of simple roots and fundamental weights as in Figure 2.10. The theorem then follows from the intersection of the solution sets to the inequalities (2.54)-(2.61). \( \square \)
(a) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(b) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(c) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(d) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(e) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(f) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(g) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

(h) $\lambda \in P(\mathfrak{sp}_4)$ such that 
$\begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \in \mathcal{A}(\lambda, 0)$

Figure 2.11: Graphs of solution sets to linear inequalities associated to $\mathfrak{sp}_4(\mathbb{C})$
2.5 The case of $\mathfrak{so}_4(\mathbb{C})$

Let $\mathfrak{so}_4(\mathbb{C}) = \{X \in M_4(\mathbb{C}) : X^t = -X\}$ and let $\mathfrak{h} = \{ \text{diag}[a_1, a_2, -a_2, -a_1] : a_1, a_2 \in \mathbb{C}\}$ be a fixed choice of Cartan subalgebra. For $1 \leq i \leq 2$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to \mathbb{C}$ by $\varepsilon_i(H) = a_i$, for any $H = \text{diag}[a_1, a_2, -a_2, -a_1] \in \mathfrak{h}$.

Let $\alpha_1 = \varepsilon_1 - \varepsilon_2$ and $\alpha_2 = \varepsilon_1 + \varepsilon_2$. Let $\Delta = \{\alpha_1, \alpha_2\}$, then $\Phi^+ = \Delta$. Let $Q = \mathbb{Z}\alpha_1 \oplus \mathbb{Z}\alpha_2$ denote the root lattice and let $Q^+ = N\alpha_1 \oplus N\alpha_2$. The fundamental weights are defined by

\[
\varpi_1 = \frac{1}{2}(\varepsilon_1 - \varepsilon_2) = \frac{1}{2}\alpha_1 \quad \text{and} \quad (2.62)
\]
\[
\varpi_2 = \frac{1}{2}(\varepsilon_1 + \varepsilon_2) = \frac{1}{2}\alpha_2. \quad (2.63)
\]

Observe that $\rho = \varpi_1 + \varpi_2 = \varepsilon_1 = \frac{1}{2}\alpha_1 + \frac{1}{2}\alpha_2$. The Weyl group, $W$, of $\mathfrak{so}_4$ acts on $\mathfrak{h}^*$ by permutations of $\varepsilon_1$ and $\varepsilon_2$ with an even number of sign changes.

![Figure 2.12: Roots and dominant weights of $\mathfrak{so}_4(\mathbb{C})$](image)

The roots (indicated by $\circ$), the fundamental weights and some dominant weights (indicated by $\bullet$) of $\mathfrak{so}_4$ are shown in Figure 2.12. Observe that the two simple roots, $\alpha_1$ and $\alpha_2$, have the same length and that the angle between them is $90^\circ$. The set
of dominant weights is contained in the positive Weyl chamber, a cone of opening $90^\circ$. The action of the Weyl group is generated by reflections across the dashed lines, which are the walls of the positive Weyl chamber and are the $\mathbb{R}_{\geq 0}$-span of the fundamental weights. Notice that both simple roots of $\mathfrak{so}_4$ are dominant.

**Remark 2.5.1.** The root system and the weight lattice of $\mathfrak{so}_4$ are the product of two copies of $\mathfrak{sl}_2$, which corresponds to the isomorphism $\mathfrak{so}_4 \cong \mathfrak{sl}_2 \oplus \mathfrak{sl}_2$.

**Lemma 2.5.1.** Let $\lambda = x\varpi_1 + y\varpi_2$ with $x, y \in \mathbb{Z}$. Then $\lambda \in Q$ if and only if $2|x$ and $2|y$.

**Proof.** By (2.62) and (2.63) observe that $\lambda = x\varpi_1 + y\varpi_2 = \frac{x}{2}\alpha_1 + \frac{y}{2}\alpha_2$, which is in $Q$ if and only if $2|x$ and $2|y$. \qed

We now give the following simplifications. Let $\lambda \in P(\mathfrak{so}_4)$, hence $\lambda = x\varpi_1 + y\varpi_2$ for some $x, y \in \mathbb{Z}$. By (2.62) and (2.63) we can write $\lambda$ and $\lambda + \rho$ as a column vector whose entry in the $i^{th}$-row is given by the coefficient of $\varepsilon_i$. That is

$$\lambda = \frac{1}{2}(x+y)\varepsilon_1 + \frac{1}{2}(y-x)\varepsilon_2 = \frac{1}{2}\begin{pmatrix} x+y \\ y-x \end{pmatrix}$$

and

$$\lambda + \rho = \frac{1}{2}(x+y+2)\varepsilon_1 + \frac{1}{2}(y-x)\varepsilon_2 = \frac{1}{2}\begin{pmatrix} x+y+2 \\ y-x \end{pmatrix}.$$  

Using (2.64) and (2.65) we compute

$$\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} (\lambda + \rho) - \rho = \begin{pmatrix} x \\ y \end{pmatrix} \alpha_1 + \begin{pmatrix} y \\ -2 \end{pmatrix} \alpha_2,$$

$$\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} (\lambda + \rho) - \rho = \begin{pmatrix} -x-2 \\ -2 \end{pmatrix} \alpha_1 + \begin{pmatrix} -y-2 \\ -2 \end{pmatrix} \alpha_2,$$

$$\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} (\lambda + \rho) - \rho = \begin{pmatrix} -x+2 \\ 2 \end{pmatrix} \alpha_1 + \begin{pmatrix} y \\ -2 \end{pmatrix} \alpha_2,$$

$$\begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} (\lambda + \rho) - \rho = \begin{pmatrix} -x-2 \\ -2 \end{pmatrix} \alpha_1 + \begin{pmatrix} y \\ -2 \end{pmatrix} \alpha_2.$$

**Proposition 2.5.1.** Let $\lambda \in P(\mathfrak{so}_4)$. If $\lambda \notin Q$, then $\mathcal{A}(\lambda, 0) = \emptyset$. 


Proof. Suppose $\lambda = x\varpi_1 + y\varpi_2 \in P(\mathfrak{so}_4)$, but $\lambda \notin Q$. Then by Lemma 2.5.1 we have that $x, y \in \mathbb{Z}$ with either $2 \mid x$ or $2 \mid y$. Then notice by (2.66)-(2.69), if $2 \mid x$, then the coefficient of $\alpha_1$ in $\sigma(\lambda + \rho) - \rho$ is not an integer, for any $\sigma \in W$. Similarly by (2.66)-(2.69), if $2 \mid y$, then the coefficient of $\alpha_2$ in $\sigma(\lambda + \rho) - \rho$ is not an integer, for any $\sigma \in W$. Hence $A(\lambda, 0) = \emptyset$. 

Thus we need only compute $A(\lambda, 0)$ for $\lambda \in Q$. We now state the main theorem of this section.

**Theorem 2.5.1.** If $\lambda = x\varpi_1 + y\varpi_2$ for some $x, y \in \mathbb{Z}$ with $2 \mid x$ and $2 \mid y$, then

$$A(\lambda, 0) = \begin{cases} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \text{if } x \geq 0 \text{ and } y \geq 0 \\ \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} & \text{if } x \leq -2 \text{ and } y \leq -2 \\ \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} & \text{if } x \leq -2 \text{ and } y \geq 0 \\ \begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} & \text{if } x \geq 0 \text{ and } y \leq -2. \end{cases}$$

Proof. Let $\lambda = x\varpi_1 + y\varpi_2$ for some $x, y \in \mathbb{Z}$ with $2 \mid x$ and $2 \mid y$. By (2.66)-(2.69) we have that

$$\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \in A(\lambda, 0) \iff \frac{x}{2} \geq 0 \text{ and } \frac{y}{2} \geq 0,$$

$$(2.70)$$

$$\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \in A(\lambda, 0) \iff \frac{-x - 2}{2} \geq 0 \text{ and } \frac{-y - 2}{2} \geq 0,$$

$$(2.71)$$

$$\begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix} \in A(\lambda, 0) \iff \frac{-x - 2}{2} \geq 0 \text{ and } \frac{y}{2} \geq 0,$$

$$(2.72)$$

$$\begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} \in A(\lambda, 0) \iff \frac{x}{2} \geq 0 \text{ and } \frac{-y - 2}{2} \geq 0.$$

$$(2.73)$$

In Figure 2.13, we graph the solution set to each pair of linear inequalities in (2.70)-(2.73) by placing a solid circle on all $\lambda \in P(\mathfrak{so}_4)$, for which $\sigma \in A(\lambda, 0)$. We graph each solution set on the weight lattice of $\mathfrak{so}_4$, which we superimpose on a plane defined by the $\mathbb{R}$-span of the fundamental weights. The bolded axes correspond to the $\mathbb{R}$-span of the fundamental weights, with placement of simple roots and fundamental weights as in Figure 2.12. The theorem then follows from the intersection of the solution sets to the inequalities (2.70)-(2.73). 

(a) $\lambda \in P(so_4)$ such that $
abla \in A(\lambda,0)$

(b) $\lambda \in P(so_4)$ such that $\begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \in A(\lambda,0)$

(c) $\lambda \in P(so_4)$ such that $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \in A(\lambda,0)$

(d) $\lambda \in P(so_4)$ such that $\begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix} \in A(\lambda,0)$

Figure 2.13: Graphs of solution sets to linear inequalities associated to $so_4(\mathbb{C})$
2.6 The case of $G_2$

As described in [11], the underlying vector space of the exceptional Lie algebra $G_2$ is $V = \{ v \in \mathbb{R}^3 | (v, e_1 + e_2 + e_3) = 0 \}$ and the root system is given by $\Phi = \{ \pm(e_1 - e_2), \pm(e_2 - e_3), \pm(e_1 - e_3), \pm(2e_1 - e_2 - e_3), \pm(2e_2 - e_1 - e_3), \pm(2e_3 - e_1 - e_2) \}$, where $\{ e_i : 1 \leq i \leq 3 \}$ is the standard orthonormal basis of $\mathbb{R}^3$. The set of simple roots is $\Delta = \{ \alpha_1, \alpha_2 \}$, where

$$\alpha_1 = e_1 - e_2$$
$$\alpha_2 = -2e_1 + e_2 + e_3.$$  

Then the set of positive roots, in terms of the simple roots, is given by

$$\Phi^+ = \{ \alpha_1, \alpha_2, \alpha_1 + \alpha_2, 2\alpha_1 + \alpha_2, 2\alpha_1 + \alpha_2, 3\alpha_1 + \alpha_2, 3\alpha_1 + 2\alpha_2 \}.$$  

The fundamental weights, in terms of the simple roots, are

$$\varpi_1 = 2\alpha_1 + \alpha_2$$ (2.74)
$$\varpi_2 = 3\alpha_1 + 2\alpha_2.$$ (2.75)

Then $\rho = \varpi_1 + \varpi_2 = 5\alpha_1 + 2\alpha_2$. Let $Q = \mathbb{Z}\alpha_1 \oplus \mathbb{Z}\alpha_2$ be the root lattice and let $Q^+ = \mathbb{N}\alpha_1 \oplus \mathbb{N}\alpha_2$. Observe that for a Lie algebra of type $G_2$ we have that $P(g) = Q$. This follows from (2.74), (2.75), and the fact that $\alpha_1 = 2\varpi_1 - \varpi_2$ and $\alpha_2 = -3\varpi_1 + 2\varpi_2$.

The roots (indicated by $\circ$), the fundamental weights and some dominant weights (indicated by $\bullet$) of $G_2$ are shown in Figure 2.14. Observe that the two simple roots have distinct lengths, $\alpha_2$ is longer than $\alpha_1$. Also notice that the angle between them is $150^\circ$. The set of dominant weights is contained in the positive Weyl chamber, a cone of opening $30^\circ$. The action of the Weyl group is generated by reflections across the dashed lines, which are the walls of the positive Weyl chamber and are the $\mathbb{R}_{\geq 0}$-span of the fundamental weights. Notice that the roots $2\alpha_1 + \alpha_2 = \varpi_1$ and $3\alpha_1 + 2\alpha_2 = \varpi_2$ are dominant.

We want to give a complete description of the Weyl alternation sets, $A(\lambda, 0)$, in the case when $\lambda$ is an integral weight of $G_2$. We remark again that we only compute
Figure 2.14: Roots and dominant weights of $G_2$

The multiplicities of the zero weight in the case when $\lambda$ is a dominant integral weight, since these correspond to finite dimensional irreducible representations.

The Weyl group, $W$, is generated by the simple root reflections $s_1 := s_{\alpha_1}$ and $s_2 := s_{\alpha_2}$, and is isomorphic to $D_6$, the dihedral group of order 6. We describe the elements of $W$ in terms of their action on simple roots.

1: $\alpha_1 \mapsto \alpha_1$
2: $\alpha_2 \mapsto \alpha_2$

$s_1 : \alpha_1 \mapsto -\alpha_1$
3: $\alpha_2 \mapsto 3\alpha_1 + \alpha_2$

$s_2 : \alpha_1 \mapsto \alpha_1 + \alpha_2$
4: $\alpha_2 \mapsto -\alpha_2$

$s_2 s_1 : \alpha_1 \mapsto -(\alpha_1 + \alpha_2)$
5: $\alpha_2 \mapsto 3\alpha_1 + 2\alpha_2$

$(s_2 s_1)^2 : \alpha_1 \mapsto -(2\alpha_1 + \alpha_2)$
6: $\alpha_2 \mapsto 3\alpha_1 + \alpha_2$

$(s_2 s_1)^3 : \alpha_1 \mapsto -\alpha_1$
7: $\alpha_2 \mapsto -\alpha_2$

$(s_2 s_1)^4 : \alpha_1 \mapsto \alpha_1 + \alpha_2$
8: $\alpha_2 \mapsto -3\alpha_1 + 2\alpha_2$

$(s_2 s_1)^5 : \alpha_1 \mapsto 2\alpha_1 + \alpha_2$
9: $\alpha_2 \mapsto -(3\alpha_1 + \alpha_2)$

$(s_2 s_1)^6 : \alpha_1 \mapsto -3\alpha_1 + 2\alpha_2$
10: $\alpha_2 \mapsto -(3\alpha_1 + \alpha_2)$
Let $\lambda = x \alpha_1 + y \alpha_2$ for some $x, y \in \mathbb{Z}$, then we can give the following simplifications:

\[
\begin{align*}
s_1(s_2s_1) : \alpha_1 &\mapsto -(2\alpha_1 + \alpha_2) & s_1(s_2s_1)^2 : \alpha_1 &\mapsto -(\alpha_1 + \alpha_2) \\
\alpha_2 &\mapsto 3\alpha_1 + 2\alpha_2 & \alpha_2 &\mapsto \alpha_2 \\
s_1(s_2s_1)^3 : \alpha_1 &\mapsto \alpha_1 & s_1(s_2s_1)^4 : \alpha_1 &\mapsto 2\alpha_1 + \alpha_2 \\
\alpha_2 &\mapsto -(3\alpha_1 + \alpha_2) & \alpha_2 &\mapsto -(3\alpha_1 + 2\alpha_2)
\end{align*}
\]

We now state the main theorem of this section.

**Theorem 2.6.1.** Let $\lambda = x \alpha_1 + y \alpha_2$, with $x, y \in \mathbb{Z}$. Then

1. $\mathcal{A}(\lambda, 0) = \{1\}$ if $x = 0, y = 0$.

2. $\mathcal{A}(\lambda, 0) = \{s_1\}$ if $x = -1, y = 0$.

3. $\mathcal{A}(\lambda, 0) = \{s_2\}$ if $x = 0, y = -1$.

4. $\mathcal{A}(\lambda, 0) = \{s_2s_1\}$ if $x = -4, y = -1$. 
5. \( A(\lambda, 0) = \{(s_2s_1)^2\} \) if \( x = -9, y = -4 \).

6. \( A(\lambda, 0) = \{(s_2s_1)^3\} \) if \( x = -10, y = -6 \).

7. \( A(\lambda, 0) = \{(s_2s_1)^4\} \) if \( x = -6, y = -5 \).

8. \( A(\lambda, 0) = \{(s_2s_1)^5\} \) if \( x = -1, y = -2 \).

9. \( A(\lambda, 0) = \{s_1(s_2s_1)\} \) if \( x = -6, y = -2 \).

10. \( A(\lambda, 0) = \{s_1(s_2s_1)^2\} \) if \( x = -10, y = -5 \).

11. \( A(\lambda, 0) = \{s_1(s_2s_1)^3\} \) if \( x = -9, y = -6 \).

12. \( A(\lambda, 0) = \{s_1(s_2s_1)^4\} \) if \( x = -4, y = -4 \).

13. \( A(\lambda, 0) = \{1, s_2\} \) if \( x = 1, y = 0 \) or \( x = 3, y = 1 \).

14. \( A(\lambda, 0) = \{1, s_1\} \) if \( x = 1, y = 1 \).

15. \( A(\lambda, 0) = \{s_1, s_2s_1\} \) if \( x = -2, y = 0 \) or \( x = -1, y = 1 \).

16. \( A(\lambda, 0) = \{s_2s_1, s_1(s_2s_1)\} \) if \( x = -5, y = -1 \).

17. \( A(\lambda, 0) = \{s_1(s_2s_1), (s_2s_1)^2\}, \) if \( x = -8, y = -3 \) or \( x = -9, y = -3 \).

18. \( A(\lambda, 0) = \{(s_2s_1)^2, s_1(s_2s_1)^2\} \) if \( x = -11, y = -5 \).

19. \( A(\lambda, 0) = \{s_1(s_2s_1)^2, (s_2s_1)^3\} \) if \( x = -11, y = -6 \) or \( x = -13, y = -7 \).

20. \( A(\lambda, 0) = \{(s_2s_1)^3, s_1(s_2s_1)^3\} \) if \( x = -11, y = -7 \).

21. \( A(\lambda, 0) = \{s_1(s_2s_1)^3, (s_2s_1)^4\} \) if \( x = -8, y = -6 \) or \( x = -9, y = -7 \).

22. \( A(\lambda, 0) = \{(s_2s_1)^4, s_1(s_2s_1)^4\} \) if \( x = -5, y = -5 \).

23. \( A(\lambda, 0) = \{s_1(s_2s_1)^4, (s_2s_1)^5\} \) if \( x = -2, y = -3 \) or \( x = -1, y = -3 \).

24. \( A(\lambda, 0) = \{(s_2s_1)^5, s_2\} \) if \( x = 1, y = -1 \).
25. \( A(\lambda, 0) = \{1, s_1, s_2\} \) if \( \frac{1}{3}x + \frac{1}{3} \leq y \leq x - 1 \) and \( \frac{2}{3}x - \frac{3}{4} < y < \frac{1}{2}x + 1 \).

26. \( A(\lambda, 0) = \{1, s_1, s_2s_1\} \) if \( x \geq 0, y \geq \frac{1}{2}x + 1, x - 1 < y < \frac{2}{3}x + 2 \).

27. \( A(\lambda, 0) = \{s_1, s_2s_1, s_1(s_2s_1)\} \) if \( x < 0, y \geq 0, \frac{2}{3}x + 2 \leq y < x + 5 \).

28. \( A(\lambda, 0) = \{s_2s_1, (s_2s_1)^2, s_1(s_2s_1)\} \) if \( x > -10, y < 0, y \geq x + 5, y \geq \frac{1}{3}x + \frac{1}{3} \).

29. \( A(\lambda, 0) = \{(s_2s_1)^2, s_1(s_2s_1), s_1(s_2s_1)^2\} \) if \( x \leq -10, y > -6, \frac{1}{2}x + 1 \leq y < \frac{1}{3}x + \frac{1}{3} \).

30. \( A(\lambda, 0) = \{(s_2s_1)^2, (s_2s_1)^3, s_1(s_2s_1)^2\} \) if \( y \leq -6, y \geq \frac{2}{3}x + 2, \frac{1}{3}x - 3 < y < \frac{1}{3}x + 1 \).

31. \( A(\lambda, 0) = \{(s_2s_1)^3, s_1(s_2s_1)^2, s_1(s_2s_1)^3\} \) if \( x + 5 \leq y \leq \frac{1}{3}x - 3, \frac{1}{2}x - 2 < y < \frac{2}{3}x + 2 \).

32. \( A(\lambda, 0) = \{(s_2s_1)^3, (s_2s_1)^4, s_1(s_2s_1)^3\} \) if \( x \leq -10, y \leq \frac{1}{2}x - 2, \frac{2}{3}x - \frac{4}{3} < y < x + 5 \).

33. \( A(\lambda, 0) = \{(s_2s_1)^4, s_1(s_2s_1)^3, s_1(s_2s_1)^4\} \) if \( x > -10, y \leq -6, y \leq \frac{2}{3}x - \frac{4}{3}, y < -x - 1 \).

34. \( A(\lambda, 0) = \{(s_2s_1)^4, (s_2s_1)^5, s_1(s_2s_1)^4\} \) if \( x < 0, y > -6, y \leq \frac{1}{3}x - 3, y \leq x - 1 \).

35. \( A(\lambda, 0) = \{s_2, (s_2s_1)^5, s_1(s_2s_1)^4\} \) if \( x \geq 0, y \leq \frac{1}{2}x - 2, \frac{1}{3}x - 3 < y < 0 \).

36. \( A(\lambda, 0) = \{1, s_2, (s_2s_1)^5\} \) if \( 0 \leq y \leq \frac{2}{3}x - \frac{4}{3}, \frac{1}{2}x - 2 < y < \frac{1}{3}x + \frac{1}{3} \).

37. \( A(\lambda, 0) = \{1, s_1, s_2, (s_2s_1)^5\} \) if \( \frac{1}{3}x + \frac{1}{3} \leq y \leq \frac{2}{3}x - \frac{4}{3}, \frac{1}{2}x - 2 < y < \frac{1}{2}x + 1 \).

38. \( A(\lambda, 0) = \{1, s_1, s_2, s_2s_1\} \) if \( \frac{1}{2}x + 1 \leq y \leq x - 1, \frac{2}{3}x - \frac{4}{3} < y < \frac{2}{3}x + 2 \).

39. \( A(\lambda, 0) = \{1, s_1, s_2s_1, s_1(s_2s_1)\} \) if \( x \geq 0, y \geq \frac{2}{3}x + 2, x - 1 < y < x + 5 \).

40. \( A(\lambda, 0) = \{s_1, s_2s_1, (s_2s_1)^2, s_1(s_2s_1)\} \) if \( -10 < x < 0, y \geq 0, y \geq x + 5 \).

41. \( A(\lambda, 0) = \{s_2s_1, (s_2s_1)^2, s_1(s_2s_1), s_1(s_2s_1)^2\} \) if \( x \leq -10, y \leq \frac{1}{3}x + \frac{1}{3}, -6 < y < 0 \).
42. $A(\lambda, 0) = \{(s_2 s_1)^2, (s_2 s_1)^3, s_1(s_2 s_1), s_1(s_2 s_1)^2\}$ if $\frac{1}{2} x + 1 \leq y \leq -6$, $\frac{1}{3} x - 3 < y < \frac{1}{3} x + \frac{1}{3}$.

43. $A(\lambda, 0) = \{(s_2 s_1)^2, (s_2 s_1)^3, s_1(s_2 s_1)^2, s_1(s_2 s_1)^3\}$ if $\frac{2}{3} x + 2 \leq y \leq \frac{1}{3} x - 3$, $\frac{1}{2} x - 2 < y < \frac{1}{2} x + 1$.

44. $A(\lambda, 0) = \{(s_2 s_1)^3, (s_2 s_1)^4, s_1(s_2 s_1)^2, s_1(s_2 s_1)^3\}$ if $x + 5 \leq y \leq \frac{1}{2} x - 2$, $\frac{2}{3} x - \frac{4}{3} < y < \frac{2}{3} + 2$.

45. $A(\lambda, 0) = \{(s_2 s_1)^3, (s_2 s_1)^4, s_1(s_2 s_1)^3, s_1(s_2 s_1)^4\}$ if $x \leq -10$, $y \leq \frac{2}{3} x - \frac{4}{3} x - 1 < y < x + 5$.

46. $A(\lambda, 0) = \{(s_2 s_1)^4, (s_2 s_1)^5, s_1(s_2 s_1)^3, s_1(s_2 s_1)^4\}$ if $-10 < x < 0$, $y \leq -6$, $y \leq x - 1$.

47. $A(\lambda, 0) = \{s_2, (s_2 s_1)^4, (s_2 s_1)^5, s_1(s_2 s_1)^4\}$ if $x \geq 0$, $y \leq \frac{1}{3} x - 3$, $-6 < y < 0$.

48. $A(\lambda, 0) = \{1, s_2, (s_2 s_1)^5, s_1(s_2 s_1)^4\}$ if $0 \leq y \leq \frac{1}{2} x - 2$, $\frac{1}{3} x - 3 < y < \frac{2}{3} x + \frac{1}{3}$.

49. $A(\lambda, 0) = \{1, s_1, s_2, s_2 s_1, (s_2 s_1)^5\}$ if $\frac{1}{2} x + 1 \leq y \leq \frac{2}{3} x - \frac{4}{3}$.

50. $A(\lambda, 0) = \{1, s_1, s_2, s_2 s_1, s_1(s_2 s_1)\}$ if $\frac{2}{3} x + 2 \leq y \leq x - 1$.

51. $A(\lambda, 0) = \{1, s_1, s_2, s_1, (s_2 s_1)^2\}$ if $x \geq 0$, $y \geq x + 5$.

52. $A(\lambda, 0) = \{s_1, s_2 s_1, (s_2 s_1)^2, s_1(s_2 s_1), s_1(s_2 s_1)^2\}$ if $x \leq -10$, $y \geq 0$.

53. $A(\lambda, 0) = \{s_2 s_1, (s_2 s_1)^2, (s_2 s_1)^3, s_1(s_2 s_1), s_1(s_2 s_1)^2\}$ if $\frac{1}{3} x + \frac{1}{3} \leq y \leq -6$.

54. $A(\lambda, 0) = \{(s_2 s_1)^2, (s_2 s_1)^3, s_1(s_2 s_1), s_1(s_2 s_1)^2, s_1(s_2 s_1)^3\}$ if $\frac{1}{2} x + 1 \leq y \leq \frac{1}{2} x - 3$.

55. $A(\lambda, 0) = \{(s_2 s_1)^2, (s_2 s_1)^3, (s_2 s_1)^4, s_1(s_2 s_1)^2, s_1(s_2 s_1)^3\}$ if $\frac{2}{3} x + 2 \leq y \leq \frac{1}{2} x - 2$.

56. $A(\lambda, 0) = \{(s_2 s_1)^3, (s_2 s_1)^4, s_1(s_2 s_1)^2, s_1(s_2 s_1)^3, s_1(s_2 s_1)^4\}$ if $x + 5 \leq y \leq \frac{2}{3} x - \frac{4}{3}$.

57. $A(\lambda, 0) = \{(s_2 s_1)^3, (s_2 s_1)^4, (s_2 s_1)^5, s_1(s_2 s_1)^3, s_1(s_2 s_1)^4\}$ if $x \leq -10$, $y \leq x - 1$.

58. $A(\lambda, 0) = \{s_2, (s_2 s_1)^4, (s_2 s_1)^5, s_1(s_2 s_1)^3, s_1(s_2 s_1)^4\}$ if $x \geq 0$, $y \leq -6$. 
59. \( A(\lambda, 0) = \{1, s_2, (s_2s_1)^4, (s_2s_1)^5, s_1(s_2s_1)^4\} \) if \( 0 \leq y \leq \frac{1}{3}x - 3 \).

60. \( A(\lambda, 0) = \{1, s_1, s_2, (s_2s_1)^5, s_1(s_2s_1)^4\} \) if \( \frac{1}{3}x + \frac{1}{3} \leq y \leq \frac{1}{2}x - 2 \).

61. \( A(\lambda, 0) = \emptyset \) if \( x, y \) do not satisfy any of the above statements.

Proof. Let \( \lambda = x\alpha_1 + y\alpha_2 \) with \( x, y \in \mathbb{Z} \). By (2.76)-(2.87) we have that

\[
1 \in A(\lambda, 0) \iff x \geq 0, y \geq 0 \tag{2.88}
\]
\[
s_1 \in A(\lambda, 0) \iff y \geq \frac{1}{3}x + \frac{1}{3}, y \geq 0 \tag{2.89}
\]
\[
s_2 \in A(\lambda, 0) \iff x \geq 0, y \leq x - 1 \tag{2.90}
\]
\[
s_2s_1 \in A(\lambda, 0) \iff y \geq \frac{1}{3}x + \frac{1}{3}, y \geq \frac{1}{2}x + 1 \tag{2.91}
\]
\[
(s_2s_1)^2 \in A(\lambda, 0) \iff y \geq \frac{2}{3}x + 2, y \geq x + 5 \tag{2.92}
\]
\[
(s_2s_1)^3 \in A(\lambda, 0) \iff x \leq -10, y \leq -6 \tag{2.93}
\]
\[
(s_2s_1)^4 \in A(\lambda, 0) \iff y \leq \frac{1}{3}x - 3, y \leq \frac{1}{2}x - 2 \tag{2.94}
\]
\[
(s_2s_1)^5 \in A(\lambda, 0) \iff y \leq \frac{2}{3}x - \frac{4}{3}, y \leq x - 1 \tag{2.95}
\]
\[
s_1(s_2s_1) \in A(\lambda, 0) \iff y \geq \frac{2}{3}x + 2, y \geq \frac{1}{2}x + 1 \tag{2.96}
\]
\[
s_1(s_2s_1)^2 \in A(\lambda, 0) \iff x \leq -10, y \geq x + 5 \tag{2.97}
\]
\[
s_1(s_2s_1)^3 \in A(\lambda, 0) \iff y \leq \frac{1}{3}x - 3, y \leq -6 \tag{2.98}
\]
\[
s_1(s_2s_1)^4 \in A(\lambda, 0) \iff y \leq \frac{2}{3}x - \frac{4}{3}, y \leq \frac{1}{2}x - 2 \tag{2.99}
\]

In Figure 2.15, we graph the solution set to each pair of linear inequalities in (2.88)-(2.99) by placing a solid circle on all \( \lambda \in P(G_2) \), for which \( \sigma \in A(\lambda, 0) \). We graph each solution set on the weight lattice of \( G_2 \), which we superimpose on a plane defined by the \( \mathbb{R} \)-span of the fundamental weights. The bolded axes correspond to the \( \mathbb{R} \)-span of the fundamental weights, with placement of simple roots and fundamental weights as in Figure 2.14. The theorem then follows from the intersection of the solution sets to the inequalities (2.88)-(2.99). \( \square \)
Figure 2.15: Graphs of solution sets to linear inequalities associated to $G_2$
2.7 Diagrams associated to Weyl alternation sets

For each rank 2 Lie algebra \( g \) we create the zero weight Weyl alternation diagram of \( g \). This is a multi-colored diagram on the weight lattice of \( g \), which we superimpose on a plane defined by the \( \mathbb{R} \)-span of the fundamental weights.

Let \( \mathcal{A} := \{ A(\lambda,0) : \lambda \in P(g) \} \backslash \{ \emptyset \} \). Choose \( |\mathcal{A}| \) distinct colors and assign a distinct color to each of the non-empty Weyl alternation sets in \( \mathcal{A} \). Then to all integral weights with the same non-empty Weyl alternation set, place a small solid circle of the color assigned to that particular Weyl alternation set.

Applying the above procedure to the Weyl alternation sets in Theorems 2.2.1, 2.3.1, 2.4.1, 2.5.1, and 2.6.1 we create the zero weight Weyl alternation diagrams of \( \mathfrak{sl}_3 \), \( \mathfrak{so}_5 \), \( \mathfrak{sp}_4 \), \( \mathfrak{so}_4 \) and \( G_2 \), respectively.

![Figure 2.16: Zero weight Weyl alternation diagram of \( \mathfrak{sl}_3(\mathbb{C}) \)](image)
Figure 2.17: Zero weight Weyl alternation diagram of $\mathfrak{so}_5(\mathbb{C})$
Figure 2.18: Zero weight Weyl alternation diagram of $\mathfrak{sp}_4(\mathbb{C})$
Figure 2.19: Zero weight Weyl alternation diagram of $\mathfrak{so}_4(\mathbb{C})$
Figure 2.20: Zero weight Weyl alternation diagram of $G_2$
Figures 2.21, 2.22, 2.23, 2.24, and 2.25 are Hasse diagrams depicting the containment of the zero weight Weyl alternation sets associated to the Lie algebras $\mathfrak{sl}_3$, $\mathfrak{so}_5$, $\mathfrak{sp}_4$, $\mathfrak{so}_4$ and $G_2$, respectively.

Figure 2.21: Hasse diagram associated to $\mathfrak{sl}_3(\mathbb{C})$
Figure 2.22: Hasse diagram associated to $\mathfrak{so}_5(\mathbb{C})$
Figure 2.23: Hasse diagram associated to $sp_4(\mathbb{C})$
Figure 2.24: Hasse diagram associated to $\mathfrak{so}_4(\mathbb{C})$
Figure 2.25: Hasse diagram associated to $G_2$
In Figure 2.25 the numbers 1 – 12 correspond to the elements of the Weyl group of $G_2$ in the following way:

1 corresponds to 1 (identity),
2 corresponds to $s_1$,
3 corresponds to $s_2 s_1$,
4 corresponds to $s_1 (s_2 s_1)$,
5 corresponds to $(s_2 s_1)^2$,
6 corresponds to $s_1 (s_2 s_1)^2$,
7 corresponds to $(s_2 s_1)^3$,
8 corresponds to $s_1 (s_2 s_1)^3$,
9 corresponds to $(s_2 s_1)^4$,
10 corresponds to $s_1 (s_2 s_1)^4$,
11 corresponds to $(s_2 s_1)^5$, and
12 corresponds to $s_2$.

### 2.8 Convexity of Weyl alternation sets

Let $\mathfrak{g}$ be a simple Lie algebra of rank $r \geq 1$, with $\mathfrak{h}$ a fixed choice of Cartan subalgebra. Let $\Delta = \{\alpha_1, \ldots, \alpha_r\}$ denote the set of simple roots and let $\{\varpi_1, \ldots, \varpi_r\}$ be the set of fundamental weights of $\mathfrak{g}$. Let $Q = \mathbb{Z} \alpha_1 \oplus \cdots \oplus \mathbb{Z} \alpha_r$ be the root lattice of $\mathfrak{g}$, and let $Q^+ = \mathbb{N} \alpha_1 \oplus \cdots \oplus \mathbb{N} \alpha_r$ denote the positive chamber of the root lattice.

**Proposition 2.8.1.** If $\rho = \frac{1}{2} \sum_{\alpha \in \varPhi^+} \alpha$, then $\mathcal{A}(\rho, 0) = \emptyset$.

**Proof.** Observe that for any $\sigma \in W$, we have that $\sigma(-\rho + \rho) - \rho = -\rho \notin Q^+$. Thus $\mathcal{A}(-\rho, 0) = \emptyset$. \hfill $\square$

We now prove a convexity result for Weyl alternation sets.

Fix $S \subset W$ and let $\mathcal{A}(S) = \{(\lambda, \mu) \in P(\mathfrak{g}) \times P(\mathfrak{g}) \mid S \subseteq \mathcal{A}(\lambda, \mu)\}$. 
Theorem 2.8.1. For any non-empty $S \subseteq W$ there exists a convex subset $C \subseteq h^* \times h^*$, such that $C \cap Q = A(S)$.

Proof. Let $\lambda, \mu \in P(g)$. For each $\sigma \in W$ we can write

$$\sigma(\lambda + \rho) - \rho - \mu = \sum_{i=1}^{r} (\varpi_i, \sigma(\lambda + \rho) - \rho - \mu) \alpha_i.$$ 

Notice $\sigma \in A(\lambda, \mu)$ if and only if the following conditions are satisfied:

1. $(\varpi_i, \sigma(\lambda + \rho) - \rho - \mu) \geq 0$, for all $1 \leq i \leq r$, and
2. $(\varpi_i, \sigma(\lambda + \rho) - \rho - \mu) \in \mathbb{N}$, for all $1 \leq i \leq r$.

Observe that the first condition is a convexity condition. For $\sigma \in W$, let

$$C_{\sigma} = \{(\lambda, \mu) \in P(g) \times P(g) \mid (\varpi_i, \sigma(\lambda + \rho) - \rho - \mu) \geq 0, \forall 1 \leq i \leq r\}.$$ 

Notice that for any $\sigma \in W$, $C_{\sigma} \subseteq h^* \times h^*$ is convex since it is an affine half space. Fix a nonempty subset $S \subseteq W$, and let

$$C = \{(\lambda, \mu) \in P(g) \times P(g) \mid (\lambda, \mu) \in C_{\sigma}, \forall \sigma \in S\}.$$ 

Notice that $C = \bigcap_{\sigma \in S} C_{\sigma}$ is a convex subset of $h^* \times h^*$, since the intersection of convex half-spaces is convex. Thus

$$C \cap Q = \{(\lambda, \mu) \in P(g) \times P(g) \mid (\lambda, \mu) \in C_{\sigma}, \forall \sigma \in S\} \cap Q$$

$$= \{(\lambda, \mu) \in P(g) \times P(g) \mid (\varpi_i, \sigma(\lambda + \rho) - \rho - \mu) \in \mathbb{N}, \forall 1 \leq i \leq r, \forall \sigma \in S\}$$

$$= \{(\lambda, \mu) \in P(g) \times P(g) \mid \varphi(\sigma(\lambda + \rho) - \rho - \mu) > 0, \forall \sigma \in S\}$$

$$= \{(\lambda, \mu) \in P(g) \times P(g) \mid S \subseteq A(\lambda, \mu)\}$$

$$= A(S).$$

$\square$
Chapter 3

Kostant’s weight multiplicity formula and the Fibonacci numbers

In this chapter we address the question of how many terms contribute to the multiplicity of the zero weight for certain, very special, highest weights. Specifically, we consider the case where the highest weight is equal to the sum of all simple roots. We prove that this weight is dominant only in Lie types $A$ and $B$, and in these cases we show that the number of contributing terms is a Fibonacci number. We then provide some combinatorial consequences of this fact.

3.1 Lie algebra $\mathfrak{sl}_{r+1}(\mathbb{C})$

Let $r \geq 1$ and let $n = r + 1$. Let $G = SL_n(\mathbb{C})$, $\mathfrak{g} = \mathfrak{sl}_{r+1} = \mathfrak{sl}_n(\mathbb{C})$, and let

$$\mathfrak{h} = \{diag[a_1, \ldots, a_n]|a_1, \ldots, a_n \in \mathbb{C}, \sum_{i=1}^{n} a_i = 0\}$$

be a fixed choice of Cartan subalgebra. Let $\mathfrak{b}$ denote the set of $n \times n$ upper triangular complex matrices with trace zero. For $1 \leq i \leq n$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to \mathbb{C}$ by $\varepsilon_i(H) = a_i$, for any $H = diag[a_1, \ldots, a_n] \in \mathfrak{h}$. The Weyl group, $W$, is isomorphic to $S_n$, the symmetric group on $n$ letters, and acts on $\mathfrak{h}^*$ by permutations of $\varepsilon_1, \ldots, \varepsilon_n$.

For each $1 \leq i \leq r$, let $\alpha_i = \varepsilon_i - \varepsilon_{i+1}$. Then the set of simple and positive roots corresponding to $(\mathfrak{g}, \mathfrak{b})$ are $\Delta = \{\alpha_1, \ldots, \alpha_r\}$ and $\Phi^+ = \{\varepsilon_i - \varepsilon_j | 1 \leq i < j \leq n\}$,
respectively. The highest root is \( \tilde{\alpha} = \varepsilon_1 - \varepsilon_n = \alpha_1 + \cdots + \alpha_r \). The fundamental weights are defined by \( \varpi_i = \varepsilon_1 + \cdots + \varepsilon_i - \frac{i}{n}(\varepsilon_1 + \cdots + \varepsilon_n) \), where \( 1 \leq i \leq r \). Then the sets of integral and dominant integral weights are

\[
P(g) = \{ a_1 \varpi_1 + \cdots + a_r \varpi_r \mid a_i \in \mathbb{Z}, \text{ for all } i = 1, \ldots, r \} \quad \text{and} \quad P_+(g) = \{ a_1 \varpi_1 + \cdots + a_r \varpi_r \mid a_i \in \mathbb{N}, \text{ for all } i = 1, \ldots, r \}, \]

respectively.

Let \( (, ) \) be the symmetric bilinear form on \( \mathfrak{h}^* \) corresponding to the trace form as in [5]. Observe that if \( H = \text{diag}[a_1, \ldots, a_n] \in \mathfrak{h} \), then \( (\varepsilon_1 + \cdots + \varepsilon_n)(H) = a_1 + \cdots + a_n = 0 \). Thus, for any \( 1 \leq i \leq r \), we can write \( \varpi_i = \varepsilon_1 + \cdots + \varepsilon_i \).

As a simplification we will write \( \xi \in \mathfrak{h}^* \) as an \( n \)-tuple whose \( i \)-th coordinate is given by \( (\varepsilon_i, \xi) \). Hence, if \( \xi = (\xi_1, \ldots, \xi_n) \in \mathfrak{h}^* \) and \( 1 \leq i \leq r \), then \( (\varpi_i, \xi) = \xi_1 + \cdots + \xi_i \). Therefore

\[
\tilde{\alpha} = (1, 0, 0, \ldots, 0, -1) \\
\rho = (n - 1, n - 2, n - 3, \ldots, 2, 1, 0), \quad \text{and} \\
\tilde{\alpha} + \rho = (n, n - 2, n - 3, \ldots, 2, 1, -1).
\]

It will be useful to relabel \( \tilde{\alpha} + \rho = (a_1, a_2, \ldots, a_n) \), where

\[
a_j = \begin{cases} 
  n & \text{if } j = 1 \\
-1 & \text{if } j = n \\
  n - j & \text{otherwise.} 
\end{cases} \tag{3.1}
\]

Then for any \( \sigma \in W \),

\[
\sigma(\tilde{\alpha} + \rho) - \rho = (a_{\sigma^{-1}(1)} - n + 1, a_{\sigma^{-1}(2)} - n + 2, \ldots, a_{\sigma^{-1}(n-1)} - 1, a_{\sigma^{-1}(n)}). \tag{3.2}
\]

### 3.1.1 The zero weight space of \( \mathfrak{sl}_{r+1}(\mathbb{C}) \)

In this section we present results regarding the Weyl alternation set corresponding to the highest root and the zero weight of \( \mathfrak{sl}_{r+1} \).

**Theorem 3.1.1.** Let \( \sigma \in S_n \). Then \( \sigma \in A(\tilde{\alpha}, 0) \) if and only if \( \sigma(1) = 1 \), \( \sigma(n) = n \), and \( |\sigma(i) - i| \leq 1 \), for all \( 1 \leq i \leq n \).
The following technical propositions will be used in the proof of Theorem 3.1.1.

**Proposition 3.1.1.** Let \( \sigma \in S_n \). Then \( \sigma \) is a product of commuting neighboring transpositions if and only if \( |\sigma(i) - i| \leq 1 \), for all \( 1 \leq i \leq n \).

**Proof.** (\( \Rightarrow \)) Assume \( \sigma \in S_n \) is a product of commuting neighboring transpositions. Hence \( \sigma = (i_1 \ i_1 + 1)(i_2 \ i_2 + 1) \cdots (i_k \ i_k + 1) \), for some nonconsecutive integers \( i_1, i_2, \ldots, i_k \) between 1 and \( n - 1 \). If we let \( A = \{i \mid \sigma(i) \neq i\} \), then

\[
|\sigma(j) - j| = \begin{cases} 
1 & \text{if } j \in A \\
0 & \text{if } j \notin A.
\end{cases}
\]

Thus \( |\sigma(i) - i| \leq 1 \) for all \( i = 1, \ldots, n \).

(\( \Leftarrow \)) We can always write \( \sigma \) as a product of transpositions. Since \( \sigma \in S_n \) with \( |\sigma(i) - i| \leq 1 \), for all \( 1 \leq i \leq n \), we must have that \( \sigma = (i_1 \ i_1 + 1)(i_2 \ i_2 + 1) \cdots (i_k \ i_k + 1) \), for some nonconsecutive integers \( i_1, i_2, \ldots, i_k \) between 1 and \( n - 1 \). Thus \( \sigma \) is a product of commuting neighboring transpositions.

For \( 1 \leq i \leq r \), let \( s_i \) denote the simple root reflection corresponding to \( \alpha_i \in \Delta \). Then \( s_i(\varepsilon_k) = \varepsilon_{\sigma(k)} \), where \( \sigma \) is the neighboring transposition \( (i \ i + 1) \in S_n \).

**Proposition 3.1.2.** Let \( \sigma = s_{i_1}s_{i_2} \cdots s_{i_k} \in W \), where \( i_1, \ldots, i_k \) are nonconsecutive integers satisfying \( 2 \leq i_1 < i_2 < \cdots < i_k \leq r - 1 \). Then \( \sigma(\tilde{\alpha} + \rho) = \rho = (\varepsilon_1 - \varepsilon_{i_1}) + (\varepsilon_{i_1 + 1} - \varepsilon_{i_2}) + \cdots + (\varepsilon_{i_k + 1} - \varepsilon_n) \) is a nonnegative integral combination of positive roots.

**Proof.** We proceed by induction on the length of \( \sigma \). If \( \ell(\sigma) = 0 \), then \( \sigma = 1 \), and \( \sigma(\tilde{\alpha} + \rho) = \rho = \tilde{\alpha} = \varepsilon_1 - \varepsilon_n \), which is a nonnegative integral combination of positive roots. Suppose that for any \( m \leq k \), if \( \sigma = s_{i_1}s_{i_2} \cdots s_{i_m} \), with \( i_1, \ldots, i_m \) nonconsecutive integers satisfying \( 2 \leq i_1 < i_2 < \cdots < i_m \leq r - 1 \), then \( \sigma(\tilde{\alpha} + \rho) - \rho = (\varepsilon_1 - \varepsilon_{i_1}) + (\varepsilon_{i_1 + 1} - \varepsilon_{i_2}) + \cdots + (\varepsilon_{i_m + 1} - \varepsilon_n) \) is a nonnegative integral combination of positive roots.

Let \( \sigma = s_{i_1}s_{i_2} \cdots s_{i_{k+1}} \in W \), where \( i_1, \ldots, i_{k+1} \) are nonconsecutive integers satisfying \( 2 \leq i_1 < i_2 < \cdots < i_{k+1} \leq r - 1 \). Observe that \( \sigma = s_i \pi \), where \( \pi = s_{i_2} \cdots s_{i_{k+1}} \).
with $\ell(\pi) = k$. Then, by induction hypothesis,
\[ \pi(\tilde{\alpha} + \rho) - \rho = (\varepsilon_1 - \varepsilon_{i_2}) + (\varepsilon_{i_2+1} - \varepsilon_{i_3}) + \cdots + (\varepsilon_{i_{k+1}+1} - \varepsilon_n). \]

Notice $s_i(\alpha_j) = \alpha_j$, whenever $i$ and $j$ are nonconsecutive integers. Also, recall that $s_i(\omega_j) = \omega_j - \delta_{ij}\alpha_i$ and $\rho = \omega_1 + \cdots + \omega_r$. Therefore $s_i(\rho) = \rho - \alpha_i$ and hence
\[ \sigma(\tilde{\alpha} + \rho) - \rho = s_i\pi(\tilde{\alpha} + \rho) - \rho = s_i((\varepsilon_1 - \varepsilon_{i_2}) + (\varepsilon_{i_2+1} - \varepsilon_{i_3}) + \cdots + (\varepsilon_{i_{k+1}+1} - \varepsilon_n) + \rho) - \rho = (\varepsilon_1 - \varepsilon_{i_2}) + (\varepsilon_{i_2+1} - \varepsilon_{i_3}) + \cdots + (\varepsilon_{i_{k+1}+1} - \varepsilon_n) + \rho - \alpha_i - \rho = (\varepsilon_1 - \varepsilon_{i_1}) + (\varepsilon_{i_1+1} - \varepsilon_{i_2}) + \cdots + (\varepsilon_{i_{k+1}+1} - \varepsilon_n). \]

Thus $\sigma(\tilde{\alpha} + \rho) - \rho$ is a nonnegative integral combination of positive roots. \hfill $\Box$

**Proposition 3.1.3.** Let $\sigma \in S_n$ such that $|\sigma(i) - i| \leq 1$, for all $1 \leq i \leq n$. Then $\sigma(1) = 1$ and $\sigma(n) = n$ if and only if for any $1 \leq i \leq r$,
\[
(\omega_i, \sigma(\tilde{\alpha} + \rho) - \rho) = \begin{cases} 
1 & \text{if } \{\sigma(1), \sigma(2), \ldots, \sigma(i)\} = \{1, 2, \ldots, i\} \\
0 & \text{if } \sigma(i) = i + 1.
\end{cases}
\]

**Proof.** ($\Rightarrow$) Assume $\sigma \in S_n$ such that $\sigma(1) = 1$, $\sigma(n) = n$, and $|\sigma(i) - i| \leq 1$, for all $1 \leq i \leq n$. By Proposition 3.1.1, $\sigma$ is a product of commuting neighboring transpositions and hence $\sigma = \sigma^{-1}$. Then $\sigma(\tilde{\alpha} + \rho) - \rho = (1, 2 - \sigma(2), \ldots, (n-1) - \sigma(n-1), -1)$.

We proceed by induction on $i$. If $i = 1$, then $\sigma(1) = 1$ and $(\omega_1, \sigma(\tilde{\alpha} + \rho) - \rho) = 1$.

Now let $1 < i \leq r$ and assume that for any $1 \leq j \leq i - 1$,
\[
(\omega_j, \sigma(\tilde{\alpha} + \rho) - \rho) = \begin{cases} 
1 & \text{if } \{\sigma(1), \sigma(2), \ldots, \sigma(j)\} = \{1, 2, \ldots, j\} \\
0 & \text{if } \sigma(j) = j + 1.
\end{cases}
\]
Suppose that $j = i$. By induction hypothesis, since $j - 1 \leq i - 1$, we have that
\[
(\omega_{j-1}, \sigma(\tilde{\alpha} + \rho) - \rho) = \begin{cases} 
1 & \text{if } \{\sigma(1), \sigma(2), \ldots, \sigma(j-1)\} = \{1, 2, \ldots, j-1\} \\
0 & \text{if } \sigma(j-1) = j.
\end{cases}
\]

Case 1: Assume $(\omega_{j-1}, \sigma(\tilde{\alpha} + \rho) - \rho) = 1$. So $\{\sigma(1), \ldots, \sigma(j-1)\} = \{1, \ldots, j-1\}$ and so $\sigma(j) = j$ or $\sigma(j) = j + 1$. Hence,
\[
(\omega_j, \sigma(\tilde{\alpha} + \rho) - \rho) = 1 + (j - \sigma(j)) = \begin{cases} 
1 & \text{if } \{\sigma(1), \ldots, \sigma(j)\} = \{1, \ldots, j\} \\
0 & \text{if } \sigma(j) = j + 1.
\end{cases}
\]
Case 2: Assume \((\varpi_{j-1}, \sigma(\tilde{\alpha} + \rho) - \rho) = 0\). So \(\sigma(j - 1) = j\). Then observe that

\[
(\varpi_{j-1}, \sigma(\tilde{\alpha} + \rho) - \rho) = (\varpi_{j-2}, \sigma(\tilde{\alpha} + \rho) - \rho) + ((j - 1) - \sigma(j - 1)) = (\varpi_{j-2}, \sigma(\tilde{\alpha} + \rho) - \rho) - 1 = 0.
\]

Hence \((\varpi_{j-2}, \sigma(\tilde{\alpha} + \rho) - \rho) = 1\) and by induction hypothesis we have that 
\(
\{\sigma(1), \sigma(2), \ldots, \sigma(j - 2)\} = \{1, 2, \ldots, j - 2\}. \)
So \(\sigma(j) = j + 1\) or \(\sigma(j) = j - 1\). If \(\sigma(j) = j + 1\), then \(\sigma(k) = j - 1\), for some integer \(k \geq j + 1\). This implies that 
\(|\sigma(k) - k| \geq 2\), a contradiction. Thus \(\sigma(j) = j - 1\), \(\{\sigma(1), \ldots, \sigma(j)\} = \{1, \ldots, j\}\), and \((\varpi_j, \sigma(\tilde{\alpha} + \rho) - \rho) = j - \sigma(j) = 1\).

\((\Leftarrow)\) Let \(\sigma \in S_n\) such that \(|\sigma(i) - i| \leq 1\), for all \(1 \leq i \leq n\). Suppose that

\[
(\varpi_j, \sigma(\tilde{\alpha} + \rho) - \rho) = \begin{cases} 
1 & \text{if } \{\sigma(1), \sigma(2), \ldots, \sigma(j)\} = \{1, 2, \ldots, j\} \\
0 & \text{if } \sigma(j) = j + 1,
\end{cases}
\]
holds for any \(1 \leq j \leq r\). Proposition 3.1.1 implies that \(\sigma = \sigma^{-1}\), hence (3.2) simplifies to

\[
\sigma(\tilde{\alpha} + \rho) - \rho = (a_{\sigma(1)} - n + 1, a_{\sigma(2)} - n + 2, \ldots, a_{\sigma(n-1)} - 1, a_{\sigma(n)}),
\]
where \(a_i\) is defined by (3.1). If \(\sigma(1) \neq 1\), then \(\sigma(1) = 2\) and \((\varpi_1, \sigma(\tilde{\alpha} + \rho) - \rho) = -1\), a contradiction. Thus \(\sigma(1) = 1\). If \(\sigma(n) \neq n\), then \(\sigma(n) = n - 1\) and \((\varpi_r, \sigma(\tilde{\alpha} + \rho) - \rho) = -a_{\sigma(n)} = -1\), another contradiction. Thus \(\sigma(n) = n\).

\(\Box\)

Proof of Theorem 3.1.1. \((\Rightarrow)\) Let \(\sigma \in \mathcal{A}(\tilde{\alpha}, 0)\). Hence \(\varphi(\sigma(\tilde{\alpha} + \rho) - \rho) > 0\) and 
\((\varpi_i, \sigma(\tilde{\alpha} + \rho) - \rho) \in \mathbb{N}\), for all \(1 \leq i \leq r\). By (3.2) we have that

\[
\sigma(\tilde{\alpha} + \rho) - \rho = (a_{\sigma^{-1}(1)} - n + 1, a_{\sigma^{-1}(2)} - n + 2, \ldots, a_{\sigma^{-1}(n-1)} - 1, a_{\sigma^{-1}(n)}),
\]
where \(a_i\) is defined by (3.1). We want to prove \(\sigma(1) = 1\), \(\sigma(n) = n\), and \(|i - \sigma(i)| \leq 1\), for all \(1 \leq i \leq n\).

If \(1 < \sigma^{-1}(1) \leq n\), then \((\varpi_1, \sigma(\tilde{\alpha} + \rho) - \rho) = a_{\sigma^{-1}(1)} - n + 1 < 0\), a contradiction.
So $\sigma^{-1}(1) = 1$ and hence $\sigma(1) = 1$. If $1 < \sigma^{-1}(n) < n$, then

$$(\varpi, \sigma(\tilde{\alpha} + \rho) - \rho) = \sum_{i=1}^{n-1}[a_{\sigma^{-1}(i)} - n + i]$$

$$= \sum_{i=1}^{n} a_{\sigma^{-1}(i)} - n(n-1) + \frac{(n-1)n}{2} - a_{\sigma^{-1}(n)}$$

$$= n - 1 + \frac{(n-2)(n-1)}{2} - n(n-1) + \frac{(n-1)n}{2} - a_{\sigma^{-1}(n)}$$

$$= -a_{\sigma^{-1}(n)} = \sigma^{-1}(n) - n < 0$$

a contradiction.

So $\sigma^{-1}(n) = n$ and hence $\sigma(n) = n$.

Hence (3.2) simplifies to

$$\sigma(\tilde{\alpha} + \rho) - \rho = (1, 2 - \sigma^{-1}(2), 3 - \sigma^{-1}(3), \ldots, n - \sigma^{-1}(n-1), -1).$$

Observe that if $|i - \sigma^{-1}(i)| \leq 1$, for all $1 < i < n$, then Proposition 3.1.1 implies $\sigma^{-1} = \sigma$ and thus $|i - \sigma(i)| \leq 1$, for all $1 < i < n$. So it suffices to show that $|i - \sigma^{-1}(i)| \leq 1$, for all $1 < i < n$.

We proceed by induction on $i$. If $i = 2$, then $(\varpi_2, \sigma(\tilde{\alpha} + \rho) - \rho) = 1 + 2 - \sigma^{-1}(2) \geq 0$ if and only if $\sigma^{-1}(2) \leq 3$. Since $\sigma^{-1}(1) = 1$, we have that $\sigma^{-1}(2) = 2$ or $\sigma^{-1}(2) = 3$ and in either case $|2 - \sigma^{-1}(2)| \leq 1$.

Now let $2 \leq i \leq n - 1$ and assume that $|j - \sigma^{-1}(j)| \leq 1$ holds for any $j < i$.

Suppose that $j = i$. Since $j - 1 < i$, we have that $|(j - 1) - \sigma^{-1}(j - 1)| \leq 1$. Thus $\sigma^{-1}(j - 1) = j - 2, j - 1$ or $j$. If $\sigma^{-1}(j - 1) = j - 2$ or $j - 1$, then $\{\sigma^{-1}(1), \ldots, \sigma^{-1}(j - 1)\} = \{1, \ldots, j - 1\}$ and $(\varpi_{j-1}, \sigma(\tilde{\alpha} + \rho) - \rho) = 1$. Hence $(\varpi_j, \sigma(\tilde{\alpha} + \rho) - \rho) = 1 + j - \sigma^{-1}(j) \geq 0$ if and only if $\sigma^{-1}(j) \leq j + 1$. Thus $\sigma^{-1}(j) = j$ or $j + 1$ and in either case $|j - \sigma^{-1}(j)| \leq 1$.

Now suppose that $\sigma^{-1}(j - 1) = j$. Since $j - 2 < i$, we have that $|(j - 2) - \sigma^{-1}(j - 2)| \leq 1$. Hence $\{\sigma^{-1}(1), \ldots, \sigma^{-1}(j - 2)\} = \{1, \ldots, j - 2\}$ and $(\varpi_{j-2}, \sigma(\tilde{\alpha} + \rho) - \rho) = 0$. Then $(\varpi_j, \sigma(\tilde{\alpha} + \rho) - \rho) = j - \sigma^{-1}(j) \geq 0$ if and only if $\sigma^{-1}(j) \leq j$. Thus $\sigma^{-1}(j) = j - 1$ and $|j - \sigma^{-1}(j)| \leq 1$, which completes our induction step.

$(\leq)$ Let $\sigma \in S_n$ such that $\sigma(1) = 1, \sigma(n) = n,$ and $|i - \sigma(i)| \leq 1$, for all $1 \leq i \leq n$. Then, by Proposition 3.1.3, $(\varpi_i, \sigma(\tilde{\alpha} + \rho) - \rho)$ is either 1 or 0. Hence $\sigma(\tilde{\alpha} + \rho) - \rho$ is a nonnegative integral combination of simple roots, thus $\sigma \in \mathcal{A}(\tilde{\alpha}, 0).$
Remark 3.1.1. The converse of Theorem 3.1.1 also follows from the fact that if \( \sigma \in S_n \) with \( \sigma(1) = 1, \sigma(n) = n, \) and \( |i - \sigma(i)| \leq 1, \) for all \( 1 \leq i \leq n, \) then either \( \sigma = 1 \) or there exist nonconsecutive integers \( i_1, \ldots, i_k \) between 2 and \( r - 1 \) such that \( \sigma = s_{i_1}s_{i_2}\cdots s_{i_k}. \) Then Proposition 3.1.2 implies \( \sigma(\bar{\alpha} + \rho) - \rho \) is a nonnegative integral combination of positive roots and therefore \( \sigma \in A(\bar{\alpha}, 0). \)

Definition 3.1.1. The Fibonacci numbers are the sequence of numbers, \( \{ F_n \}_{n=1}^{\infty}, \) defined by the recurrence relation

\[
F_n = F_{n-1} + F_{n-2} \quad \text{for } n \geq 3, \text{ and } F_1 = F_2 = 1.
\]

Remark 3.1.2. The Fibonacci numbers are well known for their prevalence throughout mathematics. We refer the reader to [13].

Lemma 3.1.1. If \( m \geq 1, \) then \( \{ \sigma \in S_m : |\sigma(i) - i| \leq 1, \text{ for all } 1 \leq i \leq m \} = F_{m+1}. \)

Proof. Let \( m \geq 1, \) and let \( A_m := \{ \sigma \in S_m : |\sigma(i) - i| \leq 1 \forall i = 1, \ldots, m \}. \) We proceed by induction on \( m. \) If \( m = 1, \) then \( |A_1| = |\{ 1 \}| = F_2. \) If \( m = 2, \) then \( |A_2| = |\{ 1, (1 \ 2) \}| = 2 = F_3. \)

Assume that \( |A_k| = F_{k+1} \) holds for all \( k \leq m - 1. \)

Now let \( k = m. \) If \( \sigma \in A_m, \) then \( \sigma(m) = m \) or \( \sigma(m) = m - 1. \) If \( \sigma(m) = m, \) then by induction hypothesis there exist \( F_m \) permutations belonging to \( A_m. \) Now suppose \( \sigma(m) = m - 1. \) Since \( |\sigma(m - 1) - (m - 1)| \leq 1, \) we have that \( \sigma(m - 1) = m \) or \( \sigma(m - 1) = m - 2. \) If \( \sigma(m - 1) = m - 2, \) then \( \exists k \in \mathbb{N} \) with \( 1 \leq k \leq m - 2 \) such that \( \sigma(k) = m. \) In which case \( |\sigma(k) - k| = m - k \geq m - (m - 2) = 2, \) which contradicts \( |\sigma(k) - k| \leq 1. \) Hence \( \sigma(m - 1) = m, \) and by induction hypothesis there exists \( F_{m-1} \) permutations belonging to \( A_m. \) Thus \( |A_m| = F_m + F_{m-1} = F_{m+1}. \)

We can now give a proof of the main result of this section:

Theorem 3.1.2. If \( r \geq 1 \) and \( \bar{\alpha} \) is the highest root of \( \mathfrak{sl}_{r+1}, \) then \( |A(\bar{\alpha}, 0)| = F_r. \)

Proof. By Theorem 3.1.1 we know that

\[
A(\bar{\alpha}, 0) = \{ \sigma \in S_{r+1} : \sigma(1) = 1, \sigma(r + 1) = r + 1, \text{ and } |\sigma(i) - i| \leq 1, \forall 1 \leq i \leq r + 1 \}.
\]
Notice that the sets $\mathcal{A}(\tilde{\alpha}, 0)$ and $\{\sigma \in S_{r-1} : |\sigma(i) - i| \leq 1, \text{ for all } 1 \leq i \leq r - 1\}$ have the same cardinality. Therefore, by Lemma 3.1.1, $|\mathcal{A}(\tilde{\alpha}, 0)| = F_r$. 

Notice $s_is_j = s_js_i$ if and only if $i$ and $j$ are nonconsecutive integers between 1 and $r$. Hence we may describe the elements of $\mathcal{A}(\tilde{\alpha}, 0)$ as products of commuting simple root reflections.

**Corollary 3.1.1.** Let $\sigma \in S_n$. Then $\sigma \in \mathcal{A}(\tilde{\alpha}, 0)$ if and only if $\sigma = s_{i_1}s_{i_2}\cdots s_{i_k}$, for some nonconsecutive integers $2 \leq i_1 < \cdots < i_k \leq r - 1$.

**Proof.** The corollary follows from Theorem 3.1.1, and Proposition 3.1.1. 

**3.1.2 $\mathfrak{sl}_{r+1}(\mathbb{C})$ and a $q$-analog**

The $q$-analog of Kostant’s partition function is the polynomial valued function, $\varphi_q$, defined on $\mathfrak{h}^*$ by

$$\varphi_q(\xi) = c_0 + c_1q + \cdots + c_kq^k,$$

where $c_j$ = number of ways to write $\xi$ as a nonnegative integral sum of exactly $j$ positive roots, for $\xi \in \mathfrak{h}^*$. In [12], Lusztig introduced the $q$-analog of Kostant’s weight multiplicity formula by defining a polynomial, which when evaluated at 1 gives the multiplicity of the dominant weight $\mu$ in the irreducible module $L(\lambda)$. This formula is given by

$$m_q(\lambda, \mu) = \sum_{\sigma \in W} e(\sigma)\varphi_q(\sigma(\lambda + \rho) - (\mu + \rho)).$$

Let $\mathfrak{g}$ be a simple Lie algebra of rank $r$. In the case when $\tilde{\alpha}$ is the highest root of $\mathfrak{g}$, it is a well known result of Kostant, [10], that $m_q(\tilde{\alpha}, 0) = \sum_{i=1}^r q^{e_i}$, where $e_1, \ldots, e_r$ are the exponents of $\mathfrak{g}$. From [8], we know that for $r \geq 1$ the exponents of $\mathfrak{sl}_{r+1}$ are $1, 2, \ldots, r$. In this section we use the Weyl alternation set $\mathcal{A}(\tilde{\alpha}, 0)$, as described in Theorem 3.1.1, to give a combinatorial proof of:

**Theorem 3.1.3.** If $r \geq 1$ and $\tilde{\alpha}$ is the highest root of $\mathfrak{sl}_{r+1}$, then $m_q(\tilde{\alpha}, 0) = q + q^2 + \cdots + q^r$. 

Corollary 3.1.2. If $r \geq 1$ and $\tilde{\alpha}$ is the highest root of $\mathfrak{sl}_{r+1}$, then $m(\tilde{\alpha},0) = r$.

Proof. This follows from Theorem 3.1.3 and the fact that $m_q(\tilde{\alpha},0)|_{q=1} = m(\tilde{\alpha},0)$.

Throughout the remainder of this section we let $r \geq 1$, $n = r + 1$, and let $\tilde{\alpha}$ denote the highest root of $\mathfrak{sl}_{r+1}$.

For any $n \geq 1$ we want to know the number of $\sigma \in A(\tilde{\alpha},0)$ of a given length. By Corollary 3.1.1, we know that if $\sigma \in A(\tilde{\alpha},0)$ with $\ell(\sigma) = k$, then $\sigma = s_{i_1}s_{i_2}\cdots s_{i_k}$, for some nonconsecutive integers $i_1, \ldots, i_k$ satisfying $2 \leq i_1 < i_2 < \cdots < i_k \leq r - 1$. Thus, to find the number of $\sigma \in A(\tilde{\alpha},0)$ with $\ell(\sigma) = k$, it suffices to know the number of ways of choosing $k$ nonconsecutive integers from the set $\{2, 3, 4, \ldots, r - 1\}$. In light of this we prove:

Proposition 3.1.4. Let $m, k \in \mathbb{N}$ with $k \leq m$. The number of ways to choose $k$ nonconsecutive integers from the set $\{1, 2, 3, \ldots, m\}$ is $\binom{m+1-k}{k}$.

Proof. We proceed by induction on $m$. If $m = 1$, then $k = 0$ or $k = 1$. If $k = 0$, then there is only one way to choose 0 nonconsecutive integers from the set $\{1\}$, namely choosing none, and $\binom{1+1-0}{0} = 1$, as claimed. If $k = 1$, then there is one way to choose 1 nonconsecutive integer from the set $\{1\}$, namely choose 1, and notice $\binom{1+1-1}{1} = 1$. Assume that the number of ways to choose $k$ nonconsecutive integers from the set $\{1, 2, 3, \ldots, m - 1\}$ is $\binom{m-k}{k}$.

Given a choice of $k$ nonconsecutive integers from the set $\{1, 2, \ldots, m\}$ we have two possibilities: one of the numbers chosen is $m$, or all of the numbers chosen where from the set $\{1, 2, \ldots, m - 1\}$. In the case one of the numbers chosen was $m$, then the number of ways to choose $k$ nonconsecutive integers from the set $\{1, 2, 3, \ldots, m\}$ is equal to the number of ways to choose $k - 1$ nonconsecutive integers from the set $\{1, 2, 3, \ldots, m - 2\}$. Which, by induction hypothesis, is $\binom{(m-2)+1-(k-1)}{k-1} = \binom{m-k}{k-1}$. If initially all of the numbers chosen where from the set $\{1, 2, \ldots, m - 1\}$, then, by induction hypothesis, the number of ways to choose $k$ nonconsecutive integers from the set $\{1, 2, 3, \ldots, m - 1\}$ is $\binom{(m-1)+1-k}{k} = \binom{m-k}{k}$. Therefore, the number of ways
to choose \(k\) nonconsecutive integers from the set \(\{1, 2, 3, \ldots, m\}\) is \(\binom{m-k}{k-1} + \binom{m-k}{k}\).

**Lemma 3.1.2.** Let \(r \geq 1\) and let \(\tilde{\alpha}\) denote the highest root of \(\mathfrak{a}_{r+1}\). Then the cardinality of the set \(\{\sigma \in \mathcal{A}(\tilde{\alpha}, 0) \mid \ell(\sigma) = k\}\) is \(\binom{r-1-k}{k-1}\) and \(\max\{\ell(\sigma) \mid \sigma \in \mathcal{A}(\tilde{\alpha}, 0)\}\) is \(\lfloor \frac{r-1}{2} \rfloor\).

**Proof.** By Proposition 3.1.4 the number of elements in \(\mathcal{A}(\tilde{\alpha}, 0)\) of length \(k\) is given by \(\binom{r-1-k}{k}\). Now notice that if \(r\) is odd, then we can choose at most \(\frac{r-1}{2}\) many nonconsecutive integers from the set \(\{2, 3, 4, \ldots, r-1\}\), namely the even numbers. If \(r\) is even, then \(r-1\) is odd and we can choose at most \(\frac{r-2}{2}\) many nonconsecutive integers from the set \(\{2, 3, 4, \ldots, r-1\}\), either all the even or all the odd numbers. Observe that when \(r\) is odd, \(\frac{r-1}{2} = \lfloor \frac{r-1}{2} \rfloor\) and when \(r\) is even, \(\frac{r-2}{2} = \lfloor \frac{r-1}{2} \rfloor\). Therefore the \(\max\{\ell(\sigma) \mid \sigma \in \mathcal{A}(\tilde{\alpha}, 0)\}\) is \(\lfloor \frac{r-1}{2} \rfloor\).

We now prove the following combinatorial identity:

**Proposition 3.1.5.** If \(\sigma \in \mathcal{A}(\tilde{\alpha}, 0)\), then \(\varphi_q(\sigma(\tilde{\alpha} + \rho) - \rho) = q^{1+\ell(\sigma)}(1+q)^{r-1-2\ell(\sigma)}\).

**Proof.** If \(\sigma \in \mathcal{A}(\tilde{\alpha}, 0)\) with \(\ell(\sigma) = 0\), then \(\sigma = 1\) and \(\sigma(\tilde{\alpha} + \rho) - \rho = \tilde{\alpha} = \alpha_1 + \cdots + \alpha_r\). Since \(\Phi^+ = \{\alpha_i : 1 \leq i \leq r\} \cup \{\alpha_i + \cdots + \alpha_j : 1 \leq i < j \leq r\}\), for any \(i \geq 0\), we can think of \(c_{i+1}\), the coefficient of \(q^{i+1}\) in \(\varphi_q(\alpha_1 + \cdots + \alpha_r)\), as the number of ways to place \(i\) lines in \(r-1\) slots. Hence \(c_{i+1} = \binom{r-1}{i}\) and \(\varphi_q(\tilde{\alpha}) = \sum_{i=0}^{r-1} \binom{r-1}{i} q^i = q(1+q)^{r-1}\).

If \(\sigma \in \mathcal{A}(\tilde{\alpha}, 0)\) with \(\ell(\sigma) = k > 0\), then Corollary 3.1.1 implies that \(\sigma = s_1s_2\cdots s_k\), for some nonconsecutive integers \(2 \leq i_1 < i_2 < \cdots < i_k \leq r - 1\). Then by Proposition 3.1.2, \(\sigma(\tilde{\alpha} + \rho) - \rho = (\varepsilon_1 - \varepsilon_{i_1}) + (\varepsilon_{i_1+1} - \varepsilon_{i_2}) + \cdots + (\varepsilon_{i_k+1} - \varepsilon_n) = \tilde{\alpha} - \sum_{j=1}^{k} \alpha_{i_j}\). Let \(c_j\) denote the coefficient of \(q^j\) in \(\varphi_q(\sigma(\tilde{\alpha} + \rho) - \rho)\). Since \(\sigma\) subtracts \(k\) many nonconsecutive simple roots from \(\tilde{\alpha}\), we will at a minimum need \(k+1\) positive roots to write \(\tilde{\alpha} - \sum_{j=1}^{k} \alpha_{i_j}\). So \(c_j = 0\), whenever \(j < k + 1\). Also observe that \(\tilde{\alpha} - \sum_{j=1}^{k} \alpha_{i_j}\) can be written with at most \(r - k\) positive roots. Hence \(c_j = 0\), whenever \(j > n - k\).

For \(i \geq 0\), we can think of \(c_{k+1+i}\) as the number of ways to place \(i\) lines in \(r-1-2k\) slots. This is because for each simple root removed from \(\tilde{\alpha}\) to get \(\sigma(\tilde{\alpha} + \rho) - \rho\), we
lose 2 slots in which to place a line, one before and one after. So
\[ e_{k+1+i} = \binom{r-1-2k}{i}, \]
whenever \( 0 \leq i \leq r - 1 - 2k \).

Therefore \( \varphi_q(\sigma(\tilde{\alpha} + \rho) - \rho) = \sum_{i=0}^{r-1-2k} (1 + q)^{k+1+i} = q^{1+k}(1 + q)^{r-1-2k}. \)

The following closed formula of Kostant’s partition function follows directly from Proposition 3.1.5.

**Corollary 3.1.3.** If \( \sigma \in A(\tilde{\alpha}, 0) \), then \( \varphi(\sigma(\tilde{\alpha} + \rho) - \rho) = 2^{r-1-2\ell(\sigma)}. \)

We provide an alternate proof of Corollary 3.1.3 that does not depend on the use the \( q \)-analog of Kostant’s weight multiplicity formula. We begin by proving:

**Proposition 3.1.6.** If \( r \geq 1 \) and \( \tilde{\alpha} \) is the highest root of \( \mathfrak{sl}_{r+1} \), then \( \varphi(\tilde{\alpha}) = 2^{r-1}. \)

**Proof.** We proceed by induction on \( r \). If \( r = 1 \), then \( \Phi^+ = \{ \alpha_1 \} \), so \( \varphi(\alpha_1) = 1 = 2^0 \).
If \( r = 2 \), then \( \Phi^+ = \{ \alpha_1, \alpha_2, \alpha_1 + \alpha_2 \} \), and \( \tilde{\alpha} = \alpha_1 + \alpha_2 \) can be written using the simple roots \( \alpha_1 \) and \( \alpha_2 \), or we can use the positive root \( \alpha_1 + \alpha_2 \). Hence \( \varphi(\tilde{\alpha}) = 2 = 2^2 \).

Assume that for any \( k \leq r \), we have that \( \varphi(\tilde{\alpha}) = 2^{k-1} \). If \( k = r + 1 \), then let \( \Phi^+_{r+1} \) be the set of positive roots of \( \mathfrak{sl}_{r+1} \) and \( \Phi^+_{r} \) be the set of positive roots of \( \mathfrak{sl}_{r+1} \). Observe that \( \Phi^+_{r+1} \setminus \Phi^+_{r} = \{ \varepsilon_i - \varepsilon_{r+2} : 1 \leq i \leq r + 1 \} \). For \( 1 \leq i \leq r \), let
\[ a_i = \alpha_1 + \cdots + \alpha_{r+1} \text{ and let } a_{r+1} = \alpha_{r+1}. \]

To find the number of ways to write \( \tilde{\alpha} = \alpha_1 + \cdots + \alpha_{r+1} \) as a nonnegative integral sum of the positive roots in \( \Phi^+_{r+1} \), we add the number of ways to write \( \tilde{\alpha} \) when we use one of the positive roots in \( \Phi^+_{r+1} \setminus \Phi^+_{r} \). If we use \( a_1 \), then we can write \( \tilde{\alpha} = \alpha_1 + \cdots + \alpha_{r+1} \) in exactly 1 way. Observe that for \( 2 \leq i \leq r + 1 \), if we use \( a_i \), by induction hypothesis, we can write \( \tilde{\alpha} = \alpha_1 + \cdots + \alpha_{r+1} \) in \( 2^{i-2} \) ways. Therefore
\[
\varphi(\tilde{\alpha}) = 1 + 1 + 2 + \cdots + 2^{r-3} + 2^{r-2} + 2^{r-1}
= 1 + \sum_{i=0}^{r-1} 2^i
= 1 + \frac{1 - 2^r}{1 - 2}
= 2^r.
\]

\[ \square \]
Proposition 3.1.7. Let \( r \geq 2 \) and \( i, j \in \mathbb{N} \). If \( 1 \leq i < j \leq r \), then
\[
\wp(\alpha_i + \alpha_{i+1} + \cdots + \alpha_j) = 2^{j-i}.
\]

Proof. We proceed by induction on \( r \). If \( r = 2 \), then \( i = 1, j = 2 \) and by Proposition 3.1.6, \( \wp(\alpha_1 + \alpha_2) = 2 = 2^{2-1} \). Assume that for any \( k \leq r \), \( \wp(\alpha_i + \alpha_{i+1} + \cdots + \alpha_j) = 2^{j-i} \), whenever \( i, j \in \mathbb{N} \) satisfy \( 1 \leq i < j \leq k \).

Let \( k = r + 1 \), and let \( i, j \) be integers such that \( 1 \leq i < j \leq r + 1 \). If \( j < r + 1 \), then by induction hypothesis \( \wp(\alpha_i + \cdots + \alpha_j) = 2^{j-i} \). Now assume that \( j = r + 1 \). Let \( \Phi_{r+1}^+ \) be the set of positive roots of \( \mathfrak{sl}_{r+2} \) and \( \Phi_r^+ \) be the set of positive roots of \( \mathfrak{sl}_{r+1} \). Observe that \( \Phi_{r+1}^+ \setminus \Phi_r^+ = \{ \varepsilon_i - \varepsilon_{r+2} : 1 \leq i \leq r + 1 \} \). For \( 1 \leq i \leq r \), let \( a_i = \alpha_i + \cdots + \alpha_{r+1} \) and let \( a_{r+1} = \alpha_{r+1} \).

We want to know the number of ways to write \( \alpha_i + \cdots + \alpha_{r+1} \) as a nonnegative integral sum of the positive roots in \( \Phi_{r+1}^+ \). We can compute this number by adding the number of ways to write \( \alpha_i + \cdots + \alpha_{n+1} \) when we use one of the positive roots in \( \Phi_{r+1}^+ \setminus \Phi_r^+ \). Notice that to write \( \alpha_i + \cdots + \alpha_{r+1} \) we will not use any \( a_m \) for \( 1 \leq m \leq i - 1 \).

If we use \( a_i \), then we can write \( \alpha_i + \cdots + \alpha_{r+1} \) in exactly 1 way. Observe that for \( i + 1 \leq m \leq r + 1 \), if we use \( a_m \), then, by induction hypothesis, we can write \( \alpha_i + \cdots + \alpha_{r+1} \) in \( 2^{m-1-i} \) ways.

Thus
\[
\wp(\alpha_i + \cdots + \alpha_{n+1}) = 1 + 1 + 2 + \cdots + 2^{r-1-i} + 2^{r-i} = 1 + \sum_{i=0}^{r-1-i} 2^i = 1 + \frac{1 - 2^{r+1-i}}{1 - 2} = 1 - 1 + 2^{r+1-i} = 2^{r+1-i}.
\]

\[ \square \]

Proposition 3.1.8. If \( r \geq 1 \) and \( \sigma \in A(\tilde{\alpha}, 0) \), then \( \wp(\sigma(\tilde{\alpha} + \rho) - \rho) = 2^{r-1-2\ell(\sigma)} \).
Proof. Assume that \( r \geq 1 \) and \( \sigma \in A(\tilde{\alpha},0) \), with \( k = \ell(\sigma) \). We proceed by induction on \( k \). If \( \sigma \in A(\tilde{\alpha},0) \), with \( k = 0 \), then \( \sigma = 1 \). Hence, by Proposition 3.1.6, \( \varphi(\sigma(\tilde{\alpha}+\rho)-\rho) = \varphi(\tilde{\alpha}) = 2^{r-1} \). Now if \( \sigma \in A(\tilde{\alpha},0) \), with \( k = 1 \), then \( \sigma = s_i \) for some \( 2 \leq i \leq r-1 \). Hence \( \sigma(\tilde{\alpha}+\rho) = \alpha_i = \alpha_1 + \cdots + \alpha_{i-1} + \alpha_{i+1} + \cdots + \alpha_r \). Notice that by Proposition 3.1.7, \( \varphi(\alpha_1 + \cdots + \alpha_{i-1}) = 2^{i-2} \), and \( \varphi(\alpha_{i+1} + \cdots + \alpha_r) = 2^{r-i-1} \).

Since the subset of the positive roots used to write \( \alpha_1 + \cdots + \alpha_{i-1} \), is disjoint from the subset of the positive roots used to write \( \alpha_{i+1} + \cdots + \alpha_r \), we have that \( \varphi(\alpha_1 + \cdots + \alpha_{i-1} + \alpha_{i+1} + \cdots + \alpha_r) = 2^{i-2} \cdot 2^{r-i-1} = 2^{r-3} = 2^{r-1-2(1)} \).

Assume that for any \( \sigma \in A(\tilde{\alpha},0) \) with \( \ell(\sigma) \leq k \), \( \varphi(\sigma(\tilde{\alpha}+\rho)-\rho) = 2^{r-1-2\ell(\sigma)} \).

If \( \sigma \in A(\tilde{\alpha},0) \) with \( \ell(\sigma) = k + 1 \), then \( \sigma = s_{i_1}s_{i_2} \cdots s_{i_k}s_{i_{k+1}} \) for some nonconsecutive integers \( i_1, \ldots, i_{k+1} \) satisfying \( 2 \leq i_1 < i_2 < \cdots < i_k < i_{k+1} \leq r-1 \). By Proposition 3.1.2,

\[
\sigma(\tilde{\alpha}+\rho)-\rho = \tilde{\alpha} - \sum_{j=1}^{k+1} \alpha_{i_j}
\]

\[
= \sum_{j=1}^{i_1-1} \alpha_j + \sum_{j=i_1+1}^{i_2-1} \alpha_j + \sum_{j=i_2+1}^{i_3-1} \alpha_j + \cdots + \sum_{j=i_{k+1}+1}^{r} \alpha_j.
\]

Now we want to know the number of ways to write

\[
\sum_{j=1}^{i_1-1} \alpha_j + \sum_{j=i_1+1}^{i_2-1} \alpha_j + \sum_{j=i_2+1}^{i_3-1} \alpha_j + \cdots + \sum_{j=i_{k+1}+1}^{r} \alpha_j.
\]
as a nonnegative integral sum of positive roots. By Proposition 3.1.7, we have that
\[\wp\left(\sum_{j=1}^{i_1-1} \alpha_j\right) = 2^{i_1-2},\]
\[\wp\left(\sum_{j=i_1+1}^{i_2-1} \alpha_j\right) = 2^{(i_2-1)-(i_1+1)} = 2^{i_2-i_1-2},\]
\[\wp\left(\sum_{j=i_2+1}^{i_3-1} \alpha_j\right) = 2^{(i_3-1)-(i_2+1)} = 2^{i_3-i_2-2},\]
\[\vdots\]
\[\wp\left(\sum_{j=i_k+1}^{i_{k+1}-1} \alpha_j\right) = 2^{(i_{k+1}-1)-(i_k+1)} = 2^{i_{k+1}-i_k-2},\]
\[\wp\left(\sum_{j=i_{k+1}+1}^{r} \alpha_j\right) = 2^{r-(i_{k+1}+1)} = 2^{r-i_k-1}.\]
Since the subsets of the positive roots of \(\mathfrak{sl}_{r+1}\) used to write each of the above sums are pairwise disjoint we have that
\[\wp(\sigma(\tilde{\alpha} + \rho) - \rho) = \wp(\sum_{j=1}^{i_1-1} \alpha_j + \sum_{j=i_1+1}^{i_2-1} \alpha_j + \sum_{j=i_2+1}^{i_3-1} \alpha_j + \cdots + \sum_{j=i_k+1}^{i_{k+1}-1} \alpha_j + \sum_{j=i_{k+1}+1}^{r} \alpha_j)\]
\[= \wp(\sum_{j=1}^{i_1-1} \alpha_j)\wp(\sum_{j=i_1+1}^{i_2-1} \alpha_j)\wp(\sum_{j=i_2+1}^{i_3-1} \alpha_j)\cdots\wp(\sum_{j=i_k+1}^{i_{k+1}-1} \alpha_j)\wp(\sum_{j=i_{k+1}+1}^{r} \alpha_j)\]
\[= 2^{i_1-2} \cdot 2^{i_2-i_1-2} \cdot 2^{i_3-i_2-2} \cdots 2^{i_{k+1}-i_k-2} \cdot 2^{r-i_k-1}\]
\[= 2^{r-1-2(k+1)}.\]

The following proposition will be used in the proof of Theorem 3.1.3.

**Proposition 3.1.9.** For \(r \geq 1\),
\[\sum_{k=0}^{\left\lfloor \frac{r-1}{2} \right\rfloor} (-1)^k \binom{r-1-k}{k} q^{1+k} (1+q)^{r-1-2k} = \sum_{i=1}^{r} q^i.\]

**Proof.** Equation (4.3.7) in [14] shows that for integers \(k\) and \(n \geq 0,\)
\[\sum_{k \leq \frac{n}{2}} (-1)^k \binom{n-k}{k} q^k (1+q)^{n-2k} = \frac{1-q^{n+1}}{1-q}.\]
Let \( r \geq 1 \). By substituting \( n = r - 1 \geq 0 \) into (3.3) we have that

\[
\sum_{k=0}^{\left\lfloor \frac{r-1}{2} \right\rfloor} (-1)^k \binom{r-1-k}{k} q^{1+k}(1+q)^{r-1-2k} = q \left( \frac{1-q^r}{1-q} \right).
\]

Now observe that \( \sum_{i=1}^{r} q^i = q \sum_{i=0}^{r-1} q^i = q \left( \frac{1-q^r}{1-q} \right) \). Therefore

\[
\sum_{k=0}^{\left\lfloor \frac{r-1}{2} \right\rfloor} (-1)^k \binom{r-1-k}{k} q^{1+k}(1+q)^{r-1-2k} = \sum_{i=1}^{r} q^i. \quad \Box
\]

The following proof of Proposition 3.1.9 does not use generating functions.

Alternate proof of Proposition 3.1.9. We proceed by induction on \( r \). If \( r = 1 \), then \((-1)^0 \binom{0}{0} q^1 (1+q)^0 = q \). Now assume that for any \( m \leq r \),

\[
\sum_{k=0}^{\left\lfloor \frac{m-1}{2} \right\rfloor} (-1)^k \binom{m-1-k}{k} q^{1+k}(1+q)^{m-1-2k} = \sum_{i=1}^{m} q^i.
\]

Let \( m = r + 1 \). Using the identity \( \binom{a}{b} = \binom{a-1}{b-1} + \binom{a-1}{b} \) for any integers \( a, b \geq 0 \) we get

\[
\sum_{k=0}^{\left\lfloor \frac{r}{2} \right\rfloor} (-1)^k \binom{r-k}{k} q^{1+k}(1+q)^{r-2k} = S_1 + S_2, \quad \text{where} \quad (3.4)
\]

\[
S_1 := \sum_{k=0}^{\left\lfloor \frac{r}{2} \right\rfloor} (-1)^k \binom{r-1-k}{k-1} q^{1+k}(1+q)^{r-2k}, \quad \text{and} \quad (3.5)
\]

\[
S_2 := (1+q) \sum_{k=0}^{\left\lfloor \frac{r}{2} \right\rfloor} (-1)^k \binom{r-1-k}{k} q^{1+k}(1+q)^{r-1-2k}. \quad (3.6)
\]
By using \( \binom{r-1}{k} = 0 \), and the shift \( k \to k + 1 \) we can write (3.5) as

\[
S_1 = - \sum_{k=0}^{\lfloor \frac{r-1}{2} \rfloor} (-1)^k \binom{r - 2 - k}{k} q^{2+k} (1 + q)^{r-2-2k} \\
= -q \sum_{k=0}^{\lfloor \frac{r-1}{2} \rfloor} (-1)^k \binom{(r - 1) - 1 - k}{k} q^{1+k} (1 + q)^{(r-1)-1-2k} \\
= -q(q + q^3 + \cdots + q^{r-1}) , \text{ by induction hypothesis} \\
= -(q^2 + q^3 + \cdots + q^{r}), \quad (3.7)
\]

Now we compute \( S_2 \) in two cases.

**Case 1:** If \( r \) is odd, then \( \lfloor \frac{r}{2} \rfloor = \lfloor \frac{r-1}{2} \rfloor \). Hence (3.6) can be written as

\[
S_2 = (1 + q) \sum_{k=0}^{\lfloor \frac{r-1}{2} \rfloor} (-1)^k \binom{r - 1 - k}{k} q^{1+k} (1 + q)^{r-1-2k} \\
= (1 + q)(q + q^3 + \cdots + q^{r}), \text{ by induction hypothesis.}
\]

In which case (3.4) is given by

\[
S_1 + S_2 = -(q^2 + q^3 + \cdots + q^{r}) + (1 + q)(q + q^2 + \cdots + q^{r}) \\
= q + q^2 + q^3 + \cdots + q^{r+1}, \text{ thus completing the induction step.}
\]

**Case 2:** If \( r \) is even, then \( \lfloor \frac{r}{2} \rfloor = \lfloor \frac{r+1}{2} \rfloor = \lfloor \frac{r-1}{2} \rfloor + 1 \). Hence (3.6) can be written as

\[
S_2 = (1 + q) \sum_{k=0}^{\lfloor \frac{r-1}{2} \rfloor + 1} (-1)^k \binom{r - 1 - k}{k} q^{1+k} (1 + q)^{r-1-2k} \\
= (1 + q) \sum_{k=0}^{\lfloor \frac{r-1}{2} \rfloor} (-1)^k \binom{r - 1 - k}{k} q^{1+k} (1 + q)^{r-1-2k} + \\
+ (1 + q)(-1)^{\lfloor \frac{r-1}{2} \rfloor + 1} \binom{r - 2 - \lfloor \frac{r-1}{2} \rfloor}{\lfloor \frac{r-1}{2} \rfloor + 1} q^{2+\lfloor \frac{r-1}{2} \rfloor} (1 + q)^{r-3-2\lfloor \frac{r-1}{2} \rfloor} \\
= (1 + q)(q + \cdots + q^{r}) + (-1)^{\lfloor \frac{r-1}{2} \rfloor + 1} \binom{r - 2 - \lfloor \frac{r-1}{2} \rfloor}{\lfloor \frac{r-1}{2} \rfloor + 1} q^{2+\lfloor \frac{r-1}{2} \rfloor} (1 + q)^{r-2-2\lfloor \frac{r-1}{2} \rfloor},
\]
by induction hypothesis.

Since \((\binom{a}{b}) = 0\) when \(b > a\) and \(\lfloor \frac{r}{2} \rfloor = \lfloor \frac{r-1}{2} \rfloor + 1\), it is easy to show that
\[(r - 2 - \lfloor \frac{r}{2} \rfloor) = 0.\]
Hence \((-1)^{\lfloor \frac{r}{2} \rfloor + 1} (r - 2 - \lfloor \frac{r}{2} \rfloor) q^{2 + \lfloor \frac{r-1}{2} \rfloor + 1} (1 + q)^{r-2-2\lfloor \frac{r}{2} \rfloor} = 0.\]
Thus (3.4) is given by
\[S_1 + S_2 = -(q^2 + q^3 + \cdots + q^r) + (1 + q)(q + q^2 + \cdots + q^r)\]
\[= q + q^2 + q^3 + \cdots + q^{r+1},\]
which completes the proof.

\[\square\]

**Remark 3.1.3.** Suppose \(r \geq 1\). If we define \(F_r(t) = \sum_{k=0}^{\infty} \binom{r-1-k}{k} t^k\), then \(F_r(1)\) is the \(r^{th}\) Fibonacci number. So \(F_r(t)\) is a \(t\)-analog of the Fibonacci numbers. Also notice if \(t = \frac{-q}{(1+q)^2}\), then \(q(1+q)^{r-1} F_r(t)\) is the sum we encountered in Proposition 3.1.9.

**Proof of Theorem 3.1.3.** By Lemma 3.1.2 and Propositions 3.1.5 and 3.1.9, if \(k = \ell(\sigma)\), then
\[m_q(\tilde{\alpha}, 0) = \sum_{\sigma \in W} (-1)^{\ell(\sigma)} \varphi_q(\sigma(\tilde{\alpha} + \rho) - \rho)\]
\[= \sum_{\sigma \in A(\tilde{\alpha}, 0)} (-1)^{\ell(\sigma)} \varphi_q(\sigma(\tilde{\alpha} + \rho) - \rho)\]
\[= \sum_{k=0}^{\lfloor \frac{r}{2} \rfloor} (-1)^k \binom{r-1-k}{k} q^{1+k}(1+q)^{r-1-2k}\]
\[= q + q^2 + q^3 + \cdots + q^r.\]

\[\square\]

### 3.1.3 Nonzero weight spaces of \(\mathfrak{sl}_{r+1}(\mathbb{C})\)

It is fundamental in Lie theory that the zero weight space is a Cartan subalgebra. If \(\tilde{\alpha}\) is the highest root of \(\mathfrak{g}\), then the nonzero weights of \(L(\tilde{\alpha})\), the adjoint representation of \(\mathfrak{g}\), are the roots and have multiplicity 1. We visit this picture from our point of view in the case when \(\mathfrak{g} = \mathfrak{sl}_{r+1}\). Let \(r \geq 1\) and \(n = r + 1\).
Theorem 3.1.4. If $\mu \in P_+(\mathfrak{sl}_n)$ and $\mu \neq 0$, then $A(\tilde{\alpha}, \mu) = \begin{cases} \{1\} & \text{if } \mu = \tilde{\alpha} \\ \emptyset & \text{otherwise.} \end{cases}$

We begin by proving the following propositions.

Proposition 3.1.10. If $\tilde{\alpha}$ is the highest root of $\mathfrak{sl}_n$, then $A(\tilde{\alpha}, \tilde{\alpha}) = \{1\}$.

Proof. It suffices to show that $\wp(\sigma(\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) > 0$ if and only if $\sigma = 1$.

$(\Rightarrow)$ Assume that $\sigma \in S_n$ such that $\wp(\sigma(\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) > 0$. Hence

$$(\varpi_i, (\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) \in \mathbb{N}, \text{ for all } 1 \leq i \leq r.$$

By (3.2) we have that

$$\sigma(\tilde{\alpha} + \rho) - \rho - \tilde{\alpha} = (a_{\sigma^{-1}(1)} - n, a_{\sigma^{-1}(2)} - n + 2, \ldots, a_{\sigma^{-1}(n-1)} - 1, a_{\sigma^{-1}(n)} + 1),$$

where $a_i$ is given by (3.1).

Let $M = \{i \mid \sigma^{-1}(i) \neq i\}$. Suppose $M \neq \emptyset$ and let $j = \text{min}(M)$. Hence $\sigma^{-1}(j) = k$, for some integer $j < k \leq n$. By definition of $a_i$, since $\sigma^{-1}(i) = i$, for all $1 \leq i \leq j - 1$, we have that $(\varpi_i, (\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) = 0$, for all $1 \leq i \leq j - 1$.

Thus

$$(\varpi_j, (\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) = a_{\sigma^{-1}(j)} - n + j = \begin{cases} j - n - 1 & \text{if } k = n \\ j - k & \text{if } j < k < n. \end{cases}$$

In either case $j < k \leq n$ implies that $(\varpi_j, (\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) < 0$, a contradiction. Thus $M = \emptyset$ and $\sigma^{-1}(i) = i$, for all $1 \leq i \leq n$. Therefore $\sigma = 1$.

$(\Leftarrow)$ If $\sigma = 1$, then $\wp(\sigma(\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) = \wp(0) = 1 > 0$. \qed

Proposition 3.1.11. Let $\mu \in P_+(\mathfrak{sl}_n) \setminus \{0\}$. Then there exists $\sigma \in S_n$ such that $\wp(\sigma(\tilde{\alpha} + \rho) - \rho - \mu) > 0$ if and only if $\mu = \tilde{\alpha}$.

Proof. $(\Rightarrow)$ If $\mu \in P_+(\mathfrak{sl}_n)$, then $\mu = (\mu_1, \mu_2, \ldots, \mu_n)$, for some $\mu_1, \ldots, \mu_n \in \mathbb{Z}$, satisfying $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n$ and $\sum_{i=1}^n \mu_i = 0$. Assume $\mu \neq 0$, hence $(\mu_1, \ldots, \mu_n) \neq (0, \ldots, 0)$. If $\mu_1 < 0$, then $\mu_i < 0$, for all $2 \leq i \leq n$ and $\sum_{i=1}^n \mu_i \neq 0$, a contradiction. So we may assume $\mu_1 \geq 0$. 

Now suppose there exists $\sigma \in S_n$ such that $\phi(\sigma(\tilde{\alpha} + \rho) - \rho - \mu) > 0$. Hence $(\varpi_i, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) \in \mathbb{N}$, for all $1 \leq i \leq n - 1$. In particular, 

$$(\varpi_1, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) = a_{\sigma^{-1}(1)} - n + 1 - \mu_1 \geq 0$$ if and only if $\mu_1 \leq a_{\sigma^{-1}(1)} - n + 1$.

Observe that

$$a_{\sigma^{-1}(1)} - n + 1 = \begin{cases} 1 & \text{if } \sigma^{-1}(1) = 1 \\ -n & \text{if } \sigma^{-1}(1) = n \\ 1 - \sigma^{-1}(1) & \text{if } 1 < \sigma^{-1}(1) < n. \end{cases}$$

Then $(\varpi_1, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) > 0$ if and only if $\sigma^{-1}(1) = 1$ and $\mu_1 \leq 1$. Now because $\mu_1 \in \mathbb{Z}$ and $0 \leq \mu_1 \leq 1$, we have that $\mu_1 = 0$ or $1$. If $\mu_1 = 0$, then $\sum_{i=1}^{n} \mu_i = 0$ if and only if $\mu = 0$, a contradiction. Therefore $\mu_1 = 1$.

Now observe that $(\varpi_{n-1}, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) = \sum_{i=1}^{n-1} (a_{\sigma^{-1}(i)} - n + i - \mu_i) = \mu_n - a_{\sigma^{-1}(n)}$. Hence $(\varpi_{n-1}, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) \geq 0$ if and only if $\mu_n \geq a_{\sigma^{-1}(n)}$.

If $1 < \sigma^{-1}(n) < n$, then $a_{\sigma^{-1}(n)} = n - \sigma^{-1}(n) \geq 1$ and hence $\mu_n \geq 1$. Then $1 = \mu_1 \geq \mu_2 \geq \cdots \geq \mu_n \geq 1$ implies that $\mu_i = 1$, for all $1 \leq i \leq n$ and so $\sum_{i=1}^{n} \mu_i \neq 0$, a contradiction. Therefore $\sigma^{-1}(n) = n$ and $\mu_n = -1$.

Observe that since $\mu_1 = 1$, $\mu_n = -1$, and $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n$, we have that $\mu_i \in \{1, 0, -1\}$, for all $2 \leq i \leq n - 1$. If $\mu_2 = -1$, then $\mu = (1, -1, \ldots, -1)$ and $\sum_{i=1}^{n} \mu_i \neq 0$, a contradiction. Suppose $\mu_2 = 1$. Since $\sigma^{-1}(1) = 1$ and $\sigma^{-1}(n) = n$, we have that $1 < \sigma^{-1}(2) < n$. Hence $(\varpi_2, \sigma(\tilde{\alpha} + \rho) - \rho - \mu) = a_{\sigma^{-1}(2)} - n + 1 = 1 - \sigma^{-1}(2) < 0$, a contradiction. Thus $\mu_2 = 0$.

Notice that if $\mu_j = -1$, for some $2 < j \leq n - 1$, then $\mu_i = -1$, for all $j < i \leq n - 1$. In which case $\sum_{i=1}^{n} \mu_i \neq 0$, giving rise to a contradiction. So $\mu_i = 0$, for all $2 \leq i \leq n - 1$, and thus $\mu = (1, 0, \ldots, 0, -1) = \tilde{\alpha}$.

$(\Leftarrow)$ Follows from Proposition 3.1.10. 

\textbf{Proof of Theorem 3.1.4.} Follows from Proposition 3.1.10 and the contrapositive of Proposition 3.1.11. 

The following corollary is fundamental in Lie theory. We give an alternate proof of this well known result by using Weyl alternation sets.
Corollary 3.1.4. If $\mu \in P(\mathfrak{sl}_n)$, then $m(\tilde{\alpha}, \mu) = \begin{cases} r & \text{if } \mu = 0 \\ 1 & \text{if } \mu \in \Phi \\ 0 & \text{otherwise.} \end{cases}$

Proof. By Proposition 3.1.20 in [5], if $\mu \in P(\mathfrak{sl}_n)$, then there exists $w \in W$ and $\xi \in P_+(\mathfrak{sl}_n)$ such that $w(\xi) = \mu$. Also by Proposition 3.2.27 in [5] we know that weight multiplicities are invariant under $W$. Thus it suffices to compute $m(\tilde{\alpha}, \mu)$ for $\mu \in P_+(\mathfrak{sl}_n)$. By Corollary 3.1.2, $m(\tilde{\alpha}, 0) = r$. By Theorem 3.1.4 we know $A(\tilde{\alpha}, \tilde{\alpha}) = \{1\}$ and $A(\tilde{\alpha}, \mu) = \emptyset$, whenever $\mu \in P_+(\mathfrak{sl}_{n+1}) \setminus \{0, \tilde{\alpha}\}$. This implies that $m(\tilde{\alpha}, \tilde{\alpha}) = \varphi(1(\tilde{\alpha} + \rho) - \rho - \tilde{\alpha}) = \varphi(0) = 1$, and that $m(\tilde{\alpha}, \mu) = 0$, whenever $\mu \in P_+(\mathfrak{sl}_{n+1}) \setminus \{0, \tilde{\alpha}\}$. □

3.2 Lie algebra $\mathfrak{so}_{2r+1}(\mathbb{C})$

Let $r \geq 2$ and let $G = SO_{2r+1}(\mathbb{C}) = \{g \in SL_{2r+1}(\mathbb{C}) : g^t = g^{-1}\}$ be the special orthogonal group of $(2r+1) \times (2r+1)$ matrices over $\mathbb{C}$. Let $\mathfrak{g} = \mathfrak{so}_{2r+1}(\mathbb{C}) = \{X \in M_{2r+1}(\mathbb{C}) : X^t = -X\}$ and $\mathfrak{h} = \{\text{diag}[a_1, \ldots, a_r, 0, -a_r, \ldots, -a_1] | a_1, \ldots, a_r \in \mathbb{C}\}$ be a fixed choice of Cartan subalgebra. For $1 \leq i \leq r$, define the linear functionals $\varepsilon_i : \mathfrak{h} \to \mathbb{C}$ by $\varepsilon_i(H) = a_i$, for any $H = \text{diag}[a_1, \ldots, a_r, 0, -a_r, \ldots, -a_1] \in \mathfrak{h}$.

For each $1 \leq i \leq r-1$, let $\alpha_i = \varepsilon_i - \varepsilon_{i+1}$ and let $\alpha_r = \varepsilon_r$. Then the set of simple and positive roots are $\Delta = \{\alpha_1, \ldots, \alpha_r\}$ and $\Phi^+ = \{\varepsilon_i - \varepsilon_j, \varepsilon_i + \varepsilon_j : 1 \leq i < j \leq n\} \cup \{\varepsilon_i : 1 \leq i \leq r\}$, respectively. The fundamental weights are defined by

$$\varpi_i = \varepsilon_1 + \cdots + \varepsilon_i, \text{ for } 1 \leq i \leq r-1, \text{ and}$$

$$\varpi_r = \frac{1}{2}(\varepsilon_1 + \varepsilon_2 + \cdots + \varepsilon_r).$$

Then observe that

$$\varpi_1 = \varepsilon_1 = \alpha_1 + \cdots + \alpha_r \text{ and}$$

$$\rho = \varpi_1 + \varpi_2 + \cdots + \varpi_r$$

$$= (r - \frac{1}{2})\varepsilon_1 + (r - \frac{3}{2})\varepsilon_2 + \cdots + \frac{3}{2}\varepsilon_{r-1} + \frac{1}{2}\varepsilon_r.$$
For \(1 \leq i \leq r - 1\), \(s_{\alpha_i}(\varepsilon_k) = \varepsilon_{\sigma(k)}\), where \(\sigma\) is the transposition \((i\ i + 1) \in S_r\). If \(k \neq r\), then \(s_{\alpha_r}(\varepsilon_k) = \varepsilon_k\) and \(s_{\alpha_r}(\varepsilon_r) = -\varepsilon_r\). For any \(1 \leq i \leq r\), let \(s_i := s_{\alpha_i}\). Then the Weyl group, \(W\), acts on \(\mathfrak{h}^*\) by signed permutations of \(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_r\) and is generated by the simple root reflections \(s_1, \ldots, s_r\).

### 3.2.1 The zero weight space of \(\mathfrak{so}_{2r+1}(\mathbb{C})\)

In this section we present results regarding the Weyl alternation set corresponding to the fundamental weight \(\varpi_1\) and the zero weight of \(\mathfrak{so}_{2r+1}\).

**Proposition 3.2.1.** Let \(\sigma = s_{i_1}s_{i_2}\cdots s_{i_k} \in W\), for some nonconsecutive integers \(i_1, i_2, \ldots, i_k\) between 2 and \(r\). Then \(\sigma(\varpi_1 + \rho) - \rho = \varpi_1 - \sum_{j=1}^{k} \alpha_{i_j}\) is a nonnegative integral combination of positive roots.

**Proof.** Recall that for any \(1 \leq i, j \leq r\), \(s_i(\varpi_j) = \varpi_j - \delta_{ij}\alpha_j\). Also, by definition, \(s_i(\alpha_j) = \alpha_j - \frac{2(\alpha_j, \alpha_i)}{(\alpha_i, \alpha_i)} \alpha_i\), for any \(1 \leq i, j \leq r\). Observe that \((\alpha_i, \alpha_j) = 0\), whenever \(i\) and \(j\) are nonconsecutive integers between \(1\) and \(r\). Thus, given \(\sigma = s_{i_1}s_{i_2}\cdots s_{i_k} \in W\), with \(i_1, i_2, \ldots, i_k\) nonconsecutive integers between 2 and \(r\), we have that

\[
\sigma(\varpi_1 + \rho) - \rho = s_{i_1}s_{i_2}\cdots s_{i_k}(\varpi_1 + (\varpi_1 + \cdots + \varpi_r)) - (\varpi_1 + \cdots + \varpi_r)
= 2\varpi_1 + \varpi_2 + \cdots + \varpi_r - (\alpha_{i_1} + \cdots + \alpha_{i_k}) - (\varpi_1 + \cdots + \varpi_r)
= \varpi_1 - \sum_{j=1}^{k} \alpha_{i_j}.
\]

Now since \(\varpi_1 = \alpha_1 + \cdots + \alpha_r\), notice \(\varpi_1 - \sum_{j=1}^{k} \alpha_{i_j}\) is a nonnegative integral combination of positive roots. \(\square\)

**Theorem 3.2.1.** Let \(\sigma \in W\). Then \(\sigma \in A(\varpi_1, 0)\) if and only if \(\sigma = 1\) or \(\sigma = s_{i_1}s_{i_2}\cdots s_{i_k}\), for some nonconsecutive integers \(i_1, \ldots, i_k\) between 2 and \(r\).

**Proof.** (\(\Rightarrow\)) Let \(\sigma \in A(\varpi_1, 0)\) and proceed by induction on \(\ell(\sigma)\). If \(\ell(\sigma) = 0\), then \(\sigma = 1\) and we are done. If \(\sigma = s_i\), for some \(1 \leq i \leq r\), then

\[
s_i(\varpi_1 + \rho) - \rho = s_i(2\varpi_1 + \varpi_2 + \cdots + \varpi_r) - (\varpi_1 + \cdots + \varpi_r)
= \begin{cases} 
\alpha_1 + \alpha_2 + \cdots + \alpha_r & \text{if } i = 1 \\
\alpha_1 + \cdots + \alpha_{i-1} + \alpha_{i+1} + \cdots + \alpha_r & \text{otherwise}.
\end{cases}
\]

(Continues on the next page.)
If \( i = 1 \), then \( \sigma \notin A(\varpi, 0) \), a contradiction. Thus \( \sigma = s_i \), where \( 2 \leq i \leq r \). If \( \ell(\sigma) = 2 \), then \( \sigma = s_i s_j \) for some integers \( 1 \leq i, j \leq r \). If \( i = j \), then \( \sigma = s_i s_i = s_i^2 = 1 \) and so \( \ell(\sigma) \neq 2 \), gives a contradiction. Hence \( i \neq j \). Now notice

\[
\begin{align*}
  s_i s_j (\varpi + \rho) - \rho &= \varpi + \rho - \alpha_i - \frac{2(\alpha_i, \alpha_j)}{(\alpha_i, \alpha_i)} \alpha_i - \rho \\
  &= \varpi - \alpha_i - \alpha_j + \frac{2(\alpha_i, \alpha_j)}{(\alpha_i, \alpha_i)} \alpha_i.
\end{align*}
\]

If \( i \) and \( j \) are consecutive integers between 2 and \( r \), then \( j = i \pm 1 \) and, in either case, \((\alpha_i, \alpha_j) = -1\). Hence \( \sigma \notin A(\varpi, 0) \), a contradiction. Thus \( i \) and \( j \) are nonconsecutive integers between 2 and \( r \).

Now assume that for any \( \sigma \in A(\varpi, 0) \) with length \( n \leq k \), there exist nonconsecutive integers \( i_1, \ldots, i_n \) between 2 and \( r \) such that \( \sigma = s_{i_1} s_{i_2} \cdots s_{i_n} \). Now let \( \sigma \in A(\varpi, 0) \), such that \( \ell(\sigma) = k + 1 \). Hence there exist distinct integers \( i_1, i_2, \ldots, i_{k+1} \) between 1 and \( r \) such that \( \sigma = s_{i_1} s_{i_2} \cdots s_{i_{k+1}} \). Let \( \sigma = s_{i_1} \pi \), where \( \pi = s_{i_2} s_{i_3} \cdots s_{i_{k+1}} \) and \( \ell(\pi) = k \). Since \( \sigma \in A(\varpi, 0) \), we have that \( \pi \in A(\varpi, 0) \), and by induction hypothesis, \( i_2, \ldots, i_{k+1} \) are nonconsecutive integers between 2 and \( r \).

By Proposition 3.2.1, \( \pi(\varpi + \rho) = \varpi + \rho - \sum_{j=2}^{j=k+1} \alpha_{i_j} \).

Hence

\[
\begin{align*}
  \sigma(\varpi + \rho) - \rho &= s_{i_1} \pi (\varpi + \rho) - \rho \\
  &= s_{i_1} (\varpi + \rho - \sum_{j=2}^{j=k+1} \alpha_{i_j}) - \rho \\
  &= \varpi + \rho - \alpha_{i_1} - \sum_{j=2}^{j=k+1} (\alpha_{i_j} - \frac{2(\alpha_{i_j}, \alpha_{i_1})}{(\alpha_{i_1}, \alpha_{i_1})} \alpha_{i_1}) - \rho \\
  &= \varpi - \sum_{j=1}^{j=k+1} \alpha_{i_j} + 2 \sum_{j=2}^{j=k+1} \left(\frac{\alpha_{i_j}, \alpha_{i_1}}{(\alpha_{i_1}, \alpha_{i_1})}\alpha_{i_1}\right).
\end{align*}
\]

Observe that if \( i_1 = 1 \), then \( \varphi(\sigma(\varpi + \rho) - \rho) = 0 \) and hence \( \sigma \notin A(\varpi, 0) \), a contradiction. Now suppose there exists an integer, \( 2 \leq j \leq r \), such that \( i_j \) and \( i_1 \) are consecutive integers. Then \((\alpha_{i_j}, \alpha_{i_1}) = -1\) and hence the coefficient of \( \alpha_{i_1} \) in \( \sigma(\varpi + \rho) - \rho \) is negative. Thus \( \sigma \notin A(\varpi, 0) \), again a contradiction. Therefore \( i_1, i_2, \ldots, i_{k+1} \) must be nonconsecutive integers between 2 and \( r \).
By Proposition 3.2.1, if \( \sigma = s_{i_1} s_{i_2} \cdots s_{i_k} \in W \), for some nonconsecutive integers \( i_1, \ldots, i_k \) between 2 and \( r \), then \( \sigma(\varpi_1 + \rho) - \rho \) is a nonnegative integral combination of positive roots. Thus \( \sigma \in A(\varpi_1, 0) \).

**Lemma 3.2.1.** If \( m \geq 1 \), then the total number of sequences of nonconsecutive integers between 1 and \( m \) is given by \( F_{m+2} \).

**Proof.** Suppose \( m = 1 \), then the number of sequences of nonconsecutive integers between 1 and 1, is \( 2 = F_3 \), namely choose none or choose the 1. If \( m = 2 \), then we can choose none, or choose the 1 or the 2. Hence there are \( 3 = F_4 \) number of sequences of nonconsecutive integers between 1 and 2. Assume that for any \( m \leq k \), the number of sequences of nonconsecutive integers between 1 and \( m \) is \( F_{m+2} \).

Now to find the number of sequences of nonconsecutive integers between 1 and \( k+1 \) we note that this number depends on whether \( k+1 \) is chosen or not. If \( k+1 \) is not chosen then the number of number of sequences of nonconsecutive integers between 1 and \( k \), by our induction hypothesis, is \( F_{k+2} \). If \( k+1 \) is chosen then we cannot choose \( k \), so number of sequences of nonconsecutive integers between 1 and \( k-1 \) is \( F_{k+1} \). Therefore the number of sequences of nonconsecutive integers between 1 and \( k+1 \) is given by \( F_{k+2} + F_{k+1} = F_{k+3} \).

We can now give a proof of the main result of this section:

**Theorem 3.2.2.** If \( r \geq 2 \) and \( \varpi_1 = \sum_{\alpha \in \Delta} \alpha \) is a fundamental weight of \( \mathfrak{so}_{2r+1} \), then \( |A(\varpi_1, 0)| = F_{r+1} \).

**Proof.** By Theorem 3.2.1, we have that \( A(\varpi_1, 0) = \{ \sigma \in W | \sigma = s_{i_1} \cdots s_{i_k}, \) for some nonconsecutive integers \( 2 \leq i_1, \ldots, i_k \leq r \}. \) Therefore, by Lemma 3.2.1, \( |A(\varpi_1, 0)| = F_{r+1} \).

### 3.2.2 \( \mathfrak{so}_{2r+1} \) and a \( q \)-analog

It is known that the multiplicity of the zero weight of \( \mathfrak{so}_{2r+1} \) in the finite-dimensional representation \( L(\varpi_1) \) is equal to 1, see [2]. In this section, we give a combinatorial proof of this fact, by proving:
Theorem 3.2.3. Let \( r \geq 2 \) and let \( \varpi_1 = \sum_{\alpha \in \Delta} \alpha \) be a fundamental weight of \( \mathfrak{so}_{2r+1} \). Then \( m_q(\varpi_1, 0) = q^r \).

Lemma 3.2.2. Let \( \varpi_1 = \sum_{\alpha \in \Delta} \alpha \) be a fundamental weight of \( \mathfrak{so}_{2r+1} \). Then
\[
|\{\sigma \in A(\varpi_1, 0) : \ell(\sigma) = k \text{ and } \sigma \text{ contains no } s_r \text{ factor}\}| = \binom{r-1-k}{k},
\]
\[
|\{\sigma \in A(\varpi_1, 0) : \ell(\sigma) = k \text{ and } \sigma \text{ contains an } s_r \text{ factor}\}| = \binom{r-2-k}{k},
\]
max\(\{\ell(\sigma) : \sigma \in A(\varpi_1, 0) \text{ and } \sigma \text{ contains no } s_r \text{ factor}\}\) = \(\lfloor \frac{r-1}{2} \rfloor\), and
max\(\{\ell(\sigma) : \sigma \in A(\varpi_1, 0) \text{ and } \sigma \text{ contains an } s_r \text{ factor}\}\) = \(\lfloor \frac{r-2}{2} \rfloor\).

Proposition 3.2.2. Let \( \sigma \in A(\varpi_1, 0) \). Then
\[
\varphi_q(\sigma(\varpi_1 + \rho) - \rho) = \begin{cases} 
q^{1+\ell(\sigma)}(1+q)^{r-1-2\ell(\sigma)} & \text{if } \sigma \text{ contains no } s_r \text{ factor} \\
q^{1+\ell(\sigma)}(1+q)^{r-2-2\ell(\sigma)} & \text{if } \sigma \text{ contains an } s_r \text{ factor}.
\end{cases}
\]

Observe that for any \( \sigma \in A(\varpi_1, 0) \) the subset of positive roots of \( \mathfrak{so}_{2r+1} \) used to write \( \sigma(\varpi_1 + \rho) - \rho \), consists of sums of simple roots, just as in the \( \mathfrak{sl}_{r+1} \) case. Therefore, Lemma 3.2.2 and Proposition 3.2.2 follow from analogous arguments as those used in Lemma 3.1.2 and Proposition 3.1.5, respectively.

Now can now prove the closed formula for the \( q \)-multiplicity of the zero weight in \( L(\varpi_1) \).

**Proof of Theorem 3.2.3.** Observe that
\[
m_q(\varpi_1, 0) = \sum_{\sigma \in A(\varpi_1, 0) \text{ with no } s_r \text{ factor}} (-1)^{\ell(\sigma)} \varphi_q(\sigma(\varpi_1 + \rho) - \rho) + \sum_{\sigma \in A(\varpi_1, 0) \text{ with an } s_r \text{ factor}} (-1)^{\ell(\sigma)} \varphi_q(\sigma(\varpi_1 + \rho) - \rho).
\]

By Lemma 3.2.2, Proposition 3.2.2 and Proposition 3.1.9 it follows that
\[
\sum_{\sigma \in A(\varpi_1, 0) \text{ with no } s_r \text{ factor}} (-1)^{\ell(\sigma)} \varphi_q(\sigma(\varpi_1 + \rho) - \rho) = \sum_{k=0}^{r-1} (-1)^k \binom{r-1-k}{k} q^{1+k}(1+q)^{r-1-2k} = \sum_{i=1}^{r} q^i.
\]
Similarly, 
\[
\sum_{\sigma \in A(\varpi_1,0)} (-1)^{\ell(\sigma)} q_{\varpi}(\sigma(\varpi_1 + \rho) - \rho) = \sum_{k=0}^{\left\lfloor \frac{r-2}{2} \right\rfloor} (-1)^{1+k} \binom{r-2-k}{k} q^{1+k}(1+q)^{r-2-2k} = -\sum_{i=1}^{r-1} q^i.
\]

Therefore \(m_q(\varpi_1,0) = (q + q^2 + \cdots + q^{r-1} + q^r) - (q + q^2 + \cdots + q^{r-1}) = q^r\). \(\square\)

**Corollary 3.2.1.** Let \(r \geq 2\) and let \(\varpi_1 = \sum_{\alpha \in \Delta} \alpha\) be a fundamental weight of \(\mathfrak{so}_{2r+1}\). Then \(m(\varpi_1,0) = 1\).

**Proof.** Follows directly from Theorem 3.2.3, since \(m(\varpi_1,0) = m_q(\varpi_1,0)|_{q=1} = 1\). \(\square\)

### 3.2.3 Nonzero weight spaces of \(\mathfrak{so}_{2r+1}(\mathbb{C})\)

We now consider the nonzero dominant weights, \(\mu\), of \(\mathfrak{so}_{2r+1}\) and compute the Weyl alternation sets \(A(\varpi_1,\mu)\). Throughout this section we let \(r \geq 2\).

**Theorem 3.2.4.** If \(\mu \in P_+(\mathfrak{so}_{2r+1}) \setminus \{0\}\), then \(A(\varpi_1,\mu) = \begin{cases} \{1\} & \text{if } \mu = \varpi_1 \\ \emptyset & \text{otherwise} \end{cases}\)

The following Propositions will be used in the proof of Theorem 3.2.4.

**Proposition 3.2.3.** If \(\varpi_1 = \sum_{\alpha \in \Delta} \alpha\) is a fundamental weight of \(\mathfrak{so}_{2r+1}\), then \(A(\varpi_1,\varpi_1) = \{1\}\).

**Proof.** Since \(\varpi_1 = \alpha_1 + \cdots + \alpha_r\), notice \(\sigma(\varpi_1 + \rho) - \rho - \varpi_1\) is a nonnegative integral sum of positive roots only if \(\sigma(\varpi_1 + \rho) - \rho\) is. By Theorem 3.2.1 we know \(\sigma(\varpi_1 + \rho) - \rho\) is a nonnegative integral sum of positive roots if and only if \(\sigma = s_{i_1}s_{i_2} \cdots s_{i_k}\), for some nonconsecutive integers \(i_1, \ldots, i_k\) between \(2\) and \(r\). Hence \(A(\varpi_1,\varpi_1) \subset A(\varpi_1,0)\).

Suppose that \(\sigma \in A(\varpi_1,\varpi_1)\) with \(\ell(\sigma) = k \geq 1\), then there exist nonconsecutive integers \(i_1, \ldots, i_k\) between \(2\) and \(r\) such that \(\sigma = s_{i_1}s_{i_2} \cdots s_{i_k}\). By Proposition 3.2.1 we have that \(\sigma(\varpi_1 + \rho) - \rho = \varpi_1 - \sum_{j=1}^{k} \alpha_{i_j}\). Then notice \(\sigma(\varpi + \rho) - \rho - \varpi_1 = -\sum_{j=1}^{k} \alpha_{i_j}\) cannot be expressed as a nonnegative integral sum of positive roots, a contradiction. Thus \(\ell(\sigma) = 0\) and \(\sigma = 1\). \(\square\)
Proposition 3.2.4. Let $\mu \in P_{+}(\mathfrak{so}_{2r+1}) \setminus \{0\}$. Then there exists $\sigma \in W$ such that $\varphi(\sigma(\varpi_1 + \rho) - \rho - \mu) > 0$ if and only if $\mu = \varpi_1$.

Proof. ($\Rightarrow$) Let $\mu \in P_{+}(\mathfrak{so}_{2r+1}) \setminus \{0\}$ and assume $\sigma \in W$ such that $\varphi(\sigma(\varpi_1 + \rho) - \rho - \mu) > 0$. By Proposition 3.1.20 in [5], we know that $P_{+}(\mathfrak{so}_{2r+1})$ consists of all weights $\mu = k_1 \varepsilon_1 + k_2 \varepsilon_2 + \cdots + k_r \varepsilon_r$, with $k_1 \geq k_2 \geq \cdots \geq k_r \geq 0$. Here $2k_i$ and $k_i - k_j$ are integers for all $1 \leq i, j \leq r$.

Now observe that $\sigma(\varpi_1 + \rho) - \rho - \mu = \sigma((r + \frac{1}{2}) \varepsilon_1 + (r - \frac{3}{2}) \varepsilon_2 + (r - \frac{5}{2}) \varepsilon_3 + \cdots + \frac{1}{2} \varepsilon_{r-1} + \varepsilon_r) - ((r - \frac{1}{2}) \varepsilon_1 + (r - \frac{3}{2}) \varepsilon_2 + \cdots + \frac{1}{2} \varepsilon_r) - (k_1 \varepsilon_1 + \cdots + k_r \varepsilon_r)$. Let $a_i$ denote the coefficient of $\alpha_i$ in $\sigma(\varpi_1 + \rho) - \rho - \mu$. Then

$$a_1 = \begin{cases} -i + 1 - k_1 & \text{if } \sigma(\varepsilon_1) = \varepsilon_i \text{ for } 2 \leq i \leq r, \\ -2r + i - k_1 & \text{if } \sigma(\varepsilon_1) = -\varepsilon_i \text{ for } 2 \leq i \leq r, \\ 1 - k_1 & \text{if } \sigma(\varepsilon_1) = \varepsilon_1, \\ -2r - k_1 & \text{if } \sigma(\varepsilon_1) = -\varepsilon_1. \end{cases}$$

Since $r \geq 2$ and $a_1 \in \mathbb{N}$, we have that $\sigma(\varepsilon_1) = \varepsilon_1$ and $a_1 = 1 - k_1$. If $k_1 = 0$, then $k_i = 0$ for all $1 \leq i \leq r$. So $\mu = 0$, a contradiction. Hence $k_1 = 1$. Since $k_i - k_j \in \mathbb{Z}$, for all $i$ and $j$, and since $1 = k_1 \geq k_2 \geq k_3 \geq \cdots \geq k_r \geq 0$, we have that $k_i = 0$ or $1$, for all $2 \leq i \leq r$. We want to show that $k_i = 0$ for all $2 \leq i \leq r$. It suffices to show $k_2 = 0$. Simple computations shows that

$$a_2 = \begin{cases} -i + 2 - k_2 & \text{if } \sigma(\varepsilon_2) = \varepsilon_i \text{ for } 3 \leq i \leq r, \\ -2r + i + 1 - k_2 & \text{if } \sigma(\varepsilon_2) = -\varepsilon_i \text{ for } 3 \leq i \leq r, \\ -k_2 & \text{if } \sigma(\varepsilon_2) = \varepsilon_2, \\ -2r + 3 - k_2 & \text{if } \sigma(\varepsilon_2) = -\varepsilon_2. \end{cases}$$

Since $r \geq 2$ and $a_2 \in \mathbb{N}$, we have that $\sigma(\varepsilon_2) = \varepsilon_2$ and hence $k_2 = 0$. Thus $\mu = \varepsilon_1 = \varpi_1$.

($\Leftarrow$) By Proposition 3.2.3, we know if $\mu = \varpi_1$, then $\varphi(\sigma(\varpi_1 + \rho) - \rho - \varpi_1) > 0$ when $\sigma = 1$. \hfill $\Box$

Theorem 3.2.5. If $\mu \in P(\mathfrak{so}_{2r+1})$, then $m(\varpi_1, \mu) =$ \begin{cases} 1 & \text{if } \mu = 0 \text{ or } \mu \in W \cdot \varpi_1, \\ 0 & \text{otherwise}. \end{cases}
Proof. Recall that given \( \mu \in P(\mathfrak{so}_{2r+1}) \), there exists \( w \in W \) and \( \xi \in P_+(\mathfrak{so}_{2r+1}) \) such that \( w(\xi) = \mu \) and also recall that weight multiplicities are invariant under \( W \) (Propositions 3.1.20, 3.2.27 in [5]). Thus it suffices to consider \( \mu \in P_+(\mathfrak{so}_{2r+1}) \). Corollary 3.2.1 gives \( m(\bar{\alpha}, 0) = 1 \), while Theorem 3.2.4 implies \( m(\varpi_1, \varpi_1) = 1 \) and \( m(\varpi_1, \mu) = 0 \), whenever \( \mu \in P_+(\mathfrak{so}_{2r+1}) \setminus \{0, \varpi_1\} \). \( \square \)

3.3 The classical Lie algebras \( \mathfrak{sp}_{2r}(\mathbb{C}) \) and \( \mathfrak{so}_{2r}(\mathbb{C}) \)

In this section we consider the classical Lie algebras \( \mathfrak{sp}_{2r}(\mathbb{C}) \) and \( \mathfrak{so}_{2r}(\mathbb{C}) \) and prove:

**Theorem 3.3.1.** If \( \mathfrak{g} \) is the classical Lie algebra \( \mathfrak{sp}_{2r}(\mathbb{C}) \) (with \( r \geq 3 \)) or \( \mathfrak{so}_{2r}(\mathbb{C}) \) (with \( r \geq 4 \)) and \( \Delta \) denotes a set of simple roots of \( \mathfrak{g} \), then the weight \( \sum_{\alpha \in \Delta} \alpha \) is not a dominant integral weight of \( \mathfrak{g} \).

Proof. We follow the notation in [5]. In the case of \( \mathfrak{sp}_{2r} = \mathfrak{sp}_{2r}(\mathbb{C}) \), with \( r \geq 3 \), for each \( 1 \leq i \leq r-1 \), let \( \alpha_i = \varepsilon_i - \varepsilon_{i+1} \) and let \( \alpha_r = 2\varepsilon_r \). Then the set of simple roots is \( \Delta = \{\alpha_1, \ldots, \alpha_r\} \). The fundamental weights are defined by \( \varpi_i = \varepsilon_1 + \cdots + \varepsilon_i \), for \( 1 \leq i \leq r \). Now notice \( \alpha_1 + \cdots + \alpha_r = \varepsilon_1 + \varepsilon_r = \varpi_1 - \varpi_{r-1} + \varpi_r \). Thus, the weight defined by the sum of the simple roots is not a dominant weight of \( \mathfrak{sp}_{2r} \), for \( r \geq 3 \).

In the case \( \mathfrak{so}_{2r} = \mathfrak{so}_{2r}(\mathbb{C}) \), with \( r \geq 4 \), for each \( 1 \leq i \leq r-1 \), let \( \alpha_i = \varepsilon_i - \varepsilon_{i+1} \) and let \( \alpha_r = \varepsilon_{r-1} + \varepsilon_r \). Then the set of simple roots is \( \Delta = \{\alpha_1, \ldots, \alpha_r\} \). The fundamental weights are defined by \( \varpi_i = \varepsilon_1 + \cdots + \varepsilon_i \), if \( 1 \leq i \leq r-1 \), and \( \varpi_{r-1} = \frac{1}{2}(\varepsilon_1 + \cdots + \varepsilon_{r-1} - \varepsilon_r) \) and \( \varpi_r = \frac{1}{2}(\varepsilon_1 + \cdots + \varepsilon_{r-1} + \varepsilon_r) \). Now notice \( \alpha_1 + \cdots + \alpha_r = \varepsilon_1 + \varepsilon_{r-1} = \varpi_1 - \varpi_{r-2} + \varpi_{r-1} + \varpi_r \). Thus, the weight defined by the sum of the simple roots is not a dominant weight of \( \mathfrak{so}_{2r} \), for \( r \geq 4 \). \( \square \)

3.4 The exceptional Lie algebras

We conclude this chapter by considering the exceptional simple Lie algebras over \( \mathbb{C} \) and proving:

**Theorem 3.4.1.** If \( \mathfrak{g} \) is an exceptional simple Lie algebra of type \( G_2, F_4, E_6, E_7, \) or \( E_8 \) and \( \Delta \) denotes a set of simple roots of \( \mathfrak{g} \), then the weight \( \sum_{\alpha \in \Delta} \alpha \) is not a
dominant integral weight of \( g \).

**Proof.** In each case we will describe, as in [11], the underlying vector space \( V \) and the root system \( \Phi \) as a subset of \( V \). In each case the root system will be a subspace of some \( \mathbb{R}^k = \{ \sum_{i=1}^k a_i e_i \} \), where \( \{ e_i : 1 \leq i \leq k \} \) is the standard orthonormal basis and the \( a_i \)'s are real numbers.

The underlying vector space of the exceptional Lie algebra \( G_2 \) is \( V = \{ v \in \mathbb{R}^3 | (v, e_1 + e_2 + e_3) = 0 \} \) and the root system is given by \( \Phi = \{ \pm (e_1 - e_2), \pm (e_2 - e_3), \pm (e_1 - e_3) \} \cup \{ \pm (2e_1 - e_2 - e_3), \pm (2e_2 - e_1 - e_3), \pm (2e_3 - e_1 - e_2) \} \}. The set of simple roots is \( \Delta = \{ \alpha_1, \alpha_2 \} \), where

\[
\alpha_1 = e_1 - e_2 \quad \text{and} \quad \alpha_2 = -2e_1 + e_2 + e_3.
\]

The fundamental weights, in terms of the simple roots, are

\[
\varpi_1 = 2\alpha_1 + \alpha_2 \quad \text{and} \quad \varpi_2 = 3\alpha_1 + 2\alpha_2.
\]

Observe that \( \alpha_1 + \alpha_2 = -\varpi_1 + \varpi_2 \), which is not a dominant integral weight of \( G_2 \).

The underlying vector space of the exceptional Lie algebra \( F_4 \) is \( V = \mathbb{R}^4 \) and the root system is given by \( \Phi = \{ \pm e_i \pm e_j | i < j \} \cup \{ \pm e_i \} \cup \{ \frac{1}{2}(\pm e_1 \pm e_2 \pm e_3 \pm e_4) \} \). The set of simple roots is \( \Delta = \{ \alpha_1, \alpha_2, \alpha_3, \alpha_4 \} \), where

\[
\alpha_1 = \frac{1}{2}(e_1 - e_2 - e_3 - e_4), \\
\alpha_2 = e_4, \\
\alpha_3 = e_3 - e_4, \quad \text{and} \\
\alpha_4 = e_2 - e_3.
\]
The fundamental weights, in terms of the simple roots, are

\[
\begin{align*}
\varpi_1 &= 2\alpha_1 + 3\alpha_2 + 2\alpha_3 + \alpha_4 \\
\varpi_2 &= 3\alpha_1 + 6\alpha_2 + 4\alpha_3 + 2\alpha_4 \\
\varpi_3 &= 4\alpha_1 + 8\alpha_2 + 6\alpha_3 + 3\alpha_4 \\
\varpi_4 &= 2\alpha_1 + 4\alpha_2 + 3\alpha_3 + 2\alpha_4
\end{align*}
\]

Observe that \(\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = \varpi_1 - \varpi_2 + \varpi_4\), which is not a dominant integral weight of \(F_4\).

The underlying vector space of the exceptional Lie algebra \(E_6\) is \(V = \{v \in \mathbb{R}^8 | (v, e_6 - e_7) = (v, e_7 + e_8) = 0\}\) and the root system is given by \(\Phi = \{\pm e_i \pm e_j | i < j \leq 5\} \cup \{\frac{1}{2} \sum_{i=1}^{8} (-1)^{n(i)} e_i \in V | \sum_{i=1}^{8} n(i) \text{ even}\}\). The set of simple roots is \(\Delta = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6\}\), where

\[
\begin{align*}
\alpha_1 &= \frac{1}{2} (e_8 - e_7 - e_6 - e_5 - e_4 - e_3 - e_2 + e_1), \\
\alpha_2 &= e_2 + e_1, \\
\alpha_3 &= e_2 - e_1, \\
\alpha_4 &= e_3 - e_2, \\
\alpha_5 &= e_4 - e_3, \text{ and} \\
\alpha_6 &= e_5 - e_4.
\end{align*}
\]

The fundamental weights, in terms of the simple roots, are

\[
\begin{align*}
\varpi_1 &= \frac{1}{3} (4\alpha_1 + 3\alpha_2 + 5\alpha_3 + 6\alpha_4 + 4\alpha_5 + 2\alpha_6) \\
\varpi_2 &= \alpha_1 + 2\alpha_2 + 2\alpha_3 + 3\alpha_4 + 2\alpha_5 + \alpha_6 \\
\varpi_3 &= \frac{1}{3} (5\alpha_1 + 6\alpha_2 + 10\alpha_3 + 12\alpha_4 + 8\alpha_5 + 4\alpha_6) \\
\varpi_4 &= 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 4\alpha_5 + 2\alpha_6 \\
\varpi_5 &= \frac{1}{3} (4\alpha_1 + 6\alpha_2 + 8\alpha_3 + 12\alpha_4 + 10\alpha_5 + 5\alpha_6) \\
\varpi_6 &= \frac{1}{3} (2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6)
\end{align*}
\]
Observe that $\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 = \varpi_1 + \varpi_2 - \varpi_4 + \varpi_6$, which is not a dominant integral weight of $E_6$.

The underlying vector space of the exceptional Lie algebra $E_7$ is $V = \{v \in \mathbb{R}^8|(v, e_7 + e_8) = 0\}$, and the root system is given by $\Phi = \{\pm e_i \pm e_j|i < j \leq 6\} \cup \{\pm(e_7 - e_8)\} \cup \{\frac{1}{2}\sum_{i=1}^{8}(-1)^{n(i)}e_i \in V|\sum_{i=1}^{8} n(i) \text{ even}\}$. The set of simple roots is $\Delta = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6, \alpha_7\}$, where

$$
\begin{align*}
\alpha_1 &= \frac{1}{2}(e_8 - e_7 - e_6 - e_5 - e_4 - e_3 - e_2 + e_1), \\
\alpha_2 &= e_2 + e_1, \\
\alpha_3 &= e_2 - e_1, \\
\alpha_4 &= e_3 - e_2, \\
\alpha_5 &= e_4 - e_3, \\
\alpha_6 &= e_5 - e_4, \text{ and} \\
\alpha_7 &= e_6 - e_5.
\end{align*}
$$

The fundamental weights, in terms of the simple roots, are

$$
\begin{align*}
\varpi_1 &= 2\alpha_1 + 2\alpha_2 + 3\alpha_3 + 4\alpha_4 + 3\alpha_5 + 2\alpha_6 + \alpha_7, \\
\varpi_2 &= \frac{1}{2}(4\alpha_1 + 7\alpha_2 + 8\alpha_3 + 12\alpha_4 + 9\alpha_5 + 6\alpha_6 + 3\alpha_7), \\
\varpi_3 &= 3\alpha_1 + 4\alpha_2 + 6\alpha_3 + 8\alpha_4 + 6\alpha_5 + 4\alpha_6 + 2\alpha_7, \\
\varpi_4 &= 4\alpha_1 + 6\alpha_2 + 8\alpha_3 + 12\alpha_4 + 9\alpha_5 + 6\alpha_6 + 3\alpha_7, \\
\varpi_5 &= \frac{1}{2}(6\alpha_1 + 9\alpha_2 + 12\alpha_3 + 18\alpha_4 + 15\alpha_5 + 10\alpha_6 + 5\alpha_7), \\
\varpi_6 &= 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6 + 2\alpha_7, \\
\varpi_7 &= \frac{1}{2}(2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6 + 3\alpha_7).
\end{align*}
$$

Observe that $\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 = \varpi_1 + \varpi_2 - \varpi_4 + \varpi_6$, which is not a dominant integral weight of $E_7$.

The underlying vector space of the exceptional Lie algebra $E_8$ is $V = \mathbb{R}^8$ and the root system is given by $\Phi = \{\pm e_i \pm e_j|i < j \leq 6\} \cup \{\frac{1}{2}\sum_{i=1}^{8}(-1)^{n(i)}e_i \in V|\sum_{i=1}^{8} n(i) \text{ even}\}$. The set of simple roots is $\Delta = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6, \alpha_7, \alpha_8\}$, where
The fundamental weights, in terms of the simple roots, are

\[
\begin{align*}
\varpi_1 &= 4\alpha_1 + 5\alpha_2 + 7\alpha_3 + 10\alpha_4 + 8\alpha_5 + 6\alpha_6 + 4\alpha_7 + 2\alpha_8 \\
\varpi_2 &= 5\alpha_1 + 8\alpha_2 + 10\alpha_3 + 15\alpha_4 + 12\alpha_5 + 9\alpha_6 + 6\alpha_7 + 3\alpha_8 \\
\varpi_3 &= 7\alpha_1 + 10\alpha_2 + 14\alpha_3 + 20\alpha_4 + 16\alpha_5 + 12\alpha_6 + 8\alpha_7 + 4\alpha_8 \\
\varpi_4 &= 10\alpha_1 + 15\alpha_2 + 20\alpha_3 + 30\alpha_4 + 24\alpha_5 + 18\alpha_6 + 12\alpha_7 + 6\alpha_8 \\
\varpi_5 &= 8\alpha_1 + 12\alpha_2 + 16\alpha_3 + 24\alpha_4 + 20\alpha_5 + 15\alpha_6 + 10\alpha_7 + 5\alpha_8 \\
\varpi_6 &= 6\alpha_1 + 9\alpha_2 + 12\alpha_3 + 18\alpha_4 + 15\alpha_5 + 12\alpha_6 + 8\alpha_7 + 4\alpha_8 \\
\varpi_7 &= 4\alpha_1 + 6\alpha_2 + 8\alpha_3 + 12\alpha_4 + 10\alpha_5 + 8\alpha_6 + 6\alpha_7 + 3\alpha_8 \\
\varpi_8 &= 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6 + 3\alpha_7 + 2\alpha_8
\end{align*}
\]

Observe that \(\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 + \alpha_8 = \varpi_1 + \varpi_2 - \varpi_4 + \varpi_8\), which is not a dominant integral weight of \(E_8\). \(\Box\)
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