Analyzing High Dimensional Toxicogenomic Data Using Consensus Clustering
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ABSTRACT: Rapid development of high-throughput toxicogenomics technologies has created new approaches to screen environmental samples for mechanistic toxicity assessment. However, challenges remain in the analysis, especially clustering of the resulting high-dimensional data. Because of the lack of commonly accepted validation methods, it is difficult to compare clustering results between studies or to identify the key experimental or data features that impact the clustering results. We applied consensus clustering (CC), an approach that clusters the input data repeatedly through iterative resampling, and identifies frequently occurring high-confidence clusters. We used CC to analyze a set of high dimensional transcriptomics data with temporal resolution, which were generated using our E. coli whole-cell array system for a diverse variety of toxicants at different dose concentrations. The CC analysis allowed us to evaluate the clustering results’ robustness and sensitivity against a number of conditions that represent the common variations in high-throughput experiments, including noisy data, subsets of treatments, subsets of reporter genes, and subsets of time points. We demonstrated the value of utilizing rich time-series data and underscored the importance of careful selection of sampling times for a given experimental system. The results also indicated that temporal data compression using our proposed Transcriptional Effect Level Index (TELI) concept followed by CC largely conserved the cluster resolution. We also found that for our cellular stress response ensemble-based high-throughput transcriptomics assay platform, the size and composition of the reporter gene set are critical factors that affect the resulting coherency of clusters. Taken together, these results demonstrated that more robust consensus clustering such as CC may be valuable in analyzing high-dimensional toxicogenomic data sets.

1. INTRODUCTION

Rapid progress in high-throughput screening (HTS) technology, such as in vitro cell line-based cytotoxicity assays and toxicogenomics (e.g., gene expression microarrays) promises...
new approaches for toxicological studies and screening. These HTS methods reduce the conventional need for laboratory animal testing and shorten the time needed for data collection and analysis.1−3 USEPA has initiated ToxCast programs that have applied HTS approaches for prioritizing environmental chemicals in a more cost-effective manner.4 The “omics” techniques, including genomics, proteomics, and metabolomics, can reveal toxicant perturbations of complex biological pathways, identify common patterns in mechanism of action, and assist the development of quantitative structure−activity relationship (QSAR) models.5−7 Recent examples of omics toxicity studies include investigation of the mechanism of action,8 analysis of toxicity-related signaling pathways,9 and assessment of nanomaterial toxicity,10−12 as well as development of biosensors for environmental monitoring.13−15

High-dimensional toxigenomic data represent the responses of numerous transcripts, proteins, metabolites, or reporters to toxicants. These responses are functions of the specific cell line phenotypes, the specific toxicants, and their dose concentrations, as well as the time points of measurement.16 In addition, cellular responses can be affected by confounding factors such as the media composition, degree of mechanical agitation during treatment and the homogeneity of the toxicant in the growth medium. The variations in experimental design, as well as normal biological and technical measurement noise, make interstudy comparison and biological generalization difficult.17

To discover biologically meaningful patterns and relationships, and to identify biological similarities in the responses to different toxicants from the complex high-dimensional omics data sets, computational data mining and statistical analysis techniques have been applied.18 The most frequently used methods are unsupervised clustering algorithms such as hierarchical clustering and self-organizing maps (SOM).19,20 These clustering algorithms partition the input data into nonoverlapping subsets, which represent the underlying biological similarities.21,22 Dendrogram visualization of hierarchical clustering has been widely applied in biological studies, however, the hierarchical clustering results can be sensitive to outliers, and the visual representation neither conveys the number of distinct biological clusters, nor the clear relationships between those clusters.23−25 Clustering by SOM is also conventionally used for discovering groups of coexpressed genes or classifying chemicals.26 SOM is relatively resistant to noisy data and missing observations, both common in biological research.27 However, the SOM algorithm can also be sensitive to the random process of map initialization, which makes comparisons between studies challenging.28

These challenges in analyzing HTS toxigenomic data point to the pressing need of a method for validation of clustering results and assessment of cluster robustness. Current validation schemes include internal approaches, which are based solely on analysis within a data set, and external approaches, which compare clusters with known class labels.29,30 It is argued that the internal measures might not be suitable for biological data which are subject to high noise levels.31 To address clustering stability and validation, Monti et al. developed the consensus clustering (CC) method, which iteratively resamples the input data set and invokes a conventional clustering algorithm over the reconstructed data set.32 Afterward, CC aggregates the ensemble of clustering outputs into a single consensus result, which has a higher confidence level than a typical single invocation of the underlying clustering algorithm. Over the past few years, several researchers have applied this approach in microarray-based gene expression research, and found that CC could identify reliable clusters and hidden patterns, and therefore provide a highly meaningful interpretation of the biological response.33−35 Evaluation of the CC methods using a relatively large toxigenomic data set with temporal resolution has not yet been reported.

In this study, we employed CC to analyze a high dimensional transcriptomic data set with temporal resolution, which was generated using our E. coli whole-cell array HTS system treated with a diverse variety of toxicants including endocrine disrupting chemicals, heavy metals, antibiotics, and nanomaterials, representing a range of possible toxicity mechanisms.11 This HTS system contains a library of 91 GFP reporter genes representing 10 cellular stress response pathways, and it records real-time transcriptional level responses.11,12,36 The diversity of chemical treatments is intended to explore a wide region of the reporter state space. For the CC experiments, we focused on SOM as the underlying clustering algorithm. We found that CC/SOM reliably differentiated distinct biological responses between various toxicants at different doses, separating toxicants with distinct toxic mechanisms, and unifying diverse toxicants that cause biologically similar responses. These observations support the hypothesis that robust ensemble clustering algorithms can produce meaningful results for chemical classification based on the toxic mechanisms of toxicants.19 In addition, the CC analysis allowed us to evaluate the cluster robustness and sensitivity to a number of conditions that represent the common variations in HTS experiments, including noisy data, subsets of treatments, subsets of reporter genes and subsets of time points. The outcome of these experiments helps identify the key data features that impact the clustering results and provides information and insights for standardizing the practice in this field.

2. METHODS

2.1. Data Generation. The whole-cell array used for HTS toxicity tests was constructed through transcriptional fusions of green fluorescent protein (GFP) to 91 stress response-related promoter genes in E. coli K12, MG1655.6,36,37 The selected genes cover a variety of genes involved in different known cellular stress response pathways, such as general stress, DNA damage, protein stress, redox stress, energy stress, heat shock, drug resistance, detoxification, cell killing, and other functions.11,12 Each fusion was expressed from a low-copy plasmid, pUA66 or pUA139, that contains a kanamycin resistance gene and a fast folding gfpmut2, allowing for real-time measurement of the promoter activities.6,36

The 11 chemicals tested included 4 model chemicals with known toxic mechanisms, such as mitomycin C (MMC), mercury (Hg), hydrogen peroxide (H2O2), and 4-nonylphenol (4NPP). The remaining are different nanomaterials, including carbon black (CB), nano silver particles (nAg), nano titanium dioxide rutile (TiO2_r), nano titanium dioxide anatase (TiO2_a), fullerene soot (F), single-wall nanotube (SWNT), and oxidized single-wall nanotube (SWNT_OX). Detailed characterization information for these nanomaterials is listed in Supporting Information (SI) Tables S1 and S2. The nanomaterials were prepared in M9 medium with 1% of crude bovine serum albumin (BSA) as a dispersant.17 The stock solutions were dispersed in a 90W sonicator for at least 15 min to increase the homogeneity of the mixture.17 Other chemicals were dissolved in deionized water before application. For each chemical, 3−5 different dose concentrations were tested (see SI Table S1)

The protocol to measure the temporal gene expression profile was described in our previous reports.11,12,36 In brief, the E. coli was cultivated in 96-well plates (Costar, Bethesda, MD, USA) in

dark condition to avoid GFP photobleaching until exponential growth stage (OD_{660} \sim 0.1) was reached. The toxicants at specific concentrations were added into the microplate wells, and the plate was placed into a microplate reader (Synergy Multi-Mode, Biotek, Winooski, VT) for simultaneous cell growth (absorbance, OD_{660}) measurement and fluorescent readings (GFP level, EX 485 nm, EM 528 nm). Measurements were taken every 3 min over 2 hours, with a total of 36 time points for each experiment, obtained by applying 5-point moving average to the original 40 points. Two biological replicate experiments were performed for each treatment condition. Data for Hg, MMC, nAg, and TiO2 were reported previously11,12,36

where $M_{th}(ij)$ and $I_{th}(ij)$ are the entries of connectivity matrix and indicator matrix in the $th$ resampling cycle, respectively. $M_{th}(ij)$ is defined to be 1 if the $th$ and $jth$ treatments are clustered together, and 0 otherwise; $I_{th}(ij)$ is defined to be 1 if the $th$ and $jth$ treatments both appear in $th$ resampling. The positive index, $CI(ij)$, is an indicator of similarity between treatments, and is within the range of $[0,1]$ following the above formula. If a consensus matrix consists largely of 1's and 0's, one may infer that the sample is well clustered, because the treatments are similar within their own clusters and distinct from those outside.

The algorithm of consensus clustering was implemented in MATLAB (version R2011a).

To conduct a CC analysis, a resampling scheme and a basic existing clustering algorithm are first chosen. SOM, which has been effectively used for the exploratory analysis of gene expression data, was used as the underlying clustering algorithm for this study. A SOM is a special case of neural network consisting of nodes organized on a regular typically two-dimensional grid. The high-dimensional sample is projected onto the maps and clustered by proximity. For the resampling algorithm, we chose the bootstrapping with 1000 iterations, as this maintains the size of the original data set, which is necessary for stable SOM performance. Finally, a dendrogram based on average linkage hierarchical clustering, whose distance function is $D(ij) = 1 - CI(ij)$, where $D(ij)$ is the distance metric between the $i$th and $j$th treatments, was generated to show the inner structure of the blocks along the main diagonal in the heatmap. The SOM algorithm in this paper, including map creation, initialization, training, finding best-matching units for treatments on the map using U-matrix, are implemented through using SOM toolbox, a function package for MATLAB (version R2011a). The SOM topology was optimized by SOM toolkit (version 2.0) with a two-dimensional hexagonal $8 \times 4$ grid (32 units). All other parameters were at the default settings.

3. RESULTS AND DISCUSSION

3.1. Consensus Clustering Based on SOM. SOM are frequently used to reveal patterns in gene expression data sets, in part, for their computational scalability to large data sets. By partitioning the input data into a small set of nodes, and by representing the nodes in two dimensions, the SOM intuitively conveys the notion of a similarity neighborhood between nodes. Moreover, it is straightforward to aggregate neighboring nodes into higher-level clusters and represent these aggregate clusters as distinct colors.

We first applied SOM to our full time-series data set and found four distinct clusters, which are shown in Figure 1a. The resulting SOM patterns are mostly consistent with prior toxicological knowledge. The treatments of toxicants at their lowest dose concentrations aggregated closely around the untreated control experiments, indicating their molecular effects are close to detection limit. As dose concentrations increased, chemical-specific transcriptional level effects became more pronounced. For the same chemical, treatments with moderate and high dose levels tend to cluster closely together, as observed for SWNT (0.32 and 8 mg/L), TiO2_a (10 and 50 mg/L), 4NNP (1 and 15 mg/L), Hg (0.01 and 0.05 mg/L), MMC (0.03 and 0.3 mg/L), H2O2 (1 and 5 mg/L), and fullerene (1 and 10 mg/L), indicating that there is conserved similarity in the response patterns for a different known toxic mechanisms exhibited distinctive profiles and were separated into different clusters. MMC is a model genotoxicant that specifically leads to DNA damage.36,41
H₂O₂ is a model oxidant that causes oxidative stress via reactive oxygen species (ROS) and ultimately lead to various damages to cell. Examination of the states of various stress genes of E. coli in exposure to mercury suggests that it leads to redox stress and DNA damage in the cells. Protein stress and toxicity of 4NNP to E. coli strain has been reported. The nanomaterials
frequently clustered together and their distances to those model compounds indicate their toxic effects. Most nanomaterials clustered with $H_2O_2$, suggesting their dominant oxidative stress-related toxicity, which is consistent with literature reports.\textsuperscript{11,12,45,46}

To quantitatively evaluate the quality and consistency of the resulting SOM, we employed CC, which iteratively resamples the input data set to recompute new SOMs, and measures the consistency of the resulting clusters. For a given pair of gene expression inputs, the consensus index (CI) represents the relative frequency that these inputs coclustered together. A CI value of 1 indicates that the two inputs always coclustered, while a CI element of 0 indicates that the inputs never coclustered. The theoretically ideal result occurs when all elements of the consensus matrix are either 1 or 0; however, in practice, resampling and recluster ing produces intermediate consensus values between 1 and 0. As shown in Figure 1a, in our study, 4 distinct clusters are found and the average CI values (arithmetic mean among all pairs of treatments within the cluster) vary widely, ranging from 0.39 to 0.87. This large variance underscores the sensitivity of SOM to perturbations of the input data, and illustrates one difficulty in comparing results between high throughput screening toxicological studies. In addition to the stochastic effects of resampling, some of this variance may be explained by the inherent SOM randomness ordering of its input processing, coupled with inherent SOM sensitivity to initial conditions.\textsuperscript{39}

The CI matrix, by indicating the frequencies of coclustered input pairs, can also be interpreted as a matrix of pairwise similarity scores. Since two highly similar input vectors likely cluster together frequently, their CI score tends toward 1. By the same logic, two highly dissimilar input vectors would cocluster and their CI score tends toward 0. The clustering results using this CC approach are illustrated as consensus matrix (Figure 1b). The second-level clustering reordered the rows and columns identically, such that blocks along the diagonal indicate high confidence consensus clusters. This approach revealed three distinctive clusters, labeled in different colors. The optimal cluster number was confirmed by finding the peak cumulative distribution function area as proposed by Monti et al.\textsuperscript{12} (SI Figure S1a). The average CI value for each cluster ranged from 0.56 to 1, which was higher than those with SOM (0.39–0.87), indicating higher statistical robustness of the CC results. In addition, there are gradations in CI within each cluster. This subtlety may be lost in conventional single-pass SOM clustering, in which neighboring nodes are clustered based on the aggregate similarities of the representative node vectors (Figure 1a).\textsuperscript{40}

In addition to the improvements in reliability, resolution, and visual presentation of the clustering results by CC approach compared to SOM results, the chemical-specific clusters are more consistent among chemicals with CC than the SOM results, and they appear in better agreement with prior understanding of the toxic mechanisms of these toxicants. For example, all SWNT treatments (except the one at lowest concentration) clustered as one group, which is consistent with the current knowledge that carbon nanotubes cause toxicity mainly via oxidative damage due to their strong ability to mediate electron transport and generate reactive oxygen species (ROS).\textsuperscript{48}

More impressively, the CI revealed more clear distinction between original SWNT versus those that had surface modification—SWNT\_OX. The surface characterization changes in the SWNT\_OX resulted in the subtle changes in its toxic response profiles and this phenomenon has been reported by toxicological studies.\textsuperscript{49,50} Two nanotitanium oxides were tested, namely TiO$_2$\_rutile (TiO$_2$\_r) and TiO$_2$\_anatase (TiO$_2$\_a). TiO$_2$\_a is known to be more toxic than TiO$_2$\_r and they were found to lead to both oxidative stress and DNA damage.\textsuperscript{12} Indeed, the clustering results showed that TiO$_2$ clustered more closer with both DNA-damager MMC and oxidant $H_2O_2$. TiO$_2$\_r has denser arrangement of atoms and higher stability, which may explain its apparent lower toxicity at similar concentrations compared to TiO$_2$\_a at transcriptional effect level, especially in nanosize.\textsuperscript{51} nAg, a metal nanoparticle clustered with toxic metal Hg at higher dose concentrations, indicating likely metal-specific toxic response and both of which are known to lead to oxidative stress, DNA damage, and protein stress.\textsuperscript{12} Consistent with the SOM results, the toxicants at the lowest dose levels (near detection limit) clustered most closely with controls as expected and the treatments for the same chemical at different dose concentrations all cluster together. The chemical-sepecific response profiles became more distinctive as the dose concentration increased. Overall, the results demonstrated that the stress-response pathways ensemble-based HTS toxicity assays yield chemical-specific and concentration-sensitive transcriptomic profiles. Moreover, statistically reliable clustering such as CC based on SOM algorithm is capable of identifying classes of chemicals according to their underlying toxic mechanisms.

3.2. Impact of High Dimensional Nature of the Data: Resolution Power from Time-Series. The data sets analyzed above take advantage of the full offset of measurement time points, which presumably provides substantial information that helps distinguish the treatment clusters. To test that hypothesis, we performed three more experiments using different features extracted from the time series. The first used gene expression data at the middle time point of the testing (the 20th time point, at 57 min after measurement began). The second experiment employed the maximum gene expression signal observed for each reporter during the 2-h assay (Max), and the third experiment used a derived integrated end point-Transcriptional Effect Level Index (TELI). TELI integrates a reporter signal over time to reflect more of the temporal pattern of the reporter response than a single time point, effectively compressing a number of time points into a compact representation.\textsuperscript{12,52} These selected data features mimic three conventional experiment designs.

In CC analysis, the treatments with high consensus index from different nodes in the dendrograms eventually merge into a common root. Higher average CI value indicates higher similarity among the treatments within the node. To visualize the quality of clustering with different subsets of time-series toxicogenomics data, we analyzed the consensus matrices and calculated the average consensus indices for each node and ordered them in an increasing fashion. Figure 2 shows the comparison of average consensus index versus ordered node number curves based on dendrograms generated with the four different data subsets described above. Lower consensus index values indicated nodes close to the root, reflecting those connecting a grouping of treatments with distinct transcriptomic profiles; while higher values indicate nodes that could represent a real cluster, a group of treatments exhibiting similar toxic response profiles. A good clustering produces nodes that have a distinct jump of the average node CI value, that is, a large difference between the intra and inter cluster values. Otherwise, nodes with similar levels of average consensus index reflect a weak consensus, a sign of lower resolution power.
Compared to the data set with all time points, the consensus indices for data sets using peak signal or individual time points showed a dramatic deterioration in resolution between treatments (Figures 2, S2, and S3). These results indicate that the temporal differences between signal peaks contribute substantial information beyond the simple peak signal level. This finding underscores the importance of careful selection of sampling times for a given experimental system. Individual time points may not provide sufficient information to fully reflect the complex and dynamic biological response. Using maximum expression as a single feature removes any dependence on timing and synchronization, but may also sacrifice the rich biological information associated with time-series generated by cell-based HTS assays. The results also indicated that temporal data compression using our proposed TELI concept followed by CC distinguished several prominent treatment clusters, and performed qualitatively better than the other two data sets without temporal resolution. As expected, CC with the full data set performed the best among all four experiments. This result does not imply that temporal toxicogenomic data with such a high resolution (every 3 min in our assay) is necessary in all experimental systems. Rather, these experiments demonstrate the sensitivity of clustering to sampling frequency and time points, and the importance of gene response dynamics in the interpretation of omics data.

**3.3. Consistency Test for Consensus Clustering.** To evaluate the sensitivity of the clustering results toward the variations in experimental design such as the number of treatments, we performed SOM-based CC to analyze the nanomaterials subset of our data (24 out of total 40 treatments). If the subset clusters similarly to the full data set clustering, that would support the hypothesis that CC is resistant to treatment numbers and data size, and that clustering results can be meaningful.

The nanomaterial subset clustering results are shown in Figure 3 (the curve for determining the optimal cluster number is shown in Figure S1b). The results are largely consistent with clustering of the full data set. The low concentration treatments again clustered near the untreated control. Interestingly, the carbon nanotube treatments, SWNT and SWNT_OX, remain distinct from the remaining toxicants and the surface-oxidized nanotubes were distinguishable from their original as discussed previously. Although consisting of the same carbon element, the distinguishable toxic effects among the three carbon-based nanomaterials evaluated (carbon nanotube, fullerene, and carbon black), are suggestive of their nanostructure-dependent toxicological implications. Moreover, these results showed that perturbing the input data set by taking a subset of treatments continued to produce relatively stable clusters, which indicate plausible classes of biological responses.

To further test the susceptibility of the clustering results to data noise level, we assessed the consistency of CC by adding computer-generated noise to the original data set using the MATLAB function normrnd. This experiment evaluated the robustness of CC to the variance caused by multiple laboratories performing similar experiments but lacking standardized protocols. Normally distributed random noise was generated with mean (μ) value of zero and a range of standard deviation (σ) values. The results showed that the CC could still produce relatively consistent clustering result without significantly losing resolution power at σ = 0.5, as shown in Figure 4. Although the differentiating quality was reduced as shown by the somewhat blurred clustering boundaries, the number of clusters and aggregates of chemicals were largely conserved. This result demonstrates that the CC analysis is relatively reliable and therefore may be applicable for clustering analysis with data generated from different laboratories if the noise level is not excessive.

**3.4. Impact of Gene Selection: Consensus Clustering Using Reordered or Subset of Total Genes.** To assess the sensitivity of the clustering results to the selection of gene reporters, we performed a CC perturbation experiment that performs bootstrap resampling of the 91 gene reporters while
maintaining the full set of treatment conditions. The resulting consensus matrix, shown in Figure 5, differed from the previous results in having broadly higher average CI values among nonclustered treatments. Individual clusters were less apparent, blurring the earlier strong distinctions between treatment classes. This loss of clustering resolution suggests that the noise introduced by gene resampling allowed only strong, common responses between treatments to cluster, while obscuring the more subtle distinctions between treatments. Choosing an appropriate and sufficient set of gene reporters remains an open research question.53 An ideal gene reporter set would clearly discriminate between a wide variety of treatment conditions, convey large changes in signal level, have low variance as well as a low noise floor, and carry little redundancy to minimize experimental time and cost.

To further explore sensitivity to gene selection, we performed CC using a subset of reporters involved in redox stress. The result, shown in Figure S4, also shows a large but diffused cluster. The results from these two gene perturbation experiments suggest that the particular set of 91 reporters employed here cannot be greatly reduced while maintaining the resolution needed to distinguish between the treatments tested here. This conclusion, however, does not exclude the possibility that a different and smaller set of reporters might have the resolution necessary to clearly identify separate clusters of treatments. Nor does this result preclude using a larger set of reporters to discriminate among wider selections of toxicants. Of course, optimization in the selection of pathways and genes to gain sufficient resolution power and with minimal redundancy is yet another challenge that is beyond the scope of this study.

CC serves both as a validation algorithm for conventional clustering and as an ensemble clustering approach. This study has shown that CC performs well in reliability for our three-dimensional HTS toxicological data. These results support the hypothesis that, within reasonable limits, CC facilitates cluster comparisons between experiments with differing designs and variations. We also found that for our cellular stress response ensemble-based HTS transcriptomics assay platform, the size and composition of the reporter gene set are critical factors that affect the resulting coherency of clusters. These findings suggested a relatively low level of redundancy within the set of 91 reporters employed here to represent the stress-response

Figure 5. Consensus matrix based on the clustering result with dynamic genes library. The scheme of resampling is changed to reconstruct the treatment vectors using genes randomly selected from the original library. With this perturbed input, the pattern differences between treatments change accordingly, which in turn impact the resolving power of the clustering algorithm.

Figure 4. Consensus clustering result for data set perturbed with additional Gaussian noise having mean value (μ) as zero and standard deviation (σ) of 0.5.
pathway ensemble. We also demonstrated the value and importance of utilizing rich time-series data, which produced the highest level of cluster resolution. In summary, this study has demonstrated the value of CC, and illustrated its potential usefulness to analyze high-dimensional toxicogenomic databases.
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