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The expansion of the battery electric vehicle (BEV) market requires considerable changes in the supply of electricity to fulfill the charging demand. To this end, understanding the spatio-temporal distribution of BEV charging demand at a micro-level is crucial for optimal electric vehicle supply equipment (EVSE) planning and electricity load management. This research proposes an integrated activity-based BEV charging demand simulation model, which considers both realistic travel and charging behaviors and provides high-resolution spatio-temporal demand in real-world applications. Moreover, a novel charging choice model is proposed which provides more realistic demand modeling by allowing critical non-linearities in random utility to better describe observed charging behaviors. The results of a case study for the Atlanta metropolitan area imply that work/public charging has a substantial potential market, which can serve up to 64.5% of the total demand. Out of multiple charging modes, demand for direct-current fast charging (DCFC) is prominent at work/public, and it takes the largest portion of the non-residential demand in all simulation scenarios. Moreover, charging behaviors have significant impacts on the demand distribution. Comparing to risk-neutral users, high-risk sensitive users require 49% to 91% higher peak power demand of level 2 chargers at work/public. Users' preferences for fast charging rates can change DCFC demand from 36.4% to 53.7% of the total demand. This study helps to qualitatively analyze the factors of charging demand and their impacts on the demand distribution. The results can be directly used in EVSE planning and electricity load prediction.
Abstract

The expansion of the battery electric vehicle (BEV) market requires considerable changes in the supply of electricity to fulfill the charging demand. To this end, understanding the spatio-temporal distribution of BEV charging demand at a micro-level is crucial for optimal electric vehicle supply equipment (EVSE) planning and electricity load management. This research proposes an integrated activity-based BEV charging demand simulation model, which considers both realistic travel and charging behaviors and provides high-resolution spatio-temporal demand in real-world applications. Moreover, a novel charging choice model is proposed which provides more realistic demand modeling by allowing critical non-linearities in random utility to better describe observed charging behaviors. The results of a case study for the Atlanta metropolitan area imply that work/public charging has a substantial potential market, which can serve up to 64.5% of the total demand. Out of multiple charging modes, demand for direct-current fast charging (DCFC) is prominent at work/public, and it takes the largest portion of the non-residential demand in all simulation scenarios. Moreover, charging behaviors have significant impacts on the demand distribution. Comparing to risk-neutral users, high-risk sensitive users require 49% to 91% higher peak power demand of level 2 chargers at work/public. Users’ preferences for fast charging rates can change DCFC demand from 36.4% to 53.7% of the total demand. This study helps to qualitatively analyze the factors of charging demand and their impacts on the demand distribution. The results can be directly used in EVSE planning and electricity load prediction.

Keywords

Battery electric vehicle, Charging demand, Spatial-temporal distribution, Trip chain simulation, Charging behavior model
1 Introduction

Greenhouse gas (GHG) emissions from the transportation sector are a major contributor to climate change [1, 2]. Among the major sources of GHG emissions, the use of fossil fuel in transportation has produced the largest portion (28%) of emissions in the U.S. since 2016, which accounts for more than 1,830 million metric tons of GHG each year [2]. Replacing fossil fuel used in transportation with climate-friendly energy sources is therefore one of the pressing imperatives for reducing long-term emissions [3, 4]. Among the alternatives to fossil fuel vehicles, battery electric vehicles (BEVs), vehicles that are powered purely by electricity and produce zero emissions when in use, have emerged as a potential reliable solution to a future zero-emission transportation system [5, 6, 7, 8].

The BEV market has been expanding rapidly in the past ten years. The BEV market share in the U.S. has experienced considerable expansion since 2011, by an average annual growth rate of 48.8% [9]. Until 2019, the U.S. BEV annual sales have increased up to 242,000, and counted for 1.5% of the annual light-duty vehicle sales [9]. Although the overall BEV market penetration rate is still moderate, it is expected that the market to continue booming [10]. Nationwide financial incentive policies, such as tax credit, are effectively increasing the growth of the BEV market [11]. Furthermore, more aggressive policies to phase-out of fossil fuel vehicles, such as the New York State’s legislation which requires the sales of all new passenger vehicles and light trucks to be zero-emission by 2035, would largely increase the market share of BEVs. Under these circumstances, the number of nationwide registered BEVs is predicted to be 7.5 million in 2030 [12], which counts for 10% of the light-duty vehicle market share. When fossil fuel vehicles gradually phase out, it is anticipated that BEV would become prominent among passenger vehicles in the near future.

The expansion of the BEV market, however, calls for a more rapid increase in electricity charging demand [13], thereby bringing new challenges for both electric vehicle supply equipment (EVSE, also known as electric vehicle charging infrastructure) planning and electricity load management [14]. The BEV charging demand is expected to rise to 153 TWh in the U.S. in 2030, counting up to 4% of the nation’s yearly electricity consumption [15]. This presents both economic benefits and challenges in infrastructure planning and electricity load management. For infrastructure planning, misplacement of EVSEs at low-demand locations could lead to low utilization rates and investment failure. For electricity load management, additional demands for electricity, especially during peak hours, could exceed the maximum supply capacity and cause regional power outages. Thus, accurately estimating the spatio-temporal distribution of the BEV’s charging demand is crucial to achieving optimal EVSE planning and electricity load management.

In the existing literature, analyzing historical charging event data is the most common method to study BEV’s charging demand; even though it may not be an accurate measure of the future demand. For instance, Ref. [16] forecasts the charging load by consumers’ charging records and stations’ records. The key characteristics of charging events and demands are analyzed by machine learning methods, such as Gaussian mixture models, clustering, and fuzzy logic models [17, 18]. However, because the current BEV adoption rate is still moderate and low EVSE coverage is limiting charging in public areas, the historical charging event data at this stage may not be a true indicator of future charging demand.

In previous studies, travel demand modeling is widely adopted to estimate charging demand. In the literature, trip chain (a series of linked trips) simulation is regarded as a key method for studying charging demand [19, 20, 21, 22, 23, 24, 25, 26]. Travel characteristics, such as daily driving patterns and distances, are taken as the main attributes to estimate charging demand [27, 28, 29, 30, 31, 32]. Although these methods have been shown to reasonably describe the mobility behavior of BEVs [33], travel demand cannot fully represent charging demand. Because users may not charge equally at every destination, and the charging demand would only appear at the destinations where users choose to charge. Thus, users’ charging behavior plays a critical role when estimation charging demand.

Although users’ charging behavior is another main factor affecting charging demand [34, 35], most previous charging demand research makes simplified behavioral assumptions. Some research assumes charging behavior is deterministic considering fixed charging strategies [28, 23]. Other research addresses random charging behavior by applying fuzzy logit models for charging probability [18, 22, 36, 37]. Fuzzy logit models can represent the relative change of charging probability, but they cannot precisely evaluate the effect of charging mode attributes on charging behavior. Several studies describe charging behavior using discrete choice models with linear utility [38, 39], which can capture the weighted effect of each parameter. This approach, however, may not be accurate since some attributes, such as state of charge
(SOC), are non-linearly related to charging decisions. If non-linearity is uncaptured, the charging demand could be overestimated at places where it provides more charging options.

Despite the importance of understanding the high-resolution spatial distribution of charging demand in the real-world for EVSE planning, there is relatively little evidence about it in the literature. Some studies estimate spatial charging demand by travel purpose categories [24, 25]. Other research provides spatial demand on a toy model with fictitious areas representing activity types [21, 22]. Extending these methods to a more realistic set of locations, however, is impractical as areas typically are associated with a range of activities, making it difficult to tag an area by a single purpose. Ref. [28] and Ref. [40] estimate spatial distribution by dwell time at destinations and travel behavior by regions, without addressing individuals’ travel activities and charging behaviors.

This research attempts to fill the aforementioned gaps through building a BEV charging demand simulation model and analyzes the demand distribution through considering scenarios with various charging behaviors in a future mature market. Our study contributes to the existing literature in several ways. First, this study proposes a modeling framework for integrated activity-based BEV charging demand simulation, which considers both realistic travel and charging behaviors and can be generally adopted with broad real-world applications. Second, the research constructs a novel charging behavior model for charging mode choice, which gives a more realistic estimation by capturing non-linear changes in random utility and charging behavior observations from the state of the art. Third, various charging choice factors, namely risk sensitivity, preference to charging rate and charging availability rate are scrutinized, which are shown to have various impacts on charging demand distribution. Lastly, this study also provides the high-resolution spatio-temporal distribution of charging demand in a real-world case, which can be directly useful for EVSE planning and electricity load management.

The rest of the paper is organized as follows. Section 2 provides details of the charging demand simulation model. Section 3 describes the case study settings. Section 4 presents the results of the case study and the implication of the research. Finally, Section 5 summarizes the study and discusses future research directions.

2 Methodology

The modeling framework is depicted in Fig. 1. The inputs include the household travel surveys (HTS) data, regional shapefiles, BEV and EVSE market settings, and charging behavior scenarios. Each user’s trip chain, charging choice at each destination, and charging demand are simulated sequentially. Then regional charging demand is computed by accumulating users’ demand. Details of each module are presented in this section.
2.1 Trip chain simulation model

Trip chains are used to describe the travel patterns of BEVs. We assume there are \( N \) agents, each one representing a BEV. A trip chain \( (TC_n) \) for the \( n^{th} \) BEV is defined as

\[
TC_n = [T_{n1}, T_{n2}, ..., T_{nl}, ..., T_{nm(n)}],
\]

where \( m(n) \) represents the total number of trips of the \( n^{th} \) BEV. \( T_{nl} \) is the \( l^{th} \) trip of the \( n^{th} \) BEV, which is defined by a list of attributes:

\[
T_{nl} = [TAZ_{nl}, Pu_{nl}, Ts_{nl}, Tt_{nl}, Tl_{nl}, Te_{nl},Td_{nl}, D_{nl}].
\]

These attributes are explained in details below. In general, they can be extracted via an agent-based travel demand model. For example, this research adopts the travel demand model by the Atlanta Regional Commission (ARC ABM).

The ARC ABM is composed of a Coordinated Travel-Regional Activity Modeling Platform (CT-RAMP) and a user equilibrium traffic assignment model and details of the ARC ABM are explained in Ref. [41], and here we summarize what the attributes are in Equation 2, and how they are computed in the ARC ABM model. CT-RAMP uses HTS as input data and contains a series of multinomial logit models. In the first step of the CT-RAMP model, synthetic household and population distribution for the modeling year are created for each traffic analytic zone (TAZ), which is a geographic unit built from census blocks. At an individual level, the origin of the trip chain is set to be at the home location. Then, three types of activities (mandatory, maintenance, and discretionary) are considered sequentially. The travel frequency, travel purpose \( (Pu_{nl}) \), and start time \( (Ts_{nl}) \) in every 30-minute interval) of mandatory trips, such as work and school, are modeled first based on the individual’s employment status. Travel purpose and start time of maintenance and discretionary trips are scheduled in the residual time window after scheduling the mandatory trips. The destination zone \( (TAZ_{nl}) \) of each trip is further modeled by the household’s and individual’s characteristics, type of the activity, trip start time, etc. Then, a user equilibrium traffic assignment modeled by Citilabs’ Cube Voyager software is used to assign these trips to the transportation network and obtain the travel time \( (T_{tl}) \) and distance \( (T_{ld}) \).

Then, trip end time \( (Te_{nl}) \) is derived by adding the travel time to trip start time:
Dwelling time ($T_{d_{nl}}$) is computed by the duration from trip end time until the next trip’s start time:

$$T_{d_{nl}} = T_{s_{nl}} + T_{e_{nl}}.$$  

Dwelling time ($T_{d_{nl}}$) is computed by the duration from trip end time until the next trip’s start time:

$$T_{d_{nl}} = T_{s_{nl(i+1)}} - T_{e_{nl}}.$$  

Destination type ($D_{nl}$) is classified into 3 categories (home, work, and public) and decided by the trip purpose:

$$D_{nl} = \begin{cases} 
\text{home,} & \text{if } P_{u_{nl}} = \text{home}, \\
\text{work,} & \text{if } P_{u_{nl}} = \text{work}, \\
\text{public,} & \text{if else.} 
\end{cases}$$

2.2 Charging choice model

We assume charging can happen at the end of each trip. The charging decision is made based on the availability of EVSEs, SOC of the BEV, and characteristics of charging modes (types of EVSE). If a charging mode is chosen, the BEV begins charging after arrival and stops charging when the next trip starts or the BEV is fully charged [33, 42]. For the $n^{th}$ BEV, at the end of each trip $T_{nl}$, a charging mode $L_{nl}$ is sampled according to the choice probability of each charging mode ($P_{\text{choice}}$):

$$L_{nl} \sim P_{\text{choice}_{nl}}.$$  

2.2.1 EVSE availability

We assume the available charging modes depend on the type of location. At home, level 2 home charging is available; meanwhile, at work/public location, level 2 charging and direct-current fast charging (DCFC) may be available. An example setting of charging mode is shown in Section 3.2 Table 2. We define a Bernoulli distribution to describe the discrete probabilities of whether a charging mode is available. Here we assume $L_{i,nl} = 1$ means charging mode $i$ at the end of trip $T_{nl}$ is available, and $L_{i,nl} = 0$ represents it is not available. $L_{i,nl}$ is drawn from the Bernoulli distribution:

$$L_{i,nl} \sim \text{Bernoulli } (P_{l_{i,nl}}),$$

where $P_{l_{i,nl}}$ is the availability rate of charging mode $i$ after trip $T_{nl}$, which is determined by the type of destination. For the other charging mode $L_{i,nl}$, the availability depends on the destination type $D_{nl}$. We assume charging is always available at home location.

2.2.2 Charging mode choice model

The choice set $C_{nl}$ after trip $T_{nl}$ includes all available charging modes. The charging choice over available charging modes is modeled by a conditional logit model, which estimates the choice probabilities of discrete alternatives by comparing customers’ preferences described by random utilities [43]. The random utility for each charging mode $L_{i,nl}$ is then defined as

$$U(L_{i,nl}) = V(L_{i,nl}) + \varepsilon(L_{i,nl}), \forall i \in C_{nl},$$

where $V(L_{i,nl})$ is indirect utility modeled by attributes of charging mode $L_{i,nl}$ and $\varepsilon(L_{i,nl})$ is an error term.

Following the principle of choosing the alternative with the maximum utility, the probability of choosing charging mode $L_{i,nl}$ is derived by comparing the utility of every alternative

$$P_{\text{choice}_{nl}}(L_{i,nl}) = P(U(L_{i,nl}) \geq U(L_{j,nl})), \forall j \in C_{nl}, \quad i \neq j = P(\varepsilon(L_{i,nl}) - \varepsilon(L_{i,nl}) \leq V(L_{i,nl}) - V(L_{j,nl})), \forall j \in C_{nl}, \quad i \neq j.$$  

Assuming each error term follows extreme value type 1 distribution $\varepsilon(L_{i,nl}) \sim EV 1(0, 1)$, the choice probability of each charging mode is derived to a closed-form [43]:

$$P_{\text{choice}_{nl}}(L_{i,nl}) = \begin{cases} 
\exp(V(L_{i,nl})) / \sum_{j \in C_{nl}} \exp(V(L_{j,nl})), & \text{if } i \in C_{nl}, \\
0, & \text{if } i \notin C_{nl}. 
\end{cases}$$

For the not charging choice, the indirect utility is normalized to 0:
The indirect utility for each charging mode depends on its attributes, which is further explained in the following section.

### 2.2.3 Decision attributes and indirect utility of charging mode

According to the existing literature, a user’s choice of charging mode depends on the end of trip SOC (the percentage of electric capacity left in the BEV), preference over the charging rate (charging power, in kW/h), increase of SOC after charging, and cost (in $. Table 1 summarizes the observed charging behaviors from previous studies.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Observed behaviors</th>
</tr>
</thead>
<tbody>
<tr>
<td>End of trip SOC</td>
<td>Range buffer: the minimum SOC level users want to maintain [44, 45]. Risk sensitivity: the change of charging probability when SOC decreasing [42].</td>
</tr>
<tr>
<td>Charging rate</td>
<td>Positively affect charging choice, if willing to reduce charging duration [46]. Negatively affect charging choice, if concern about battery deterioration [47].</td>
</tr>
<tr>
<td>Increase of SOC</td>
<td>Positively affect users’ charging choice [48].</td>
</tr>
<tr>
<td>Cost</td>
<td>Negatively affect charging choice [46, 49, 50].</td>
</tr>
</tbody>
</table>

To capture the observed behaviors, this research models the indirect utility of charging level $L_{i,nl}$ by the observed attributes listed above. The indirect utility of charging mode $L_{i,nl}$ is defined as

$$V(L_{i,nl}) = \beta_0 + V(SOC_{nl}^e) + V(R(L_{i,nl})) + V(\Delta SOC(L_{i,nl})) + V(Cost(L_{i,nl})), \; i \in C_{nl} \setminus \{0\},$$

(12)

where $\beta_0$ is the constant to represent the average effect of uncaptured attributes. Each component, $V_X$, represents the utility of the observed attribute $X$.

End of trip SOC ($SOC_{nl}^e$) is the main attribute determining whether or not to charge [21, 33]. An agent’s charging decision depends on a range buffer, which is the minimum SOC level users want to maintain [44, 45]. If the end of trip SOC is lower than the range buffer, users tend to charge [51]; otherwise, users tend not to charge. On the other hand, risk sensitivity is defined as the changes in the user’s charging preferences when SOC decreasing [42].

As SOC is the percentage of electric capacity within [0%, 100%], a set of realistic behaviors need to be considered: if the end of trip SOC is high and approximately 100% (the BEVs are almost fully charged), the user’s charging probability is low and approximately 0; if the end of trip SOC is low and approximately 0% (i.e., users have a concern of not finishing the next trip), the user’s charging probability is high and approximately 1.

To capture both the observed and boundary behaviors described previously, we propose the indirect utility for the end of trip SOC as

$$V(SOC_{nl}^e) = \begin{cases} +\infty, & \text{if } SOC_{nl}^e = 0, \\ \beta_{SOC} \cdot \ln \left( \frac{1 - SOC_{nl}^e}{SOC_B - SOC_{nl}^e} \right), & \text{if } SOC_{nl}^e \in (0, 1), \\ -\infty, & \text{if } SOC_{nl}^e = 1, \end{cases}$$

(13)

where $SOC_B$ is the range buffer. When the end of trip SOC is larger than the range buffer, it negatively affects charging choice; otherwise, it positively affects charging choice. $\beta_{SOC}$ represents the level of risk sensitivity.

Charging rate has a more nuanced impact on charging choice behavior [46]. Because high charging power may lead to battery deterioration [47], it is believed that users tend to avoid faster charging. However, some research finds users would prefer to reduce charging duration [46], thus preferring faster charging. This may be because the battery deterioration concern is not well-known among current BEV users, but users’ preferences for charging rate are possible to shift when more BEVs are adopted. Thus, the effect of attitude change towards charging rate is scrutinized in the following sections. In this research, we assume the charging rate is linearly related to indirect utility of charging [42]. The form of utility is expressed as

$$V(R(L_{i,nl})) = \beta_R \cdot (R(L_{i,nl}) - R_{home}),$$

(14)
where \( R(L_{i,nl}) \) is the charging rate of charging mode \( L_{i,nl} \), \( R_{\text{home}} \) is the charging rate at home. \( \beta_R \) represents the marginal utility of charging rate, which is also the willingness to pay/accept for charging rate as we model in the willingness to pay space. If users have a willingness to pay for charging rate \( (\beta_R > 0) \) and \( R(L_{i,nl}) \) is higher than home charging rate, users prefer to charge with the higher rate; otherwise, their preference is inverse.

Increase of SOC (\( \Delta \text{SOC}(L_{i,nl}) \)) represents the increased percentage of electric capacity if charging with mode \( L_{i,nl} \). It is calculated as

\[
\Delta \text{SOC}(L_{i,nl}) = \min \left( \frac{R_i \cdot T_{d_{nl}}}{E_n} , 1 - \text{SOC}_{n_{nl}}^e \right),
\]

where \( R_i \) is charging rate of charging mode \( L_{i,nl} \), \( E_n \) is the electric capacity of the \( n \)th BEV, and \( \text{SOC}^e \) is the end of trip SOC.

The increase of SOC positively affects users’ charging choice [48]. Meanwhile, when a small amount of energy is charged, the user would be eager to charge more. And when a large amount of energy has been charged, the user’s satisfaction remains high but stable. these mean the marginal utility of \( \Delta \text{SOC}(L_{i,nl}) \) is positive and decreases when \( \Delta \text{SOC}(L_{i,nl}) \) is high. To capture the marginal utility change, we use a quadratic form to describe the indirect utility of \( \Delta \text{SOC}(L_{i,nl}) \):

\[
V(\Delta \text{SOC}(L_{i,nl})) = \beta_{\Delta \text{SOC}} \cdot [1 - (\Delta \text{SOC}(L_{i,nl}) - 1)^2].
\]

Cost\((L_{i,nl})\) is the total charging cost of using charging mode \( L_{i,nl} \), which is calculated by the charging energy and charging price rate \( P_{Li} \) (in $/kWh):

\[
\text{Cost}(L_{i,nl}) = P_{Li} \cdot \Delta \text{SOC}(L_{i,nl}) \cdot E_n.
\]

Previous research concludes users prefer a charging mode if the cost is lower [49, 50], especially if the cost is lower than charging at home [46]. Thus, we model the indirect utility of cost as

\[
V(\text{Cost}(L_{i,nl})) = -\beta_{\text{Cost}} \cdot (\text{Cost}(L_{i,nl}) - \text{Cost}_{\text{home}}),
\]

where \( \beta_{\text{Cost}} \) is the marginal utility of cost. To model in the willingness to pay space, we assume \( \beta_{\text{Cost}} = 1 \) in the following sections. Cost\(_{\text{home}}\) is the total charging cost when an equal amount of energy is charged at home:

\[
\text{Cost}_{\text{home}} = P_{\text{home}} \cdot \Delta \text{SOC}(L_{i,nl}) \cdot E_n.
\]

### 2.3 Activity-based charging demand

The charging demand of each agent is calculated after each charging decision. The \( n \)th BEV travels follow the trip chain \( TC_n \). After each trip \( T_{nl} \), the end of trip SOC is computed by the trip’s start SOC minus the SOC declination during the trip \( T_{nl} \):

\[
\text{SOC}^s_n = \text{SOC}^s_{n_{nl}} - c_n \cdot T_{l_{nl}} / E_n,
\]

where \( c_n \) is the energy consumption rate (in kWh/mile) of the \( n \)th BEV, \( T_{l_{nl}} \) is the travel distance of trip \( T_{nl} \), and \( E_n \) is the electric capacity of the \( n \)th BEV.

Assuming the BEV is charged by constant charging rate \( r_{nl} \) of the chosen charging mode \( L_{nl} \) until the maximum dwelling time or fully charged, the charging time \( T_{\text{charge}_{nl}} \) is computed by

\[
T_{\text{charge}_{nl}} = \begin{cases} 
\min \left( \frac{E_n \cdot (1 - \text{SOC}^e_{nl})}{r_{nl}} , T_{d_{nl}} \right), & \text{if } r_{nl} \neq 0, \\
0, & \text{if } r_{nl} = 0.
\end{cases}
\]

Power demand (in kW) at time \( t \), \( \text{power}_{nl}(t) \), is equal to the chosen charging rate \( r_{nl} \) during the charging time:

\[
\text{power}_{nl}(t) = \begin{cases} 
r_{nl}, & \text{if } T_{e_{nl}} \leq t \leq T_{e_{nl}} + T_{\text{charge}_{nl}}, \\
0, & \text{if else.}
\end{cases}
\]

Energy demand \( E_{nl} \) (in kWh), the accumulated electricity demand during the dwelling time, is the constant charging rate multiplied by the charging time:
At the end of a dwelling time, the start SOC of the next trip \( (SOC_{\text{nl}}) \) is calculated by adding the end of trip SOC to the increase of SOC after charging:

\[
SOC_{\text{nl}(l+1)} = SOC_{\text{nl}} + \frac{E_{nl}}{E_n}.
\]

2.4 Spatio-temporal charging demand

After simulating the charging demand of each BEV for the study period, the accumulated spatio-temporal distribution of charging demand is calculated. Given each sub-area TAZ, the regional power demand at time step \( t \), power \( \text{power}_{TAZ_i}(t) \), is the accumulation of individual power demand at the same TAZ:

\[
\text{power}_{TAZ_i}(t) = \sum_{T_{nl} \land \text{TAZ}_{nl}=TAZ_i} \text{power}_{nl}(t).
\]

The regional energy demand at TAZ \( i \) \( (E_{TAZ_i}) \) is the accumulation of individual energy demand at the same TAZ:

\[
E_{TAZ_i} = \sum_{T_{nl} \land \text{TAZ}_{nl}=TAZ_i} E_{nl}.
\]

3 Case study

3.1 Study area and trip data

The Atlanta metropolitan area is used in the case study. It is the third-largest metropolitan region in the southeast of the U.S. and the fourth fastest growing metropolitan area in the U.S.

The HTS collected by the Georgia Department of Transportation (GDOT) in 2011 is used as the input data of ARC ABM. Then individual trip data for the year 2030 is simulated by the ARC ABM, which contains 4.9 million vehicles and 21.3 million typical commute trips [41]. We assume the BEV penetration rate is 10% in 2030 [12]. Thus, 10% of the vehicles are randomly chosen and their simulated trip-chain data are used in the case study, which includes 494,398 vehicles and 2,132,248 typical commute trips on a normal weekday.

Fig. 2 represents the 11 counties and 5966 TAZs of the Atlanta metropolitan area. The color shows the number of trips arrived at each TAZ, where darker blue corresponds to more trips ending in the TAZ. The TAZs with especially high travel demand tend to contain special points of interest. For example, the dark blue TAZ in the north-west of Clayton county contains the Atlanta international airport.
3.2 Market setting

In the case study, we assume the BEV market is composed of 3 groups of BEV with different market shares [12]. Table 2 lists the electric capacity and energy consumption rate of each group used in the simulation.

Table 2: Market share and parameters of BEV groups.

<table>
<thead>
<tr>
<th>BEV group 1</th>
<th>BEV group 2</th>
<th>BEV group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model examples</td>
<td>Nissan Leaf, Fiat 500e</td>
<td>Tesla Model S, Chevrolet Bolt</td>
</tr>
<tr>
<td>Market share</td>
<td>30%</td>
<td>60%</td>
</tr>
<tr>
<td>Electric capacity En (kWh)</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>Energy consumption rate Cn (kWh/mi)</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

We assume users have level 2 charging with 3.6 kW charging rate at home, and work/public places may offer 2 possible options: level 2 charging with 6.2 kW and DCFC with 150 kW [12]. The charging price is set to be 1.1 $/kWh at home [52], and charging elsewhere is 20% more expensive than at home.

Table 3: Charging mode at different location types.

<table>
<thead>
<tr>
<th>Location</th>
<th>Charging mode</th>
<th>Charging rate (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>L2 home</td>
<td>3.6</td>
</tr>
<tr>
<td>Work/Public</td>
<td>L2</td>
<td>6.2</td>
</tr>
<tr>
<td>Work/Public</td>
<td>DCFC</td>
<td>150</td>
</tr>
</tbody>
</table>

3.3 Charging behavior scenarios

A number of simulation studies are conducted to examine the effect of varying preferences on charging choice. Five charging behavior scenarios are designed to compare the effect of risk sensitivity and preference to charging rate. A base case is designed to represent the medium risk sensitivity and no preference for fast charging. Two more risk sensitivity scenarios are designed. In a high-risk sensitivity scenario, users are very sensitive to SOC decreasing and their probability of charging quickly increases as long as the BEV is not fully charged. In a low-risk sensitivity scenario, users only start charging when the SOC approximates the range buffer. Two other scenarios are designed to analyze the distinct attitudes towards charging rate. A scenario of willingness to pay for charging rate covers the case when charging rate positively affects charging choice; a scenario of willingness to accept for charging rate represents the case when the effect of charging rate is negative. 5 provides the parameters in each scenario.
3.4 Simulation process

In the simulation process, every BEV’s charging demand in a 24-hour period is simulated for each charging behavior scenario. At the beginning of the simulation, the initial SOC of each BEV in the first day is drawn from a truncated normal distribution ranged in [30%, 100%] with a mean of 65% and variance of 0.2. To eliminate the effect of this initial SOC setting, so-called burn-in periods are used; several consecutive days are simulated and the following day’s initial SOC is obtained from the previous day’s final SOC and overnight charging decision, until the distribution of each day’s initial SOC remains stable [33]. All but the last period are discarded. The simulation results suggest the distribution of the initial SOC reaches stability after four or five days (depending on the charging behavior scenarios). Thus, we use the results of the sixth day for analysis.

4 Results & discussion

4.1 Spatio-temporal distribution of charging demand

The energy demand at home spreads relatively evenly in the study area, while the energy demand at work/public is more concentrated at specific TAZs in Fig. 3. Contrasting Fig. 3 with the trip destination frequency in Fig. 2, the spatial distribution of demand is highly related to the regional travel pattern. Especially the level 2 energy demand at work/public is highly concentrated in areas with high travel demand. This is expected as we assume charging happens at the trip destination in this research. However, the magnitude of demand at each TAZ is highly affected by charging choice, which is explored in the following section.

Figure 3: Spatial distribution of energy demand by charging mode (base case).

The peak power demand of each charging mode appears at different times. Fig. 4 tabulates the power demand by charging modes for times 9:00, 18:00, and 22:00, respectively. At 9:00 (row 1), low power demand appears at home, but work/public areas provide the highest power demand during the day. In particular, level 2 power demand at work/public spreads over morning destinations but DCFC power demand is highly concentrated at a limited number of TAZs. At 18:00 (row 2), the power demand at home increases and spreads over the residential areas. Meanwhile, level 2 power demand at work/public diminishes, and DCFC power demand remains high but shifts to another group of TAZs. At 22:00 (row 3), home power demand is dominant.
4.1.1 Evaluation of the simulation results of charging behavior

The distribution of simulated initial charging SOC is presented in Fig. 5. Ref. [33] proves that the initial charging SOC is normally distributed with mean \( \mu \) in \([0, 1]\) and variance \( \sigma \) in \([0, 0.5]\). The initial charging SOC in our simulation (base case for example) is normally distributed with mean \( \mu = 0.6 \) and \( \sigma = 0.1 \), which is consistent with the result by Ref. [33].

4.2 Sensitivity analysis

4.2.1 Effect of risk sensitivity

A high-risk sensitivity can shift 5.3% charging demand from home to work/public places and decrease the peak power demand at home from 110 M W to 91.3 M W in Fig. 6. This is because high-risk sensitive users tend to keep their SOC at a higher average level by charging their BEVs more frequently with an average of 0.6 times/day for each BEV. Whereas the average decreases to 0.3 and 0.2 times/day for medium and low-risk sensitivity scenarios, respectively. The more frequent charging leads to more use of work/public EVSEs and higher demand at work/public.

The DCFC demand at public is prominent (28.2%-28.7% of total demand) in all three scenarios, although a high-risk sensitivity increases the variation in power at DCFC in Fig. 6. This is also driven by high-risk sensitive users charging more frequently to maintain a high SOC. The results show that the average initial charging SOC is 90%, 60%, and 40% for the high, medium, low-risk sensitivity scenarios,
respectively. Moreover, high initial charging SOC makes the charging duration, especially at DCFC, much shorter in the high-risk sensitivity scenario compared to the low sensitivity one. These also introduce more variation in power demand since an increased number of BEVs plug in more frequently for shorter durations.

Fig. 6 also presents that a high-risk sensitivity increases the peak power demand of level 2 at both work and public, while it decreases the DCFC demand at work. The increase of level 2 demand is mainly because high-risk sensitive users charge more frequently in general. As their initial charging SOC is relatively high, much less energy would be needed once they start charging. This makes DCFC less attractive at work locations.

Figure 6: Power demand in 24 hours of three scenarios with different risk sensitivities.

4.2.2 Effect of preference to charging rate

The DCFC demand is dominant at work/public locations in all scenarios, even when users have a dislike for fast charging rates. As in Fig. 7, when users have a preference for fast charging rates, the demand share of DCFC is the highest, and takes more than half of the total demand (53.7%). Surprisingly, even when users have a dislike for fast charging rates, DCFC still takes up to 36.4% of the total demand, which is higher than the demand share of level 2 at work/public. This is because, the average short parking time at public locations makes level 2 mode unable to supply enough energy. And at work locations, despite users choosing level 2 mode more frequently, DCFC demand remains slightly larger than level 2 demand, since the charging speed of DCFC is 24 times of the level 2 mode. In other words, the need for fast charging seems to dominate over users’ dislike for it.

Figure 7: Charging demand share of three scenarios with different preferences to charging rates.

4.2.3 Effect of work/public charging availability rate

A low charging availability rate can largely reduce the charging demand at work/public locations. Fig. 8 depicts the work/public demand share to be 58% if EVSEs are perfectly accessible (availability rate 100%). This demand share decreases to 25% if EVSEs at work/public locations are rarely accessible (availability rate is 20%). The results imply that there are strong needs to charge at work/public locations, however, these needs can be restricted by the shortage of EVSEs.

![Figure 8: Demand share of each charging mode under different work/public charging availability rates.](image)

4.3 Discussion

The results suggest that work/public charging has substantial potential demands. If the EVSEs are perfectly accessible, the charging demand at work/public locations can reach up to 64.5% of the total demand. This implies users’ strong charging needs at work/public, which is calling for the placement of EVSEs at work/public locations.

Optimal placement of EVSEs is important to satisfy the demand at work/public. The results show that the low availability of EVSEs can decrease the work/public demand by 33%. These unsatisfied charging needs could discourage BEV adoption. Thus, optimal EVSE planning—not only installing a sufficient number of EVSEs but also placing them at the ‘right’ locations—is necessary for efficiently providing highly accessible EVSEs at work/public.

A clear understanding of users charging behavior in the real world can be crucial for optimal EVSE planning. This is because charging demand is highly affected by users charging behavior. For instance, compared to a low-risk sensitive scenario, if users have a high-risk sensitivity, 49% to 91% more level 2 chargers at non-residential areas and 50% more DCFCs at public would be required to satisfy peak-hour demand. Moreover, users with a preference for fast charging rates ask for 45% more DCFCs during peak hours.

DCFCs are expected to provide robust demand at work/public locations. Due to their ability to supply a large amount of energy in a short time, DCFCs take the biggest portion of work/public demand across all scenarios. In the scenario when users prefer fast charging, DCFCs can even supply more than 50% of the total demand. These results imply the predominant role of DCFCs in the future EVSE market.

As for electricity load management, it should be aware of users’ extreme charging behavior. For instance, when users are high-risk sensitive, the DCFC peak demand at public is 50% higher than in the low-risk sensitive scenario. And when users have a preference over high charging power, 17.3% more energy is required for DCFCs than when users dislike high charging power. These additional demands could add complexity to electricity load management, especially during peak hours.

5 Conclusion

Accurately estimating the spatio-temporal distribution of the BEV’s charging demand is important for optimal EVSE planning and electricity load management. This research proposes an activity-based BEV charging demand simulation model which gives more realistic estimations of high-resolution spatio-temporal demand in real-world applications. A case study in the Atlanta metropolitan area demonstrates the properties of the demand distribution. The results reveal that the charging demand at work/public locations can take more than half of the total charging demand, which implies the necessity of installing...
EVSEs at work/public locations. The research also shows that users’ charging behavior affects the spatio-temporal demand distribution significantly. Thus, a thorough consideration of users charging behavior is important for optimal EVSE planning and electricity load prediction.

One limitation of this research is the lack of real-world data for calibrating the charging behavior model. Besides, it would be worth studying the effect of different market share of BEV and electricity price setting. These would be expected if real-world data is collected from a mature future BEV market.
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