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1. Introduction and Literature Review

Through being one of the most important components in the modern society, urban transportation systems often bear server congestion and become a major cause to air pollution. In 2014, transportation accounts for 26% of all greenhouse gas emissions in the United States (U.S. DoE, 2016). One of the factors contributing to the significant environmental impacts of the transportation system is its inefficiency. According to the recent national household travel survey data, the average occupancy of personal vehicles is 1.6 (FHWA, 2011), indicating that most cars do not run at their full capacity. Increasing vehicle occupancy rate in private and public vehicles (e.g., taxis) through ride sharing offers great opportunities in improving the transportation system’s efficiency. In recent years, with the growth of the sharing economy and the development of electric vehicles (EVs) (Teubner et al., 2014; Krueger et al., 2016; Wadud et al., 2016; Gurumurthy and Kockelman, 2018), ride sharing with EVs has emerged as a potential solution to improve efficiency of transportation systems. Ma et al. (2015) also showed that using ride sharing, 2.2 million kg of carbon dioxide can be saved every year in Beijing. Ride sharing is also able to connect more people with timely and flexible service and helps reduce travel costs and enables more affordable trips. Due to these advantages and benefits, ride sharing using personal vehicles has been tested and implemented in various platforms, such as Uber and Lyft. Uber claims that about 20% of its rides globally are shared rides using UberPool (Fortune, 2016).

Researchers have been seeking solutions to optimize the service design and improve operational performance of ride sharing systems. Earlier studies (Barth and Todd, 1999; Galland et al., 2014) have focused on the traditional ride sharing, for which the ride sharing is pre-arranged and often has the same trip origins and/or destinations. For example, Caulfield (2009) analyzed one day’s commute trip data (reported as part of a Census survey) in Dublin, Ireland and found that 4% of the respondents share rides to work. They estimated that this ride sharing reduced 12,674 t of CO2 emissions annually. Hong et al. (2017) proposed a clustering algorithm on GPS trace data to match trips and select routes for carpooling. Most recently, Dong et al. (2018) analyzed data from China’s ride sharing service DiDi and concluded that it is a viable mode of transportation to complement taxis in serving increasing demand.
In recent years, enabled by the development of information technologies, demand-driven ride sharing has received increasing attentions. Demand-driven ride sharing allows shared rides to form among strangers who do not know each other’s trip itinerary. The higher flexibility of demand-driven ride sharing offers additional opportunity to maximize sharing benefits and improve system efficiency. In a demand-driven ride sharing system, it is critical to match the appropriate riders to form the shared ride. Therefore, many researchers focus on developing algorithms for ride matching. In particular, Kleiner et al. (2011) proposed an auction mechanism to match demands and tested its performance using the map of Freiburg, Germany with simulated rides randomly sampled from a uniform distribution. Agatz et al. (2011) compared the optimization-based approach with a rule-based greedy matching algorithm using demand data from Atlanta, Georgia and concluded that optimization methods have better system performance in matching rides and reducing total system vehicle-miles-traveled. However, to simplify the analysis, these studies limited the number of demands that can be shared at a time to be two (i.e., maximally, two passengers can share a vehicle). More recent research has proposed flexible models to optimize passenger-vehicle matching and vehicle routing, considering the vehicle capacity and the number of passengers traveling together (Lin et al., 2012; Santos and Xavier, 2015). Levin (2017) designed a model to optimize route choice for autonomous vehicles, considering congestions due to other vehicles in the network, using linear optimization models. Other recent research, Li et al. (2016) has focused on finding an optimal route choice model for last mile parcel delivery using shared autonomous vehicles. Qian et al. (2017) proposed a group-ride system, in which different groups of riders gather at a predefined location and are picked up together. However, different from the door-to-door service provided by traditional taxis, group ride requires the riders to walk to and from the taxi pick-up and drop-off locations, reducing the convenience of taking taxis. Santi et al. (2014) introduced the concept of share-ability networks and proposed a mathematical model to quantify the benefits of ride sharing. They analyzed the taxi trip data in New York City and concluded that ride sharing can reduce cumulative trip length by 40%. However, their model also constrained the sharing to be between two riders, ignoring the potential benefits from a more flexible system. Additionally, they assumed that the tolerance level for trip delay is identical for all riders, ignoring the individual heterogeneous tolerance and needs in the real world.

However, these models are mostly based on simplified system setups, not considering the real-time travel demands. For this matter, this study will incorporate real-time travel demand in a demand-driven ride sharing system and propose a reinforcement learning approach that applies deep Q network (DQN) for fast and
effective solution. We consider real-time demand in a ride-sharing system. Further we propose a DQN-based approach for rebalancing ride sharing vehicles that has good performance in terms of both level of service and operational cost. We also explore a mathematical modeling approach with column generation to extend the applicability of the study to ride-pooling scenarios.

The reminder of the report is organized in the following. Section 2 presents the main methodology. Section 3 provides a case study. Section 4 discusses the extension to the ride-pooling system. Section 5 concludes the proposal.

2. Methodology

In order to operate a ride sharing system with EVs and car-pooling options, we build a ride sharing system to operate an EV fleet. For the convenience of readers, the parameters and variables are list in Table 1. In the system, as shown in Figure 1, we consider an EV sharing system with charging stations (labeled as \( k \in [1, ..., K] \)) already distributed throughout a city with their position denoted as \( n_k \). All EVs (labeled as \( i \in [1, ..., I] \)) in the system are assumed to be identical with finite states of charge (SoC) levels \( L \) at the beginning of a discrete time horizon \( t \in [0,1,...,T] \). If the SoC of an EV \( i \) in the fleet \( l_{i,t} \) is below the minimum charging level \( s_t \) at time point \( t \), the EV will be assigned to charge at the nearest charging station \( k' \in [1, ..., K] \). With known position of the EV \( i \) denoted as \( p_{i,t} \), the charging state that the EV \( i \) will go to charge will be obtained as \( k' = \arg\min_{k \in [1, ..., K]} (\text{norm}(n_k, p_{i,t})) \), where \( \text{norm}(n_k, p_{i,t}) \) is the Euclid distance between the location \( n_k \) of the charging station \( k \) and the location \( p_{i,t} \) of the EV \( i \) at time point \( t \). We assume it starts to charge immediately with a constant charging speed \( q \) at the charging station when it arrives the charging station when the total number of charging EVs is less or equal to the capacity. Therefore, the change of SoC level of an EV \( i \) when it is charging will be \( l_{i,t} = q \times (t - t_0), l_{i,t} < L \), where \( t_0 \) is the time point when it starts to charge. Considering the electricity price \( e_t \) and the total number of charging EVs \( a_t \) at time point \( t \), the cost of charging the EV fleet will be \( e_t \times a_t \), where to simplify the equation, we denote the electricity price \( e_t \) as the cost that an EV charges for one time interval. Since the SoC level of an EV will increase, the number of EVs in a SoC level will change as well.

<table>
<thead>
<tr>
<th>parameters and variables</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>time point, ( t \in [0,1,...,T] )</td>
</tr>
<tr>
<td>( k )</td>
<td>label of a charging station</td>
</tr>
<tr>
<td>( i )</td>
<td>label of an EV, ( i \in [1,2,...,I] )</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$m$</td>
<td>travel demand, $m \in M$</td>
</tr>
<tr>
<td>$m_0$</td>
<td>origin of travel demand $m$, $m \in M$</td>
</tr>
<tr>
<td>$m_1$</td>
<td>destination of demand $m$, $m \in M$</td>
</tr>
<tr>
<td>$m_t$</td>
<td>request time of demand $m$, $m \in M$</td>
</tr>
<tr>
<td>$p_{i,t}$</td>
<td>location of EV $i$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$l_{i,t}$</td>
<td>SoC of EV $i$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$s_t$</td>
<td>minimum SoC at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$n_k$</td>
<td>location of charging station $k$</td>
</tr>
<tr>
<td>$j$</td>
<td>cell of the network</td>
</tr>
<tr>
<td>$d_{ij,t}$</td>
<td>distance between idle EV $i$ and center of cell $j$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$u_{j,t}$</td>
<td>number of demands minus number of idle EVs at cell $j$ at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$\vec{e}_{ij,t}$</td>
<td>unit vector from EV $i$ to cell $j$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$g_{ij,t}$</td>
<td>gravity between EV $i$ and cell $j$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$g_{i,t}$</td>
<td>rebalance direction of EV $i$ at time point $t$, $i \in [1,2,\ldots,I], t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$\overline{g}_{t}$</td>
<td>maximum rebalance distance at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$\dot{v}$</td>
<td>maximum speed</td>
</tr>
<tr>
<td>$c_t$</td>
<td>parameter to control rebalance speed at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$d_m$</td>
<td>revenue of serving demand $m$ by the EV fleet</td>
</tr>
<tr>
<td>$M^s$</td>
<td>set of demands served by the EV fleet</td>
</tr>
<tr>
<td>$Q_t$</td>
<td>total profit from time point 0 to time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$M^s_t$</td>
<td>set of demand served by the fleet before time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$x_t$</td>
<td>state of the system at time $t$ (including distribution and SoC of EVs and demand), $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$a_t$</td>
<td>action at time $t$ (combination of $s_t, r_t, c_t$), $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$\lambda_t$</td>
<td>reward of action $a_t$ at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>discount parameter</td>
</tr>
<tr>
<td>$\alpha_t$</td>
<td>learning rate at time point $t$, $t \in [0,1,\ldots,T]$</td>
</tr>
</tbody>
</table>
The system aims to provide mobility service for customers from one location to another. We denote a demand as $m = (m_0, m_1, m_t)$, where $m_0$ is the origin of the demand and $m_1$ is the destination of the demand and $m_t$ is the time of the request of the demand. To ensure a requested demand is served as quick as possible, which will maximize the performance of the system, we assume that a requested demand $m$ will be immediately served by the nearest EV when the distance of the demand $m$ and the nearest EV is within the assignment radius $r_t$ at time point $t$.

In order to make sure that future travel demands (e.g. at time point $t+1$) are serve with the most efficiency, we propose a gravity model to rebalance the available EVs at time point $t$. To calculate the gravity between demands and EVs, we divide the horizon into a number of cells denoted as $j \in J$. Considering a distribution of requested travel demands $u_{j,t}$ at time point $t$ and an available EV $i$, the gravity of travel demands to the EV $i$ is $g_{i,j,t} = u_{j,t}/(d_{i,j,t}^2)$. Therefore, the rebalance direction of the EV $i$ is $g_{i,j,t} = \sum_{j \in J} g_{i,j,t} \bar{e}_{i,j,t}$, where $\bar{e}_{i,j,t}$ is the unit vector from EV $i$ to cell $j$ at time point $t$. To optimize the rebalance cost and speed, we add a decision variable $c_t$ as the rebalance speed of EVs at time point $t$. With the rebalance speed $c_t$, the rebalance speed of an EV is calculated as $v_{i,t} = \min\left(\frac{|g_{i,t}|}{c_t g_t}, \bar{v}\right)$, where $g_t$ is the maximum rebalance distance at time point $t$ and is calculated as $g_t = \max_{i \in [1,2,\ldots,I]} |g_{i,t}|$, and $\bar{v}$ is the maximum speed of EVs.
With the rebalance speed, we are able to rebalance EVs to ensure that the number of served travel demands are maximized. To obtain the optimal gross profit of the ride sharing system with EVs, we define an objective function of the gross profit by time point \( t \) as

\[
Q_t = \max_{s_t, r_t, c_t, t \in [0, 1, \ldots, t]} \sum_{m \in M^s} d_m - \sum_{t \in [0, 1, \ldots, t]} e_t * a_t,
\]

where \( d_m \) is the revenue of serving travel demand \( m \in M^s \) and \( M^s \) is the set of demands served by the EV fleet. With the definition of the gross profit \( Q_t \) by time point \( t \) and constraints of operations of the system, we are able to build a non-linear optimization model and find an optimal solution with the known electricity price and future demand. However, to operate a ride sharing system in real time, the non-linear optimization is not efficient because of its computational time and known-travel-demand constraint. Therefore, we propose a deep Q-learning algorithm to train a Q-value network and estimate the Q-value of the system and obtain the optimal policy. To train the Q-value network, we define the transition of Q-value between time point \( t \) to time point \( t + 1 \) as

\[
Q_{t+1}(x_t, a_t) = Q_t(x_t, a_t) + \alpha_t \left[ \lambda_t(x_t, a_t) + \gamma Q_t(x_{t+1}, \text{argmax}_a Q_t(x_{t+1}, a)) - Q_t(x_t, a_t) \right],
\]

where \( x_t \) is the state of the system at time \( t \) (including distribution and SoC of EVs and travel demands), \( a_t \) is the action at time \( t \) (value combination of \( s_t, r_t, c_t \)), \( \lambda_t \) is the reward of action \( a_t \) at time point \( t \), \( \gamma \) is a discount parameter, \( \alpha_t \) is learning rate. To obtain the Q-value \( Q_t \) at time point \( t \) with a certain state of the system \( x_t \) and an action \( a_t \), we simulate the ride sharing system with a big number of iterations (e.g. 10000 times), and train the Q-value network. In each iteration, we randomly choose an action \( a_t \) and operate the ride sharing system. Afterwards, the Q-value will be obtained with state \( x_t \) and \( a_t \). When the iteration number is large enough, the estimated value of \( Q_t(a_t, x_t) \) will be converged within \( \epsilon \), which we define as a criteria to stop the learning process. For the convenience of readers, the training process is shown in Figure 2.
With a trained Q-value network, we are able to estimate the value of $Q_t$ at time point $t$ with a certain value of system state $x_t$ and action $a_t$. Therefore, the optimal operation policy $\bar{a}_t$ of an EV fleet at time point $t$ can be easily obtained with the equation (2):

$$\bar{a}_t = \max_{a_t} Q_t(x_t, a_t) \quad (2)$$

### 3. Case Study and Sensitivity Analysis

To test the performance of the proposed Q-learning algorithm in ride sharing systems, we apply the model in a case study Manhattan in New York City considering to serve the travel demands in real time. The distribution of the charging stations in Manhattan is obtained in https://www.nyserda.ny.gov/. We train the Q-value network using taxi data in weekdays in January 2016 and tested the model using the demand data in the first day of Feb, 2016. To model the charging speed and SoC capacity, we take the specifications parameters of Telsa Model S as an example. The fleet size is set to be 300 and the electricity price is obtained on the PJM website (https://www.pjm.com/). We compare the results of using Q learning algorithm and using traditional optimization model.
4. Extension with High-capacity Ride-pooling Option

In order to offer high-capacity ride-pooling service, a powerful routing engine is required to find the optimal passenger-passenger and passenger-driver matching. In this section, we propose a column generation approach for solving the vehicle routing problem with high capacity based on the framework introduced by Alonso-Mora et al. (2017). In their framework for high-capacity ride-pooling service, they constructed an RTV-graph, which stands for Request-Trip-Vehicle graph, and formulated an Integer Linear Programming (ILP) to find the optimal routing and assignment between passengers and vehicles. However, they used heuristic methods to generate vehicle routes for picking up multiple passengers when vehicle capacity is high. We will propose an approach which can solve the high-capacity scenario optimally.
Firstly, we reformulate the RTV-graph to a bipartite graph with one column of nodes representing requests and the other column of nodes indicating trips with binding vehicles. Let \( R \) be the set of requests and \( T \) denote the set of trips with corresponding vehicles. The cost for each trip \( \tau \in T \) is \( C_\tau \). Let \( C \) denote the capacity of vehicles and define \( a_{r\tau} = 1 \) if request \( r \) is in trip \( \tau \), 0 otherwise. The decision variable for the assignment ILP is \( y_\tau = \{0, 1\} \), where \( y_\tau = 1 \) means trip \( \tau \) will be selected in the optimal assignment. Then the assignment problem is:

\[
\min_y \sum_{\tau \in T} C_\tau \cdot y_\tau \tag{1}
\]

\[
s.t. \sum_{\tau \in T} a_{r\tau} y_\tau = 1 \quad \forall r \in R \tag{2}
\]

\[
y_\tau \in \{0, 1\} \quad \forall \tau \in T \tag{3}
\]

The objective of this ILP problem is to find the best trip-vehicle assignment and vehicle routing with the minimum cost. Constraints (2) ensure that each request only appears once in the optimal assignment. The maximum detour and maximum delay constraints are embedded when enumerating set of trips \( T \).

Although problem (1) – (3) has a compact ILP formulation, the feasible trip list \( T \) is extremely large and \( T \) is exponentially increasing with respect to the number of requests \(|R|\). The ILP (1) - (3) has a few constraints with an extremely large number of variables, which corresponding to feasible trips. Therefore, the problem is intractable with off-the-shelf ILP solvers. To address this issue and make the problem solvable for larger instances, we introduce the column generation approach. The idea behind column generation approach is to select a column (variable) at each iteration based on a pricing problem. The problem will be optimized only with variables selected by the pricing problem.

The LP-relaxation for ILP (1) – (3) is:

\[
\min_y \sum_{\tau \in T} C_\tau \cdot y_\tau \tag{4}
\]

\[
s.t. \sum_{\tau \in T} a_{r\tau} y_\tau = 1 \quad \forall r \in R \tag{5}
\]

\[
y_\tau \geq 0 \quad \forall \tau \in T \tag{6}
\]
The dual of problem (4) – (6) is:

$$\max_{\pi} \sum_{r \in R} \pi_r$$  \hspace{1cm} (7)

subject to

$$\sum_{r \in R} a_{r\tau} \pi_r \leq C_\tau \ \forall \tau \in T$$  \hspace{1cm} (8)

Then the reduced cost for a trip \(\tau\) is \(\bar{C}_\tau = C_\tau - \sum_{r \in R} a_{r\tau} \pi_r\). To formulate the pricing problem, let \(N\) be the set of vehicle locations and passengers pickup locations. Let \(C_{ij}\) denote the cost for vehicle to travel from \(i\) to \(j\) and \(t_{ij}\) be the corresponding travel time, \(i, j \in N\). Introduce \(x_{ij}\) to be a binary variable and \(x_{ij} = 1\) if arc \((i, j)\) is in trip \(\tau\). Let \(z_i\) be an integer variable indicating the vehicle seats left at location \(i \in N\). Then, the reduced cost for trip \(\tau\) is \(\bar{C}_\tau = \sum_{i \in N} \sum_{j \in N} (C_{ij} - \pi_i)x_{ij}\).

The pricing problem is a resource constrained shortest path problem with limited capacity, maximum delay time, maximum waiting time and fixed origin (vehicle location). In this study, we relax the maximum delay and waiting time constraints to be the maximum travel time \(t^{\text{max}}\) constraint. And we assume all passengers have the same destination. Let \(v_0\) be the vehicle location and \(v_d\) be the common destination location. The ILP formulation for the pricing problem is:

$$\min_x \sum_{i \in N} \sum_{j \in N} (C_{ij} - \pi_i)x_{ij}$$  \hspace{1cm} (9)

subject to

$$\sum_{j \in R} x_{v_0 j} = \sum_{i \in R} x_{i v_d} = 1$$  \hspace{1cm} (10)

$$\sum_{i \in N} x_{ij} = \sum_{j \in N} x_{jk} \ \forall j \in R$$  \hspace{1cm} (11)

$$\sum_{i \in N \setminus \{v_0\}} \sum_{j \in N \setminus \{v_0\}} t_{ij}x_{ij} \leq t^{\text{max}}$$  \hspace{1cm} (12)

$$C(1 - x_{ij}) + z_i \geq z_j + 1 \ \forall i \in S \cup \{v_0\}, j \in S \cup \{v_d\}$$  \hspace{1cm} (13)

$$y_{v_0} = C$$  \hspace{1cm} (14)

$$0 \leq z_i \leq C \ \forall i \in N$$  \hspace{1cm} (15)

$$x_{ij} \in \{0, 1\} \ \forall i, j \in N$$  \hspace{1cm} (16)

Where objective (9) minimize the reduce cost for single vehicle trip \(\tau\). Constraints (10) and (11) ensure the trajectory and keep flow conservation constraint for the
trip $\tau$. Constraint (12) imposes the maximum travel time constraints for passengers in trip $\tau$. Constraints (13) guarantee that if vehicle travel from $i$ to $j$, the vehicle capacity is enough to pick up request at $j$. Also, the sub-tour elimination has been considered in these constraints. The range for seats left at each location is defined by Constraints (14) and (15). Constraints (16) enforce $x_{ij}$ is binary variable.

Problem (9) - (16) is intractable for off-the-shelf solvers if the size of $N$ is above 30. Therefore, we introduce augmented graph to approximate problem (9) - (16) and solve the constrained shortest path problem on this augmented graph to get the path with minimum reduced cost.

Before giving a formal definition for augmented graph, we describe how to generalize problem (9) - (16) as a constrained shortest path problem on graph. Let $G = (V, E)$ be a graph with vertices corresponding to locations $V = N$ and edges $e_{ij}$ with edge cost $c_{ij} = C_{ij} - \pi_i$. The pricing problem can be interpreted as finding the shortest path in $G$ from vertex $v_0$ to vertex $v_d$ with both capacity budget and travel time budget. The idea for augmented graph is to embed the capacity and travel time budget information within graph.

Firstly, we will make an assumption to restrict the size of augmented graph.

**Assumption:** $\forall i, j \in V, t_{ij} \in \mathbb{Z}$, meaning that travel time in minute between any two vertices in graph is integer value.

Then we give the formal definition for augmented graph $\tilde{G}$.

**Definition (Augmented Graph):** Given $(G, C, t^{max})$, the augmented graph $\tilde{G}$ has vertex set $\tilde{V} = \{ < v, \eta, \delta > | v \in V, \eta = 0,1,...,C, \delta = 0,1,...,t^{max} \} \cup \{ v_d^- \}$, the edge set is $\tilde{E} =$

\[
\{ < v_i, \eta_i, \delta_i > < v_j, \eta_j, \delta_j > \mid (v_i, v_j) \in E, \eta_j = \eta_i - 1, \delta_j = \delta_i - t_{v_ivj} \} \cup
\{ < v_d, \eta_i, \delta_i > , v_d^- | \eta_i = 0,1,...,C, \delta_i = 0,1,...,t^{max} \}. For the distance between vertices in graph, $f(< v_i, \eta_i, \delta_i > < v_j, \eta_j, \delta_j >) = c_{ij}$ and $f(< v_d, \eta_i, \delta_i > , v_d^-) = 0$.

Below is an example for a graph and the corresponding augmented graph:
After we construct the augmented graph $\tilde{G}$, we are able to get the path with the minimum reduced cost in the pricing problem by running the shortest path algorithm start from $<v_0, C, t^{max}>$ to $v_d$.

This method will give an approximation solution to the LP-relaxation problem (4) – (6). To calculate the optimal solution for problem (1) – (3), we need to further combine our approach with branch-and-bound techniques, which remains as the future work.

5. Conclusion

This study applies a Q-learning network to obtain efficient operation policies for a fleet of EVs in a real-time ride sharing system. It incorporates real-time travel demand in a demand-driven ride sharing system and propose a reinforcement learning approach that for fast and effective solution. In the model, we train a Q network with history demand data and electricity price data and operate the system with real-time data with the trained network. Actions at each time point include serving travel demands, rebalance, charging in charging stations. A case study in NYC is conducted. We compared the performance of the solutions obtained by the proposed Q learning method and traditional optimization models. The results indicate that the proposed DQN-based approach for rebalancing ride sharing vehicles has better performance than the traditional models in terms of both level of service and operational cost when operating the ride sharing system in real time. In the end, we explore to ways of extending this problem to ride-pooling with high-capacity vehicles and we formulated a column generation model. In the future, we
will continue to complete the extended ride-polling model and test its solution efficiency.
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