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Abstract—The paper presents risk-neutral and risk-averse caching policies that can be deployed in a femtocell network with limited storage capacity to reduce the time delay of servicing content requests. The caching policies use a forecasting algorithm to estimate the cumulative distribution function of content requests based on the content features. Given the cumulative distribution function, a mixed-integer linear program is used to compute where to cache content in the femtocell network. The caching policies account for the uncertainty associated with estimating the content requests using the coherent Conditional Value-at-Risk (CVaR) measure. For a large number of content, a risk-neutral caching policy is constructed that accounts for both the content features and routing protocol that only requires the evaluation of a unimodular linear program. Using data from YouTube (comprising 25,000 videos) and the NS-3 simulator, the caching policies reduce the delay of retrieving content in femtocell networks compared with industry standard caching policies. Specifically, a 6% reduction in delay is achieved by accounting for the uncertainty, and a 60% reduction in delay is achieved if both the uncertainty and femtocell routing protocol are accounted for compared to the risk-neutral caching policy that neglects the routing protocol.
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1 INTRODUCTION

Caching content in femtocell networks is an attractive method for alleviating network congestion resulting from increased video on demand streaming. In future 5G mobile network protocols, proactive caching will be an integral component to reduce the network congestion and the delay of delivering content to users. Proactive caching is integral as a substantial portion of the network congestion results from transferring popular video content to users. If the video content is cached locally, then both network congestion and the delay of delivering content to users is reduced. To determine which content to cache requires a caching policy that accounts for both future content requests, load balancing, and the routing protocol to deliver content to users that is used in the femtocell network. This paper presents two risk-neutral and two risk-averse caching policies that account for the uncertainty of predicting the future popularity of content, the content routing protocol, and load balancing in the network.

Given the main source of traffic in femtocell networks is video content, several methods have been proposed for estimating video content requests. These methods fall into two categories, namely, time-series or content feature based. Time-series methods use the historical content requests to predict the future content requests. Multivariate linear models [1], pure birth stochastic process [2], and ordinary differential equations [3] have all been used for constructing time-series methods for estimating content requests. A limitation with time-series methods is that they can only be used to predict the content requests of posted content. Content feature based methods use the uploader, textual, and image features of the content to predict the content requests. These methods include multivariate linear regression [4], Markov clustering [5], and extreme learning machines [6]. All these methods provide point forecasts (expected value) for the content requests. No estimate of the confidence interval, prediction interval, or measure of the uncertainty associated with the predicted content requests is provided. In this paper we construct a conformal prediction algorithm for estimating the cumulative distribution function of the content requests. The key idea of the conformal prediction algorithm is to first group content, then for each group assume that the resulting error between the point forecasts and the actual content requests are generated from the same cumulative distribution function. The estimated cumulative distribution function provides a complete description of the uncertainty associated with the estimated content requests. Both the confidence interval and prediction interval of the content requests can be constructed from the estimated probability distribution. Note that density forecasting [7], [8] in the time-domain is typically referred to as sequential forecasting [9] in the economics literature.

Having estimated the future content requests, the aim is to optimally cache the content throughout the femtocell network to minimize the delay to transfer the requested content to the users. This requires that content is cached where it is likely to be requested, and to optimally transfer
content throughout the network to serve user requests. The methods in [10], [11], [12] account for user specific downloading delay and wireless channel fading gain to determine where to cache content and which user to connect to which femtocell access point. These caching methods can be considered as dynamic cache replacement methods as they adapt the cache based on the users ability to connect to different femtocell access points. However, a limitation with the caching methods [10], [11], [12] is that they do not account for the routing protocol used in the backhaul network to retrieve content that is not cached in the femtocell access points. In [13] cooperative caching is used to account for the backhaul link bandwidth in the network to cache content throughout the network. Once the content is cached in the femtocell network, then content and load aware routing methods are used to transfer the requested content to users [14], [15], [16]. The aim of these routing methods to ensure load balancing occurs throughout the network to minimize the delay of transferring content to users.

A common theme with the caching methods [10], [11], [12], [13] is that they contain three distinct steps. First, a point estimate of the content popularity is performed. Second, the content is cached in the network to minimize the delay of transferring content to users. Third, given the cached content, a routing method is used to deliver the content to the users. Notice that the routing method does not affect how the content is cached in the network. Additionally, the above methods are not risk-averse—that is, the point estimate of the content requests is equivalent to computing the expectation of the requests using the forecasted content request density. An issue with using the point estimate is that it does not provide a measure of the uncertainty associated with estimating the future content requests. As such, no probabilistic guarantees can be made on the network operating characteristics (e.g. downloading delay, bit-error-rate, energy consumption, cache miss ratio) for a selected caching decision.

In this paper, instead of minimizing the expected downloading delay, we replace the additive expectation operator with a more general subadditive risk operator to make caching decisions to optimize network performance. Specifically, we use the Conditional Value-at-Risk (CVaR) risk operator to construct the caching policies in the femtocell network. There are two important properties of CVaR that make it useful for performing caching decisions to reduce delay. First, CVaR accounts for the minimal probability of a substantial network delay for a caching decision where the total delay probability distribution is asymmetric. Second, CVaR is a coherent risk measure—that is, CVaR is monotonic, subadditive, positive homogeneous, and translation invariant. The monotonic property states that if the delay of a caching decision $D_1$ is always less than another caching decision $D_2$ almost surely, then the risk of selecting $D_1$ is always less than $D_2$. Additionally, the subadditive property guarantees that the risk of using two caching decisions $D_1$ and $D_2$ is always less than or equal to the risk associated with using $D_1$ and $D_2$ separately. Since CVaR is a coherent risk measure, the optimization of CVaR results in a convex optimization problem. As we show, the optimization of CVaR to confidently reduce the network delay while accounting for the routing protocol results in a convex mixed-integer linear program.

The paper is organized as follows. The system model of the femtocell network is provided in Sec.2 where Table 1 provides a summary of the parameters used throughout the paper. In Sec.3 dynamic cache replacement policies are discussed. In Sec.4 we discuss four static caching policies, two which are risk-neutral and two which are risk-averse. Specifically, in Sec.4.1 and 4.2 we construct risk-neutral static caching policies for the femtocell network. The term risk-neutral is used to indicate that these methods use point estimates of the content requests—that is, they do not account for the uncertainty associated with estimating the future content requests. An useful outcome of Sec.4.2 is that the static caching policy, which accounts for content requests, cache size, bandwidth, load, and content routing, only requires the solution to a unimodular linear program.

In Sec.4.4 and 4.5, risk-averse caching policies are constructed based on the risk-neutral caching policies in Sec.4.1 and 4.2. The main idea is that the uncertainty associated with estimating content requests is accounted for using the Conditional Value-at-Risk (CVaR) measure. In Sec.5 a novel content request conformal prediction algorithm is constructed based on the extreme learning machine and CVaR optimization. The performance of the risk-neutral and risk-averse caching policies are evaluated using real-world data from the YouTube social network in Sec.6. The results show that a 6% reduction in the average delay can be achieved if the uncertainty of the content requests is accounted for, and a 60% reduction in average delay is achieved if both the uncertainty and femtocell routing protocol are accounted for compared to the risk-neutral caching policy that neglects the routing protocol. Therefore, it is essential to account for both the uncertainty of predicting the content requests and routing when performing caching decisions.

## 2 System Model

In this section we introduce the system model of the femtocell network and users, and introduce the mathematical notation that will be used throughout the paper to formulate the risk-neutral and risk-averse caching policies.

We consider a heterogenous Long-Term Evolution (LTE) wireless femtocell network [20], [21]. The network contains wireless nodes (e.g. base stations, femtocell access points, femtocell gateway) and a core network as illustrated in Fig. 1. The nodes in the network are defined by the set $V = \{1, \ldots, V\}$. Each wireless node $v \in V$ contains a physical cache of size $S_v$ which stores the cached content. Additionally, the bandwidth between nodes is given by the parameter $b_{ij} \in \mathbb{R}_+$ for $i, j \in V$. If the nodes $i$ and $j$ have no direct communication link then their bandwidth $b_{ij} = 0$. In the LTE network, the bandwidth between nodes are typically heterogeneous and they are composed of wired, fiber-optic, and wireless links [22]. For example, the bandwidth between base stations and femtocell gateway nodes to the core network are on the order of several GB/s (fiber-optic). The link capacity of base stations and femtocell

1. CVaR is one of the “big” developments for risk-averse decision making in mathematical finance; see [17], [18], [19].
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The content retrieval delay. The content retrieval delay for when the content is delivered to the user is known as receive users’ requests is denoted by $d_v$. The request will retrieves the content from the LTE network. The user request for content $v$ is denoted by $s_v$. When a femtocell access point or base station receives a request from a mobile user $u$, the femtocell gateway node for $u$ is denoted by $G_u$. The content in the femtocell gateway node is stored in a cache. The cache contains both static and dynamic segments. The cached content is denoted by $y_{vd}(t)$. The content retrieval delay $d_v(t)$ at node $v$ is given by $d_v(t) = s_f q_v + n_v(t)$ where $q_v$ is the request-queue-time of node $v$ and $s_f$ is the size of the content $f$. The request-queue-time $q_v$ of node $v$ provides the average time to process a single packet/byte request. Note that if node $v$ does not contain the requested content, then it must be retrieved by another node in the network or from the content server.

The goal of the LTE network is to minimize the total content retrieval delay to serve all user requests in the network. To achieve this objective, each node in Fig. 1 contains a physical cache and a cache manager. The cache manager of each node controls the content that is cached at the node [27]. The currently cached content at node $v$ is given by $y_{vd}(t)$ and node $v$ has the content cached, then the content retrieval delay $d_v(t) = s_f q_v n_v(t)$ where $q_v$ is the request-queue-time of node $v$ and $s_f$ is the size of the content $f$. The request-queue-time $q_v$ of node $v$ provides the average time to process a single packet/byte request. Note that if node $v$ does not contain the requested content, then it must be retrieved by another node in the network or from the content server.

The goal of the LTE network is to minimize the total content retrieval delay to serve all user requests in the network. To achieve this objective, each node in Fig. 1 contains a physical cache and a cache manager. The cache manager of each node controls the content that is cached at the node [27]. The currently cached content at node $v$ is given by $y_{vd}(t)$ and node $v$ has the content cached, then the content retrieval delay $d_v(t) = s_f q_v n_v(t)$ where $q_v$ is the request-queue-time of node $v$ and $s_f$ is the size of the content $f$. The request-queue-time $q_v$ of node $v$ provides the average time to process a single packet/byte request. Note that if node $v$ does not contain the requested content, then it must be retrieved by another node in the network or from the content server.

The goal of the LTE network is to minimize the total content retrieval delay to serve all user requests in the network. To achieve this objective, each node in Fig. 1 contains a physical cache and a cache manager. The cache manager of each node controls the content that is cached at the node [27]. The currently cached content at node $v$ is given by $y_{vd}(t)$ and node $v$ has the content cached, then the content retrieval delay $d_v(t) = s_f q_v n_v(t)$ where $q_v$ is the request-queue-time of node $v$ and $s_f$ is the size of the content $f$. The request-queue-time $q_v$ of node $v$ provides the average time to process a single packet/byte request. Note that if node $v$ does not contain the requested content, then it must be retrieved by another node in the network or from the content server.

The goal of the LTE network is to minimize the total content retrieval delay to serve all user requests in the network. To achieve this objective, each node in Fig. 1 contains a physical cache and a cache manager. The cache manager of each node controls the content that is cached at the node [27]. The currently cached content at node $v$ is given by $y_{vd}(t)$ and node $v$ has the content cached, then the content retrieval delay $d_v(t) = s_f q_v n_v(t)$ where $q_v$ is the request-queue-time of node $v$ and $s_f$ is the size of the content $f$. The request-queue-time $q_v$ of node $v$ provides the average time to process a single packet/byte request. Note that if node $v$ does not contain the requested content, then it must be retrieved by another node in the network or from the content server.
2) forwards content requests to neighbouring nodes or the content server if the content is not cached locally.
3) records the number of requests $y_{vf}(t)$ and feature vector $x_f$ for content $f \in \mathcal{F}$ at node $v \in \mathcal{V}$.

It is assumed that each node in the LTE network has computational resources equivalent to a standard desktop computer to allow the operation of the cache manager. Given that the cache size $S_v$ only a small fraction of all the content $\mathcal{F}$ can be cached locally (except for the content server which contains all contents). If the content is not cached locally, the content is retrieved from another node that minimizes the content retrieval delay $d_{vf}(t)$.

To perform cache replacement of the static cache, the cache manager records the request statistics $y_{vf}(t)$ and feature vector $x_f$ for content $f \in \mathcal{F}$ at node $v \in \mathcal{V}$. For video content, the feature vector comprises information related to the thumbnail and title of the video, as well as information regarding the user that uploaded the video such as number of subscribers. The complete set of content features and requests at each node is contained in the dataset

$$D(T) = \{ (x_f, y_{vf}(t), g_{vf}) : v \in \mathcal{V}, f \in \mathcal{F}, t \in [0, T] \}$$

where $T$ is the total time the content $\mathcal{F}$ has been available to users. The parameter $g_{vf}(t)$ in (1) is the group association of content $f \in \mathcal{F}$ at node $v \in \mathcal{V}$. The possible groups that content can be associated with is denoted by $\mathcal{G} = \{ 1, 2, \ldots, G \}$. The cache manager uses the information in $D(T)$ to estimate the future number of requests of content for both new content and previously cached content that users have requested.

Given the LTE network parameters (cache size, bandwidth between nodes, network-layer protocol, and link-layer protocol) and the content parameters (feature vector, request count, group association), the aim is to design caching policies to minimize the cumulative content retrieval delay

$$d(T) = \sum_{k=1}^{K_t} \sum_{v=1}^{V} \sum_{f=1}^{F} d_{vf}(t_k)$$

where $K_t$ is the total number of content requests in the time interval $[0, T]$, and $t_k \in [0, T]$ denotes the time of each of the $k \in \{ 0, 1, \ldots, K_t \}$ content requests. To minimize the delay requires a method to estimate the future content requests, and a method to cache popular content based on the request estimates and routing protocol to deliver content to users in the LTE network. In this paper we construct a content request density forecasting method, and both risk-neutral and risk-averse cache replacement policies to minimize the LTE network delay.

### 3 Dynamic Caching Policies

The cache of each node in the LTE network, illustrated in Fig. 1, is composed of a dynamic segment and a static segment. This section discusses dynamic caching policies, while Sec.4 discusses static caching policies. To give more perspective, recall from Sec.2 that the content in the dynamic segment changes as a function of the user requests, while the content in the static segment changes on a time interval $\Delta T$ that is significantly larger than the time-scale of individual content requests. The content in the dynamic and static segments of the cache are controlled by the dynamic caching policy and static caching policy respectively. Here we briefly discuss dynamic caching policies that can be used in the LTE network. In Sec.4 we present static caching policies that are used in combination with the dynamic caching policies presented in this section.

A schematic of the interaction of the dynamic and static cache is illustrated in Fig. 2. There are three possible scenarios that can occur depending on where the requested content is cached in the network. In the first scenario Fig. 2, the content is transferred from the static cache to the user and no change in the dynamic cache occurs. In the second scenario in Fig. 2, the content is transferred from the dynamic cache to the user. Additionally, the content in the dynamic cache will be adjusted according to the dynamic cache replacement policy. In the third scenario in Fig. 2, the content must first be transferred to the dynamic cache from another node in the network, and then transferred to the user. Additionally, the content in the dynamic cache will be adjusted and evicted according to the dynamic cache replacement policy. In all of the three scenarios, the content in the static cache remains unchanged, and identical content is not simultaneously available in both the static and dynamic caching segments. The content in the static cache is only updated at a time interval $\Delta T$ after it was first initialized. The aim of the static caching segment is to store content that is expected to have a large number of user requests in the duration $\Delta T$, while the dynamic cache stores other content requested by users.

![Fig. 2. Schematic of the interaction between the static and dynamic cache](image_url)
placement Cache. The LRU cache replacement policy operates by maintaining an ordered cache where recently requested content will reside at the beginning of the cache (known as most recently used position). As user requests are processed by the node, the content in the dynamic cache that are not requested by users are shifted towards the end of the cache (least recently used position). If the requested content is not currently available in the cache, it will be retrieved from other nodes in the LTE network and stored in the most recently used position. All other content in the cache will be shifted towards the end of the cache with the content in the least recently used position being evicted from the cache. Variants of the LRU policy commonly used include the SLRU. In the SLRU cache replacement policy, the entire cache is divided into different segments with each segment associated with a priority or popularity level. When requested content is unavailable in the cache, the content will be retrieved and stored in the most recently used position of the lowest priority segment of the dynamic cache. Simultaneously, the content that is in the least recently used position of the lowest priority segment will be evicted from the cache. The main advantage of the LRU and SLRU dynamic cache replacement policies is that they do not require knowledge of the LTE network architecture or where the content is stored throughout the network. As such, these caching policies are straightforward to implement and are widely used in commercial distribution networks such as Facebook [28].

4 Risk-Neutral and Risk-Averse Static Caching Policies

This section presents four static caching policies (two risk-neutral and two risk-averse) and constitutes the main contribution of the paper.

The static cache replacement policy controls the content stored in the static cache of each node in the LTE network illustrated in Fig.1. The content in the static cache remains the same for a time interval $\Delta T$ that is significantly longer than the characteristic time-scale of individual content requests from users. The goal of the static caching policy is to cache content that is predicted to have a large number of requests in order to minimize the total content retrieval delay in the time interval $\Delta T$. Given the parameters of the LTE network and the content dataset $D$, this section presents two risk-neutral and two risk-averse static caching policies. The term risk-neutral is used for any policy that uses point estimates of the content requests and does not account for the uncertainty associated with predicting the content requests. These include the risk-neutral (RN) and risk-neutral and network-aware (RNNA) caching policies presented in Sec.4.1 and 4.2. Risk-averse caching policies in contrast to the risk-neutral policies, account for the uncertainty associated with estimating the content requests $\hat{y}_{vf}$ for content $f$ at node $v$. Here, the uncertainty associated with the content requests is accounted for using the coherent CVaR risk measure with a confidence level $\alpha \in [0, 1]$ (as discussed in Sec.4.3). These include the risk-averse (RA) and risk-averse and network-aware (RANA) caching policies presented in Sec.4.4 and 4.5. The RA and RANA policies can be viewed as generalizations of the RN and RNNA policies. Note that if we do not consider risk (e.g. risk-neutral) then the confidence level $\alpha = 0$.

4.1 Risk-Neutral (RN) Static Caching Policy

Let us assume we have the predicted number of requests for each content $f \in F$ at node $v \in V$, which we denote by $\hat{y}_{vf}$. Then, the content to be cached at each node can be selected by solving the following binary integer program

$$C^* = \arg \min_{C_{\delta}} \left\{ \sum_{f=1}^{F} \sum_{v=1}^{V} \hat{y}_{vf} (1 - c_{vf}) \right\}$$

s.t. $\sum_{f=1}^{F} s_{vf} c_{vf} \leq S_v$ for $v \in V$, \hspace{1cm} (3)

where $C^* \in [0, 1]^{V \times F}$ and $c_{vf} \in [0, 1]$ indicates if the content $f \in F$ is cached at node $v \in V$. The inequality constraint in (3) ensures that each node can cache files up to its associated cache size. Although (3) is a binary integer program which has complexity NP-complete, (3) can be solved with complexity $O(F \log(F))$ as each node merely caches the maximum number of content that are predicted to have the highest number of requests.

The RN caching policy (3) is used extensively in the literature [27], [29], [30]. The key feature of the risk-neutral caching policy is that it requires an accurate estimation of $y_{vf}$, namely, the number of requests for the content. The RN policy does not account for any aspects of the LTE network other than the cache size of each node. Additionally, (3) does not account for the uncertainty associated with estimating the number of content requests $y_{vf}$. Therefore, although (3) can be evaluated with low complexity $O(F \log(F))$, the total content retrieval delay is expected to be higher compared with static caching policies that account for the LTE network parameters, routing protocol, and the uncertainty associated with predicted content requests.

4.2 Risk-Neutral and Network-Aware (RNNA) Static Caching Policy

Here we construct RNNA static caching policy to optimally cache content given the predicted content requests $\hat{y}_{vf}$, the LTE network parameters (bandwidth, load at the nodes, request-queue-time, and cache size of each node), the network-layer protocol, and the link-layer protocol. The RNNA caching policy accounts for both the LTE network parameters and routing protocol, however neglects the uncertainty associated with predicted content requests $\hat{y}_{vf}$.

The (RNNA) static caching policy is given by the following binary integer program

$$C^* = \arg \min_{C_{\delta,k}} \left\{ \sum_{f=1}^{F} \sum_{d \in V} \sum_{i,j \in V} \hat{y}_{df} A_{ijf} \delta_{ijf} \right\}$$

s.t. $\delta_{ijf} \in [0, 1]$, $k_{df} \in [0, 1]$, $\delta_{ijf} \in [0, 1]$, $r_{df} \in [0, 1]$, $T_{ij} \in \mathbb{Z}_+$

$$\sum_{i \in V} \delta_{i,df} - \delta_{idf} = k_{df}, \quad \sum_{i \in V} \delta_{i,ddf} - \delta_{iiddf} = -1,$$

$$1\{b_{ij} = 0\} + \delta_{ijdf} \leq 1 \hspace{1cm} (4a)$$
\[
\begin{align*}
F \sum_{f=1}^{F} s_f c_{sf} & \leq S_s, \quad \sum_{s=1}^{V} c_{sf} \geq 1, \\
V \sum_{s=1}^{V} k_{sf} & = 1, \quad \sum_{r} r_{sf} = 1, \\
F \sum_{f=1}^{F} \delta_{ijdf} & \leq T_{ij}, \\
r_{sf} & \leq k_{sf}, \quad r_{sf} \leq c_{sf}, \quad r_{sf} \geq k_{sf} + c_{sf} - 1,
\end{align*}
\] (4b)

\[
\sum_{l} \delta_{ijdf} \leq T_{ij}, \\
r_{sf} \leq k_{sf}, \quad r_{sf} \leq c_{sf}, \quad r_{sf} \geq k_{sf} + c_{sf} - 1,
\] (4c)

\[
A_{ijf} = \begin{cases} 
  s_f (l_{ij} + q_i n_j) & \text{if } i \neq j \\
  s_f n_j & \text{otherwise}
\end{cases}
\] (5)

The binary integer program (4) to be solved for the RNNA caching policy contains a total of \((V + 2V^2 + 2V^3)F\) binary variables, \((3V + 2V^2)F\) equality constraints, and \(((1 + V + 2V^2 + 2V^3)F + V^2 + V)\) inequality constraints. If each content has approximately equal size, then the constraint matrix in (4) is a network matrix. As such, (4) is a unimodular linear program and can be solved with polynomial time complexity using interior-point numerical methods [31]. Although YouTube content is not of equal size, it can be broken into equal sized blocks. The reason is that typically YouTube content is of duration between 30 seconds to 5 minutes, with a user attention span of approximately 90 seconds [32]. Therefore, if each YouTube video is broken into 30 second intervals, then the decision of where to cache these video blocks throughout the network can be solved in polynomial time using the optimization problem (4).

Though the RNNA caching policy (4) uses the LTE network parameters, popularity of content, and content transfer protocols, it does not account for the uncertainty associated with estimating the request count \(y_{vf}\) for content \(f\) at node \(v\). Therefore, we can not control how to account for the risk associated with any given caching decision. Here the risk can be viewed as a measure of the worst case content retrieval delay that results from a given caching decision.

### 4.3 Conditional Value-at-Risk (CVaR) and Content Retrieval Delay Minimization

The two risk-averse caching policies RA and RANA both use the coherent CVaR risk measure to account for the uncertainty associated with predicting the content requests. Here, we precisely define the CVaR risk measure and how it accounts for the uncertainty associated with predicting the content requests.

Let \(D\) be a random variable that denotes the total content retrieval delay in a time-interval \([t, t + \Delta T]\). Realizations of the total content retrieval delay are defined by \(d\) (2). The ability to compare random outcomes of \(D\) based on the confidence \(\alpha \in [0,1]\) is crucial for accounting for the risk associated with the uncertainty of estimating \(y_{vf}\) when performing caching decisions.

How can we estimate the total content retrieval delay \(D\) for a given confidence level \(\alpha \in [0,1]\) (where \(\alpha = 1\) is completely risk-averse, and \(\alpha = 0\) is risk-neutral)? One possibility is to use the Value-at-Risk (VaR) risk measure

\[
\text{VaR}_\alpha (D) = \min \{d \in \mathbb{R} : F_D (d) \geq \alpha \}
\] (6)

where \(F_D (d)\) is the cumulative distribution function of \(D\). Classically, \(\text{VaR}_\alpha (D)\) was a popular method to estimate risk, however, it has several limitations [17], [18]. First, \(\text{VaR}_\alpha (D)\) is difficult to optimize as it is non-convex and is a non-coherent measure of risk as it fails the sub-additive condition. Second, \(\text{VaR}_\alpha (D)\) does not account for the properties of the distribution \(F_D (d)\) beyond the threshold \(\text{VaR}_\alpha (D)\).

To account for the uncertainty of estimating \(y_{vf}\) for computing \(D\), we use the CVaR measure [17], [18] which is a coherent risk measure. That is, CVaR satisfies the following properties: it is positive homogeneous, sub-additive, monotonic, translation invariant with respect to first order stochastic dominance, and monotonic with respect to second order stochastic dominance. CVaR is the expected total...
delay given that we are in the $\alpha \in [0, 1]$ confidence interval of the cumulative distribution $F_D(d)$. Formally, CVaR is given by

$$\text{CVaR}_\alpha(D) = E[D|D \geq \text{VaR}_\alpha(D)] = \frac{1}{1 - \alpha} \int \text{VaR}_\beta(D) \, d\beta. \tag{7}$$

where $E_D$ denotes the expectation with respect to the random variable $D$ that represents the content retrieval delay. As seen from (7), CVaR$_\alpha(D)$ can be interpreted as the conditional expectation of $D$ where the expectation is evaluated on the $\alpha$-confidence portion of the tail distribution $F_D(d)$. If $\alpha = 0$, then CVaR$_\alpha(D) = E[D]$ is the expected value of $D$, and if $\alpha \to 1$, then CVaR$_\alpha(D) = \max\{D\}$ gives the maximum value of $D$.

Given the CVaR risk measure (7), to minimize the total content retrieval delay in a time-interval $[t, t+\Delta T]$ for a confidence level $\alpha$ requires solving the following optimization problem

$$C^* \in \arg \min_{z \in Z} \{\text{CVaR}_\alpha(D)\}. \tag{8}$$

where $z$ are the decision variables that affect the total content retrieval delay $D$, and $Z$ are the associated constraints on the decision variables. $C^*$ in (8) is the associated caching decision that minimizes the total content retrieval delay with a confidence of $\alpha$. If $\alpha = 0$ in (8), then (8) is equivalent to the risk-neutral caching policies discussed in Sec.4.1 and Sec.4.2. Here, we are interested in risk-averse caching policies for evaluating (8) where $\alpha \in (0, 1)$.

The evaluation of (8) for general $\alpha \in (0, 1]$ is non-trivial as it requires an analytical expression for the cumulative distribution function $F_D(d)$ which is unknown. Recall that the random variable $D$ representing the total content retrieval delay in the time-interval $[t, t+\Delta T]$ which depends on the LTE network parameters, popularity of content, content transfer protocols, and the uncertainty associated with estimating the request count $y_{vf}$ for content $f$ at node $v$. Using Theorem 2 in [17], the optimization problem (8) can be represented by

$$C^* \in \arg \min_{z \in Z, c \in R} \left\{c + \frac{1}{1 - \alpha} E_D[\max\{0, D - c\}]\right\} \tag{9}$$

where the expectation is taken with respect to the random variable $D$. Though the distribution $F_D(d)$ is unknown, if the distribution of the content requests $F_{Y_{vf}}(y_{vf})$ at node $v \in V$ is known, then the objective function (9) can be approximated using Monte-Carlo integration techniques. That is, the expectation $E_D[\cdot]$ in (9) is estimated using $K$ independent and identically distributed samples of the content requests $y_{vf}$ generated from the distribution $F_{Y_{vf}}(y_{vf})$. Additionally, the non-smooth operator $\max\{\cdot\}$ in the objective function (9) can be removed by introduced auxiliary parameters $\xi_k$. The approximate solution to (9) can be computed by solving:

$$C^* \in \arg \min_{z \in Z, c \in R} \left\{c + \frac{1}{K(1 - \alpha)} \sum_{\xi_k=1}^{K} \xi_k\right\} \tag{10}$$

s.t. $\xi_k \geq D(z, \hat{y}_{vf}k) - c$  
$\hat{y}_{vf}k \sim F_{Y_{vf}}(y_{vf})$ for $v \in V$, $f \in F$

where $\hat{y}_{vf}k$ represents the generated sample of the content requests for content $f$ at node $v$ for sample $k$.

The optimization problem (10) provides the basis for constructing the risk-averse static caching policies in this paper.

### 4.4 Risk-Averse (RA) Static Caching Policy

Here we construct a risk-averse (RA) static caching policy that accounts for the uncertainty associated with predicting the content requests $y_{vf}$ for content $f$ at node $v$. The caching method RA is a generalization of the caching method RN in Sec.4.1 that does not account for the uncertainty associated with estimating the content requests.

Given the conditional density function $F_{Y_{vf}}(y_{vf})$ of content requests, the CVaR optimization problem (10), and using the constraints in the popularity based caching method (3), the RA caching policy is defined by

$$c_v^* \in \arg \min_{c_{vf}, c} \left\{c + \frac{1}{K(1 - \alpha)} \sum_{\xi_k=1}^{K} \xi_k\right\} \tag{11}$$

s.t. $c_{vf} \in [0, 1], c \in R,$  
$\xi_k \geq \sum_{f=1}^{V} \sum_{v \in F} \hat{y}_{vf}k(1 - c_{vf}) - c,$  
$\hat{y}_{vf}k \sim F_{Y_{vf}}(y_{vf})$,  
$\eta_k \geq 0,$  
$s_{f}c_{vf} \leq S_{vf}, \tag{11b}$

where $C^* \in [0, 1]^{V \times F}$. The parameter $K$ in (11) is the total number of the content requests generated from the distributions $F_{Y_{vf}}(y_{vf})$ for $v \in V$ and $f \in F$. Additionally, the parameter $c$ in (11) represents the estimated Value-at-Risk (VaR) of the total content delay for a confidence $\alpha$, and $\alpha \in (0, 1]$ is the confidence level.

The RA caching policy (11) is a mixed integer linear program that contains $2K + V$ inequality constraints, $FV$ binary variables, $K + 1$ real variables, and requires the generation of $VFK$ samples from the distributions $F_{Y_{vf}}(y_{vf})$. The complexity of (11) is NP-hard, however several numerical methods exist which can be used to evaluate (11) including: Branch-and-bound, cutting planes, branch-and-cut, and branch-and-price [33], [34]. The selection of the number of samples $K$ to use is still an open research problem. However, we found that a reasonable performance is achieved using $K = 10,000$ samples.

Though RA caching policy (11) accounts for the uncertainty associated with predicting the number of requests, it neglects the LTE network parameters (network bandwidth, load at the nodes, request-queue-time, content cached at other nodes), the network-layer protocol, and the link-layer protocol of the LTE network.

### 4.5 Risk-Averse and Network-Aware (RANA) Caching Policy

Here we construct RANA caching policy that accounts for the uncertainty associated with predicting the number of
requests, LTE network parameters (network bandwidth, load at the nodes, request-queue-time, content cached at other nodes), the network-layer protocol, and the link-layer protocol of LTE network.

Given the conditional density function \( F_{Y_f}(y_{ef}) \) of content requests, the CVaR optimization problem (10), and using the constraints in (4), the RANA caching policy is given by

\[
C^* \in \arg \min_{C,k,\delta,\varepsilon} \left\{ c + \frac{1}{K(1 - \alpha)} \sum_{k=1}^{K} \xi_k \right\} \tag{12}
\]

s.t. \( c_{sf} \in [0, 1], \quad k_{sdf} \in [0, 1], \quad \delta_{sf} \in [0, 1], \quad r_{sdf} \in [0, 1], \quad T_{ij} \in \mathbb{Z}_+, \quad c \in \mathbb{R}, \)

\[
\xi_k \geq \sum_{f=1}^{F} \sum_{d \in \mathcal{V}_d} \sum_{i,j \in \mathcal{V}} \delta_{sdf} A_{ijf} \delta_{ijf} - c,
\]

\[
\sum_{i \in \mathcal{V}} \delta_{sdf} - \delta_{sdf} = k_{sdf}, \quad \sum_{i \in \mathcal{V}} \delta_{sidf} - \delta_{iddf} = -1,
\]

\[
1 \{b_{ij} = 0\} + \delta_{ijf} \leq 1, \quad \sum_{f=1}^{V} \sum_{s=1}^{V} c_{sf} \leq S, \quad \sum_{s=1}^{V} k_{sdf} = 1, \quad \sum_{s=1}^{V} r_{sdf} = 1,
\]

\[
\sum_{f=1}^{F} \sum_{d \in \mathcal{V}_d} \delta_{ijf} \leq T_{ij} \tag{12a}
\]

\[
r_{sdf} \leq k_{sdf}, \quad r_{sdf} \leq c_{sf}, \quad r_{sdf} \geq k_{sdf} + c_{sf} - 1, \quad \forall s \in \mathcal{V}, \quad \forall d \in \mathcal{V}_d, \quad \forall f \in \mathcal{F}, \quad k \in \{1, \ldots, K\}.
\]

A description of each of the constraints in (12) is provided below (4). Note that the RANA caching policy (12) is equivalent to the RNNA caching policy (4) if we do not account for the uncertainty associated with predicting the number of requests for content \( f \in \mathcal{F} \) at node \( v \in \mathcal{V} \)–that is, we set \( \alpha = 0 \) in (12).

The mixed integer linear program (12) contains a total of \((V + 2V^2 + V^3)F\) binary variables, \((2K + 1)\) real variables, \((3V + V^2)F\) equality constraints, and \((1 + V + 2V^2 + V^3)F + V^2 + V + 2K + 1\) inequality constraints. As discussed in Sec.4.4, several numerical methods can be used to evaluate \( C^* \) in (12) for typical femtocell networks that contain up to \( V = 10 \) wireless nodes and \( F = 1000 \) content.

**Summary:** In this section we constructed four static caching policies, namely, RN in (3), RNNA in (4), RA in (11), and RANA in (12). The RNNA caching policy accounts for content requests, cache size, bandwidth, load, and content routing, only requires the solution to a unimodular linear program. The unique feature of the risk-averse caching policies RA and RANA compared to RN and RNNA is that they use a coherent risk measure to account for the uncertainty associated with predicting the content requests. The network operator can use confidence level \( \alpha \in (0, 1) \) in the RA and RANA methods to select the level of risk when performing a caching decision. For example, setting \( \alpha = 1 \) leads to minimizing the maximum possible content retrieval delay in the network for RA and RANA methods.

To evaluate the caching decision using RA or RANA requires a conformal prediction of the content requests–that is, an estimate of the cumulative distribution function of the content requests. In Sec.5 we provide a conformal prediction algorithm for constructing the cumulative distribution function of the requests.

### 5 Content Request Cumulative Distribution Function Forecasting

The risk-neutral and risk-averse static caching policies constructed in Sec.4 require a point estimate \( y_{ef} \) or cumulative distribution function estimate \( F_{Y_f}(y_{ef}) \) of the request count \( y_{ef} \) for content \( f \in \mathcal{F} \) at node \( v \in \mathcal{V} \). In this section we construct a conformal prediction algorithm to estimate \( F_{Y_f}(y_{ef}) \) given the dataset \( D(T) \) in (1). The key idea of the conformal prediction algorithm is to use discriminant analysis to perform coarse-grained prediction of the content requests. Then a feed-forward neural network is used to perform fine-grained request estimation. For both the coarse-grained and fine-grained request estimates, the prediction interval of each is denoted by \( P(g|x_f) \) and \( F_{Y_f}(y_{gf}|x_f) \) respectively where \( g \in \mathcal{G} \) represents the group association, and \( Y_f \) is the random variable representing the number of requests for content \( f \in \mathcal{F} \). Using the total-law of probability the cumulative distribution function of the content requests is

\[
F_{Y_f}(y_{gf}|x_f) = \sum_{g=1}^{G} F_{Y_f}(y_{gf}|x_f) P(g|x_f). \tag{13}
\]

for content \( f \in \mathcal{F} \). Below we present the coarse-grained and fine-grained request prediction methods, and the density forecasting algorithm to evaluate (13).

#### 5.1 Content Group Association Classifier

Given the dataset \( D(T) \) in (1), the goal is to construct a classifier that can assign content \( f \in \mathcal{F} \) to a particular group \( g \in \mathcal{G} \) and provide a confidence estimate of the group association. That is, we desire a classifier which learns the conditional probability mass function \( P(g|x) \) of group association.

The elements of the content features \( x_f \) are commonly constrained to intervals on the real line. For example, for YouTube videos, the number of subscribers to the user that uploaded the video must be a positive number and the minimum length of a video is 1 second (15 seconds if a ads are present). Let us assume that the feature vector \( x \) is a random variable which has a conditional probability density function given by a doubly truncated multivariate normal distribution

\[
p(x|g) = \mathcal{N}(\mu_g, \mu_g^+, \mu_g^-, \Sigma_g) \tag{14}
\]

\[
\propto \exp \left( -\frac{1}{2} (x - \mu_g)\Sigma_g^{-1}(x - \mu_g) \right) 1 \{\mu_g^- \leq x \leq \mu_g^+\}.
\]

In (14), \( \mu_g \) is the mean vector of features in group \( g \in \mathcal{G} \), \( \mu_g^- \) is the minimum value of the content features in group \( g \), \( \mu_g^+ \) is the maximum value of the content features in group \( g \), and \( \Sigma_g \) is the covariance matrix of the features in group \( g \). If the mean \( \mu_g \), lower and upper limits \( (\mu_g^- \text{ and } \mu_g^+) \) on the feature
vector, and covariance matrix $\Sigma_g$ are known for each group $g \in G$, and the prior probability of group association is $P(g)$, then the probability of content $f \in F$ being associated with group $g \in G$ is

$$P(g|f) = \frac{P(f|g)P(g)}{\sum_{g' \in G} P(f|g')P(g')}.$$  

(15)

The prior probability $P(g)$ of group association can either be set to an uninformative prior (i.e., $P(g) = 1/G$), or to the population average with $P(g) = n_g/F$ where $n_g$ is the number of content in $F$ that are associated with group $g \in G$.

Given the dataset $D(T)$ in (1), how can the parameters $\mu_g, \mu_g^+, \mu_g^-, \Sigma_g$ in (14) be estimated? If $\mu_g^- = -\infty$ and $\mu_g^+ = +\infty$ (the feature vector $x$ is unconstrained), then classical discriminant analysis methods can be used to estimate $\mu_g$ and $\Sigma_g$. These include Linear Discriminant Analysis, Factor-Based Linear Discriminant Analysis, Maximum Uncertainty Linear Discriminant Analysis, and Regularized Discriminant Analysis [35]. Typically, the content features $x$ are contained on an interval of the real line such that $-\infty < \mu_g^- < +\infty$. Given $\mu_g^-$ and $\Sigma_g$, the estimate of the mean $\mu_g$ and covariance $\Sigma_g$ can be computed using Gibbs sampling, maximum likelihood estimation, and generalized method of moments [36]. Here use the maximum likelihood estimation method to estimate $\mu_g$ and $\Sigma_g$ using the Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm with box constraints to account for the limits of the feature vector $x$.

5.2 Risk-Averse Feed-forward Neural Network for Predicting Content Requests

In this section we construct the risk sensitive extreme learning machine (RSELM) that combines the benefits of the extreme learning machine with a risk-aware training method to predict content requests. The RSELM is comprised of a single-layer feed-forward neural network trained using a stochastic optimization algorithm that dynamically adjusts the number of neurons and weights to minimize the risk of overfitting with a confidence level $\alpha \in (0, 1)$.

5.2.1 Classic Extreme Learning Machine

Given the dataset $D(T)$ in (1), the goal is to construct a method to estimate the functional relationship between the content features $x_f$ and the associated request count $y_f(t)$. A single-layer feed-forward neural network can be used to relate the content features $x_f$ to the requests $y_f(t)$. Denoting $\hat{y}_f(t)$ as the estimated request count given $x_f$, the feed-forward neural network is given by

$$y_f(t) = \sum_{i=1}^L \beta_i h_i(x_f; \theta_i) = \beta^T h(x_f)$$  

(16)

with $\beta = [\beta_1, \beta_2, \ldots, \beta_L]^T$ are the weights of each neuron, and $h(x_f) = [h_1(x_f; \theta_1), \ldots, h_L(x_f; \theta_L)]^T$ the associated transfer function of each neuron. Popular transfer functions include the sigmoid, hyperbolic tangent, and Gaussian but any non-linear piecewise continuous function can be utilized. The neuron weights $\beta_i$ and $\theta_i$ in (16) are computed from the solution to

$$\theta^*, \beta^* \in \arg \min \left\{ \sum_{f=1}^F (y_f(t) - \hat{y}_f(t))^2 \right\}.$$  

(17)

For general transfer functions $h(x_f)$, (17) is a non-convex and non-linear optimization problem that is commonly solved using stochastic gradient descent, ant-colony optimization, and simulated annealing methods [37], [38], [39]. A drawback of these numerical methods for solving (17) is that they require a large number of computations to converge to the global optimal solution of (17). However, using random matrix theory, it has been shown that the parameter values at the local minima of the objective function (17) yield similar mean-square error compared to the global optimal solution of (17) [40]. Therefore, the mean-square error of the feed-forward neural network is not sensitive to the set of local minima $\{\theta^*, \beta^*\}$ is used.

Could selecting the neuron weights $\theta$ randomly, and then fitting the weights $\beta$ via least-squares minimization provide a reasonable approximation to the solution of (17)? Since the mean-squared error of the feed-forward neural network is not sensitive to which local minima of (17) are used, it is reasonable to postulate that randomly selecting $\theta$ and then fitting $\beta$ will produce a reasonable solution. This is the main idea behind the extreme learning machine (ELM) proposed in [41]. For fixed number of neurons $L$, the ELM selects the parameters $\theta$ and $\beta$ in two steps. First, the hidden layer parameters $\theta$ are randomly initialized. Any continuous probability distribution can be used to initialize the parameters $\theta$. Second, $\beta$ is selected to minimize the mean-square error between the model output and the measured output from the dataset $D(T)$ in (1).

$$\theta^* \sim \mathcal{N}(0, 1)$$

$$\beta^* = H(X; \theta^*)^+ Y$$  

(18)

where $\mathcal{N}(0, 1)$ is the multivariate normal distribution with unit variance, $H(X; \theta^*)$ is the hidden-layer output matrix with entries $H_{i}(X; \theta) = h_{i}(x_f; \theta_i)$ for $i = 1, \ldots, L$ and $f \in F$, $H^+$ denotes the Moore-Penrose generalized inverse of $H$, and $Y = [y_1, \ldots, y_F]^T$. Several efficient methods can be used to compute $\beta^*$, for example Gaussian elimination. The major benefit of using the ELM, (16) and (18), is that the training only requires the random generation of the parameters $\theta^*$, and $\beta^*$ is computed as the solution of a set of linear equations.

The ELM satisfies the universal approximation condition [42], can be implemented in parallel [43] which is important for online implementation [44]. In addition ELM can be trained sequentially for large datasets or as new training data becomes available [45], [46], and can be efficiently implemented on field-programmable gate array devices as well as complex programmable logic devices [47]. A limitation with the ELM is that it can not be used to select the number of neurons $L$ while minimizing the risk of overfitting the dataset $D(T)$ in (1).

5.2.2 Regularized Extreme Learning Machine

Here we construct the regularized extreme learning machine (RELM) which is a generalization of the ELM that minimizes
the risk of overfitting with a confidence level \( \alpha \in (0, 1) \). For example, given the dataset \( D(T) \) in (1) and setting \( \alpha = 1 \), the RELM selects the parameters \( \theta, \beta, L \) in (16) to minimize the mean-square generalization error between the actual and predicted content requests. The RELM is equivalent to the ELM if we do not account for risk—that is, we set \( \alpha = 0 \).

The RELM is trained by solving the following optimization problem (we discuss the motivation below):

\[
L^* \in \arg \min_{L \in \mathbb{Z}^+, \epsilon \in \mathbb{R}} \left\{ c + \frac{1}{K(1-\alpha)} \sum_{k=1}^{K} z_k \right\}
\]

\[
s.t. \quad z_k \geq \frac{1}{(1-\gamma)F} ||H(\bar{X}_k, \theta_k)\beta_k - Y_k||_2^2 - c
\]

\[
X_k, \bar{X}_k, Y_k \sim FY(D(T), \gamma)
\]

\[
\theta_k \sim N(0, 1), \quad \beta_k = [\eta(L)H(X_k; \theta_k)]^T Y_k
\]

\[
z_k \geq 0, \quad L \leq L_{max}, \quad \text{for } k \in \{1, \ldots, K\}. \tag{19e}
\]

In (19), \( N(0,1) \) is the multivariate normal distribution, \( FY(D, \gamma) \) is the Fisher-Yates random permutation which is used to partition the data \( D(T) \) into complementary subsets of training data \( (X_k, Y_k) \) and validation data \( (\bar{X}_k, \bar{Y}_k) \) where \( \gamma \in (0,1) \) denotes the percentage of data used for training, and \( \eta(L) \) is a diagonal matrix with elements

\[
\eta_{ii}(L) = \begin{cases} 1 & \text{if } i \leq L \\ 0 & \text{otherwise.} \end{cases}
\]

The parameter \( L_{max} \) is the maximum number of neurons in the RELM, and \( K \) is the number of samples used to estimate the cumulative distribution function of the mean-square error of the feed-forward neural network.

The objective function in (19) represents the CVaR of the mean-square generalization error of the ELMs with \( L \) neurons for a confidence level \( \alpha \). The mean-square generalization error of each ELM is evaluated using

\[
\frac{1}{(1-\gamma)F} ||H(\bar{X}_k, \theta_k)\beta_k - Y_k||_2^2
\]

defined in constraint (19a). The constraint (19b) is used to generate the training \( (X_k, Y_k) \) and testing \( (\bar{X}_k, \bar{Y}_k) \) data for each of the \( k \in \{1, \ldots, K\} \) ELMs. The constraint (19c) is used to generate the neuron transfer function weights \( \theta_k \). The transfer function weights \( \theta_k \) and the training data \( (X_k, Y_k) \), constraint (19d) is used to construct the neuron weights \( \beta_k \) of each ELM. The final constraint (19e) defines the maximum number of possible neurons \( L_{max} \) and the number of ELMs \( K \) generated to evaluate the CVaR risk measure. The selection of \( L_{max} \) and \( K \) is important to restrict the computational resources used to train and evaluate the RELM. The final result of the RELM (19) is the optimal number of neurons \( L^* \) of use for predicting the content requests while minimizing the risk of overfitting the training data with a confidence level \( \alpha \). Given \( L^* \), the ELM weights \( \theta, \beta \) can be constructed using equation (18).

**Discussion of (19):** Solving the mixed integer nonlinear program (19) is equivalent to optimally selecting the number of neurons \( L \) to minimize the risk of overfitting the dataset \( D(T) \). The training method in (19) dynamically adjusts the number of neurons \( L \) based on the available training data in \( D(T) \). Typically, as the number of observations in \( D(T) \) increases, the number of neurons in the RELM will also increase. The solution to (19) can be computed in polynomial time by solving (19) for \( L = 1, \ldots, L_{max} \) independently, and then selecting the solution that minimizes the objective function in (19).

### 5.3 Conformal Prediction Algorithm for Content Requests

In this section we construct the conformal prediction algorithm to estimate the cumulative distribution function \( F_Y(y_f|x_f) \) of the number of requests for content \( f \in \mathcal{F} \) given the content features \( x_f \).

A schematic of the conformal prediction algorithm is provided in Fig.3. The algorithm is comprised of an offline training stage, and an online stage to evaluate the requests for new content. In the offline stage the dataset \( D(T) \) in (1) is used to train the group association classifier defined in Sec.5.1, and the RELM defined in Sec.5.2. Then, using the dataset

\[
\hat{D}(T) = \{(x_f, g_f(t), y_f(t), \bar{y}_f(t)) : v \in \mathcal{V}, f \in \mathcal{F}, t \in [0, T]\}, \tag{21}
\]

the set of prediction errors \( \{\hat{e}_i(g)\} \), where \( \hat{e}_i(g) = \hat{y}_i(g, x_f) - y_f \) for each content \( i \in \mathcal{F} \) associated with group \( g \in \mathcal{G} \) is constructed. The trained parameters from the offline stage are then used in the online stage to estimate the request count of the content. In the online stage, when a new content with features \( x_o \) is received, the group association classifier is used to compute the group association probabilities \( P(g|x_o) \). Then the RELM is used to estimate the number of requests \( \hat{y}_f(x_o, g) \) for the content \( f \). The group association probabilities and predicted number of requests from the RELM are then sent to the conformal prediction block which outputs the conformal prediction \( F_Y(y_o|x_o) \).

![Fig. 3. Schematic of the conformal prediction algorithm.](image-url)
in the predicted and actual number of requests. The error \( \varepsilon_f(g) \) accounts for the errors associated with the parametric structure of the RELM, the parameters of the RELM, and the errors that may be contained in the feature vector \( x_f \). The random variables \( \varepsilon_f(g) \) are assumed independent and identically distributed. Then, given the dataset \( \mathcal{D} \), the empirical cdf of the random variable \( y_f \) is

\[
F_Y(y_f|g, x_f) = \frac{1}{n_g} \sum_{i=1}^{n_g} \mathbf{1}\{\varepsilon_i(g) \leq y_f - \hat{y}_f(g, x_f)\}
\]

(23)

where \( n_g \) is the total number of contents in group \( g \in \mathcal{G} \) and \( \mathbf{1}\{\cdot\} \) is the indicator function.

Substituting (23) into (24) gives the conformal prediction of the content request \( f \in \mathcal{F} \). Formally, the empirical conditional distribution function of the number of requests for content \( f \in \mathcal{F} \) is

\[
\hat{F}_Y(y_f|x_f) = \sum_{g=1}^{G} \hat{F}_Y(y_f|g, x_f)P(g|x_f)
\]

(24)

where \( P(g|x_f) \) is the conditional probability of content \( f \) belonging to group \( g \in \mathcal{G} \) from the discriminant analysis classifier.

**Summary:** In this section we constructed a conformal prediction algorithm, illustrated in Fig. 3, for content requests. The conformal prediction algorithm is comprised of an offline learning stage in which content request and features are used to select the doubly-truncated multivariate normal distribution parameters for group association estimation, and train the RELM for constructing point estimates of the content requests. For new content, the output of the trained group classifier and RELM are used to construct the conformal prediction of the content requests. This conformal prediction is used with the risk-averse caching methods in Sec.4.4 and 4.5 to optimally cache content in the LTE network.

6 **Numerical Evaluation of the Conformal Prediction Algorithm and Coherent Risk Minimization Caching Policies for YouTube Content**

In this section we evaluate the performance of the conformal prediction algorithm and four static caching policies (RN, RNNA, RA, RANA) presented in Sec.4 using real-world YouTube datasets. The results show that a 6% reduction in the average delay can be achieved if the uncertainty of the content requests is accounted for, and a 60% reduction in average delay is achieved if both the uncertainty and femtocell routing protocol are accounted for compared to the risk-neutral caching policy that neglects the routing protocol. These results illustrate the importance of both accounting for the risk associated with estimating content requests and accounting for the routing protocol used to transfer content throughout the network.

6.1 **LTE Network Parameters and YouTube Dataset**

To evaluate the performance of the static caching policies (RN, RNNA, RA, RANA), and the conformal prediction method illustrated in Fig.3, we construct an LTE heterogeneous network and generate user content requests based on real-world YouTube datasets.

**LTE Network Parameters:** The LTE network topology used for evaluation is illustrated in Fig.4. The LTE network is composed of a core network that is connected to base station nodes, femtocell gateway nodes, and a server which contains all the content \( \mathcal{F} \) that can be requested by users. The content server and the core network communicate via the wide area network. The latency in the wide area network is typically in the range of 10 ms to 100 ms depending on the distance and the number of hops between the server and the core network [48], [49]. The core network, base station, and gateway nodes communicate with one another via an intra-network communication link with link capacity values in the range of 500 Mbps to 1 Gbps. Finally, the femtocell access points are connected to the gateway nodes via heterogeneous backhaul links with link capacity values in the range of 100 Mbps to 500 Mbps.

In the LTE network illustrated in Fig.4, user requests are only received by the femtocell access points and the base station nodes. Each requested video content has a size of \( s_f = 200 \) MB. The femtocell access points, base station, and gateway have a cache size of 500 GB (approximately 10% of the entire content library), and the core network node has a cache size of 1 TB (approximately 20% of the entire content library). For each node, 90% of the cache storage is used for static caching, and the remaining is used for dynamic caching. The dynamic cache segment of each node is controlled using the Least-Recently-Used (LRU) replacement method discussed in [50]. Given the cache size, link capacity between the nodes, processing delay, propagation delay, number of hops between nodes, packet size, and the topology in the LTE network in Fig.4, the edge weight parameter \( A_{ij\mathcal{G}} \) (5) between node \( i \) and node \( j \) is evaluated using the ndnSIM 2.0 NS-3 base simulator [51]. ndnSIM allows a video content \( f \) to be addressable and routable inside the network [52]. For the network-layer protocol, ndnSIM’s NDN stack is used while point-to-point communication is considered as the link layer protocol. In ndnSIM, the femtocell access points and base station are defined as the Consumer node. We implement a new consumer application method for the Consumer node to generate content requests according to the YouTube datasets. All the nodes having cache storage are considered as the Producer node which can satisfy content requests generated by the Consumer nodes. The ndnSIM Best Route is used to forward content requests to neighbouring nodes until the content is retrieved—this is equivalent to the shortest-path routing algorithm. Finally, the ndnSIM Application-level trace helper is used to compute the edge weight \( A_{ij\mathcal{G}} \) (5) between node \( i \) and node \( j \) for content \( f \). We set \( T_{ij} = 16 \) in equation (4c) and in equation (12a).

**YouTube Dataset:** The real-world YouTube dataset was collected using the YouTube API between the years 2013 to 2015 and consists of 25,000 YouTube videos. The dataset is comprised of videos from 17 YouTube categories including “Gaming” (44% of videos), “Entertainment” (40% of videos), “Music” (5% of videos), and “Education” (2% of videos). Note that gaming and entertainment are among the most popular video categories on YouTube. The video requests range from \( 10^2 \) to above \( 10^7 \). Therefore, to prevent the
The ELM algorithm from biasing its prediction to only the videos with the highest requests, we apply a log transform to the requests such that the range is in 2 to 7. All the content features are scaled to satisfy \( x(m) \in [0,1] \) for \( m \in \{1,...,M\} \). We use 11,747 video content to construct the training dataset \( D = \{(x_f,g_f,y_f) : f \in F\} \). The remaining videos are used to test the performance of the conformal prediction algorithm. In total there are \( G = 3 \) groups in the dataset, where group \( g = 1 \) is associated with videos with less than 100 requests, \( g = 2 \) with videos with requests in the range of 100 to 30,000 requests, and \( g = 3 \) videos that have more than 30,000 requests. For testing the performance of the discriminant analysis classifier, extreme learning machines, and coherent risk-minimization algorithms, we use the dataset \( \bar{D} \) which is comprised of 13,253 videos. The number of requests for each video content is identical at each of the femtocell access points and base station.

As a preliminary step, the YouTube videos are clustered based on their associated category. The content requests of cluster \( c \in C \) at node \( v \) is:

\[
y_c^v = \sum_{f \in F^c} y_f^v,
\]

where \( F^c \subseteq F \). Given the content requests per cluster, the caching methods presented in this paper optimally cache each category of content in the network. We use the top 10 most popular YouTube categories to compute the performance metrics of the caching policies. To evaluate the delay of the risk-averse caching policies a method is required to generate user request that is consistent with the YouTube dataset \( D \).

Content Request vector: We discretize time into a total of \( K_t \) time slots, where for each time-slot a content request is received. We construct content popularity distribution using dataset \( D \) where \( P_f^v \) denotes the probability of content \( f \) being requested at node \( v \) and \( P_f^v \sim y_f^v \). Let \( r^v \) denote the content request vector with elements \( r^v(k) \in F \) that define the content \( f \) being requested time \( k \) at node \( v \). The content request vector satisfies the condition

\[
\sum_{k=1}^{K_t} 1\{r^v(k) = f\} \sim P_f^v \quad \forall f \in F.
\]

To construct the content request vector we randomly generate a total of \( K_t = 20,000 \) content requests in \( r^v \) such that (26) is satisfied. The estimated delay for a given caching decision is computed by evaluating the total delay associated with the content requests from the request vector \( r^v \) at each of the \( v \) nodes.

### 6.2 Conformal Prediction Algorithm for YouTube Content

In this section the performance of the conformal prediction algorithm presented in Sec.5, and illustrated in Fig. 3, is evaluated using real-world YouTube datasets. This includes the performance of the discriminant analysis classifier, extreme learning machines, and the conformal prediction for video content requests.

From Fig. 3, the first step in the conformal prediction algorithm is the offline stage in which the parameters of the group association classifier \( (\mu_g, \Sigma_g) \) are selected, the extreme learning machines are trained for each group \( (\beta_x, \mu_g, L_g) \), and the parameters \( \varepsilon(g) \) in (23) are estimated using the training dataset \( D \). The performance of the group classifier is evaluated using the true positive rate (TPR) and true negative rate (TNR), and the extreme learning machines using CVaR of \( \varepsilon^2 \) for an \( \alpha = 0.95 \). The results are provided in Table 2 where the parameter \( n_g \) is the total number of content in each of the groups \( g \in G \).

To construct the conformal prediction (24) requires an estimate of the prediction errors \( \varepsilon_i(g) \) in (23). Alternatively, we can construct an estimate of \( F_{\varepsilon}\left(y_f|g,x_f\right) \) using the empirical cumulative distribution function \( F_{\varepsilon}\left(y_f|g\right) \) of the random variables \( \varepsilon \). Fig. 5 illustrates the computed group empirical cumulative distribution function \( F_{\varepsilon}\left(y_f|g\right) \) of the error of the ELM associated with each group \( g \in G \). Using maximum likelihood estimation, we find that the empirical cdf \( F_{\varepsilon}\left(y_f|g\right) \) is approximately equal to the generalized ex-
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Fig. 5. Empirical cumulative distribution function of the error ε(g) in (22) for the groups g ∈ G. The gray dots indicate the empirical cumulative distribution function ̂F_E |g(ε|g ), and the black line indicates the fitted generalized extreme value distribution.

Given the parameters of the group association classifier, ELMs, and ̂F_Y (y_f|g, x_f) from the offline stage of the conformal prediction algorithm, we now evaluate the performance of the online portion of the conformal prediction algorithm for new content. The group association probability P(g|x_f) and results of the conformal prediction algorithm for new content are provided in Fig.6. The content index is ordered such that the least requested content is f = 1, and the most requested content is f = 13, 253 based on the results of the conformal prediction. As Fig.6(a) illustrates, the group association probability P(g|x_f) from the discriminant analysis classifier provides a reasonable accuracy for the probability of group association. From Fig.6(b), there are approximately 1,225 contents (indicated in black) that have predicted number of requests from the ELMs that are outside the 90% confidence interval. Equivalently, approximately 9.2% of the content requests reside outside the 90% confidence interval computed from the conformal prediction algorithm. To determine if the cumulative distribution function ̂F_Y (y_f|x_f) is consistent with observed content requests data, we use the quantile-quantile plot. The quantile-quantile plot in Fig. 7 is evaluated using the confidence interval of ̂F_Y (y_f|x_f). As seen from Fig. 7, the empirical cumulative distribution ̂F_Y (y_f|x_f) is in excellent agreement with the observed data. Therefore, ̂F_Y (y_f|x_f) provides a reasonable approximation for the actual content request distribution F_Y (y_f|x_f).

The above results indicate that the conformal prediction algorithm presented in Sec. 5, and illustrated in Fig. 3, can be used to estimate the cumulative distribution function ̂F_Y (y_f|x_f) of YouTube content requests. The estimated cumulative distribution function ̂F_Y (y_f|x_f) can then be used in the risk-averse caching policies (RA and RANA) to optimally cache content in the femtocell network. Additionally, the trained ELMs can be used for point predictions of the content requests for the risk-neutral caching policies (RN and RNN).
retrieval delay time given that the delay is greater than or equal to the VaR at $\alpha$. The selection of the parameter $\alpha \in [0,1]$ is determined by the network operator. In this section we evaluate the cumulative distribution function $F_D(d)$ to evaluate the probability that the delay $D$ is less than the threshold $d$ using the RNNA and RANA caching policies for a given confidence level $\alpha$. Given $F_D(d)$, the network operator can confidently select the confidence level $\alpha$ to guarantee that the delay does not exceed the given threshold $d_{th}$.

Fig. 8 provides the cumulative distribution function $F_D(d)$ for the content retrieval delay for confidence levels $\alpha = 0.9$ and $\alpha = 0.99$ using the RANA caching policy, and the RNNA caching policy. From Fig. 8, the RANA caching policy (12) provides better performance compared to the RNNA caching policy (4) for all delay threshold values $d$. This results as the RANA caching policy accounts for the uncertainty associated with estimating the content requests. For example, if we are interested in the probability the delay is less than the threshold $d = 50$ seconds, the RNNA policy is approximately 50%, while the RANA policies are approximately 98%. A substantial improvement in performance is obtained by accounting for the prediction error associated with the caching decisions. The associated delay of between the RANA caching policies with $\alpha = 0.99$ and $\alpha = 0.9$ are approximately equal except in the delay range of 46 seconds to 49 seconds. In this region the selection of $\alpha$ is important. For example, if $d = 48$ seconds, then the probability the delay is 50% for RANA with $\alpha = 0.99$, and 60% RANA with $\alpha = 0.9$. Therefore, if the network operator wants to minimize the probability of the delay exceeding the threshold $d_{th} = 48$ seconds, an $\alpha = 0.9$ should be selected. The reason that a larger value of $\alpha$ does not guarantee minimizing $F_D(d)$, for a specific $d$, is that as $\alpha \rightarrow 1$, the maximum delay is being minimized in (12).

6.4 Performance of the Risk-Neutral and Risk-Aware Caching Policies

In this section, we illustrate the performance of the four caching policies (RN and RNNA) in Secs.4.1, 4.2, and (RA and RANA) in Secs.4.4, 4.5. Additionally, we compare the performance of these four caching policies with the caching policy presented in [13]. The caching policy in [13] accounts for the content requests, and LTE network parameters (cache size, bandwidth, latency among nodes), however it does not account for the routing protocol used in the network or the uncertainty associated with the estimated content requests. We refer to the caching policy in [13] as the risk-neutral without routing (RNWR) caching policy.

The metric of performance we use to compare these five caching policies is the cumulative distribution function $F_D(d)$ for the content retrieval delay. To estimate $F_D(d)$, we set $K = 10,000$ and $\alpha = 0.9$, and generate 20,000 samples of the total content retrieval delay $D$. Fig. 9 illustrates empirical $F_D(d)$ from the five caching policies. The results in Fig. 9 illustrate that the RA caching policy (11) has a lower delay than the RN caching policy (3) for all possible values of $d$. That is, the delay that results from the RN caching policy illustrates a first-order stochastic dominance compared with the delay that results from the RA caching policy. Additionally, the delay that results from all the caching policies illustrate a first-order stochastic dominance compared with the RANA caching policy. The delay of the RN and RA policies are approximately twice as large as compared with the RNWR policy which accounts for the LTE network parameters but not the routing protocol used in the network. Therefore, including network parameters can substantially reduce the delay that results when performing a caching decision. Comparing the results for the RNWR, RNNA, and RANA, both the RNNA and RANA caching policies significantly reduce the content retrieval delay in the network compared with the RNWR caching policy by approximately 25%. This results as the RNNA and RANA policies both reduce the congestion of transferring content throughout the network as they account for the network routing protocol used. Finally, the RANA policy pro-
vides the lowest content retrieval delay compared with the other four policies as it accounts for the uncertainty of content requests, LTE network parameters, and the routing protocol used to transfer content throughout the network.

Fig. 9. The cumulative distribution function $F_D(d)$ of the content retrieval delay for the RN, RNNA, RA, RANA, RNWR caching policies. To evaluate $F_D(d)$ for the RA and RANA caching policies, we set $K = 10,000$ and $d = 0.9$ in (11) and (12). A total of 20,000 samples are generated for the content retrieval delay to construct the empirical cdf $F_D(d)$. The results illustrate that the delay of the RN, RNNA, RA, and RNWR policies all first-order stochastically dominate the delay associated with the RANA caching policy.

7 CONCLUSION

In this paper we designed risk-neutral and risk-averse caching policies for femtocell networks that contain femtocell access points which have limited storage capacity and low bandwidth backhaul links. The risk-averse caching policies employed the coherent Conditional Value-at-Risk (CVaR) measure to account for the uncertainty of estimating the content requests to perform the caching decisions. The CVaR risk measure is evaluated using information from the conformal prediction algorithm which constructs the cumulative distribution function of the content requests based on the content features. Using real-world datasets from YouTube and the NS-3 simulator, we demonstrate how the caching policies reduce the delay of retrieving content from femtocell networks compared with industry standard caching policies. The results show that a 6% reduction in the average delay can be achieved if the uncertainty of the content requests is accounted for, and a 60% reduction in average delay is achieved if both the uncertainty and femtocell routing protocol are accounted for compared to the risk-neutral caching that neglects the routing protocol.
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