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Abstract

Many questions in neuroscience involve understanding of the responses of large popula-
tions of neurons. However, when dealing with large-scale neural activity, interpretation
becomes difficult, and comparisons between two animals, or across different time points
becomes challenging. One major challenge that we face in modern neuroscience is that
of correspondence e.g. we do not record the exact same neurons at the exact same times.
Without some way to link two or more datasets, comparing different collections of neural
activity patterns becomes impossible. Here, we describe approaches for leveraging shared
latent structure across neural recordings to tackle this correspondence challenge. We re-
view algorithms that map two datasets into a shared space where they can be directly com-
pared, and argue that alignment is key for comparing high-dimensional neural activities
across times, subsets of neurons, and individuals.

1 Introduction
The study of brain function and cognition relies on the measurement and interpretation of
changes in the brain’s activity. Whether between states of disease and health [1], across novice-
and expert-level performance on a complex task [2], or in wakefulness versus sleep [3], we
need ways to compare neural activity patterns and draw conclusions about how two neural
recordings differ.

Historically, changes in neural activity patterns have been examined at the level of single
cells, by characterizing how the firing rate (or tuning curves) of each cell shifts across conditions
[4, 5] . However, we know that the brain consists of highly interconnected networks of neurons
[6], and thus the impact of different disease states or conditions is likely to have complex effects
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across an entire circuit. Without modeling these higher-order dependencies between neurons,
it may be impossible to model the collective impact of a given perturbation or transformation
of neural state [7, 8, 9].

At first glance, it may be tempting to attempt to compare two recordings of neural activity
by pairing off similar neurons across recordings and then comparing the changes in the activity
across these pairs. However, in many (if not most) cases we may be technically unable to do so
(as we can not generally choose which cells we record), or it may be fundamentally impossible
to do so (the brain changes over time, and different individuals might not share neurons that
are identical). The alternative is to summarize each recording in a way which is invariant to the
specific subset of neurons that are polled. Many existing approaches build invariance through the
computation of metrics that capture essential properties of the pairwise interactions between
neurons (like clustering or density of connections) [10, 11, 12], or extract a global property
of the network such as criticality [13, 14]. While these approaches can be informative when
we know the right metrics to compare across conditions, a data-driven strategy to identify
couplings across multiple units would provide an even richer multi-dimensional picture of
changes in neural circuits.

One potential approach to tackle this correspondence challenge is to first find a represen-
tation of neural activity which is more abstract than the firing of individual units, and then
compare different neural datasets through their representations (Figure 1). We can construct
suitable representations by approximating the activity of each neuron as driven by a combina-
tion of a smaller number of latent factors – signals which describe coordinated activity across
the population [15]. Once each dataset has been fitted with a latent model, we hope that when
the circuits are performing similar tasks, their latent models will agree with each other, allow-
ing them to be compared. A substantial body of evidence shows that there are many settings
in which latent factors are stable (or can be tracked) across subsets of neurons, across time,
and even individuals [16, 17, 8, 18, 19, 20, 21, 22, 23], suggesting that these models may be
a powerful tool for comparison.

The roadmap for the rest of this article is as follows: In Section 2, we discuss settings where
latent space alignment is needed to effectively compare multi-dimensional neural activities
across times, subsets of neurons, and individuals. After introducing the idea behind latent
space alignment, in Section 3, we describe and compare different approaches for aligning
neural datasets. In Section 4, we discuss the challenges that must be overcome to compare
recordings at larger scales and across more severe perturbations. Finally, in Section 5, we end
with prospective analyses and discoveries that these approaches will make possible.
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