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ABSTRACT
A key factor in the dissemination of inauthentic information

on social media is the interaction between human cogni-

tive bias and algorithmic content curation. Research shows

that some people have strong preferences for pro-attitudinal

content. These tendencies are exacerbated by social media

platforms, which often amplify low-quality content because

it generates high levels of engagement among like-minded

audiences. We propose using audience diversity as a quality

signal to address this problem. To demonstrate the potential

value of this approach, we combine a comprehensive dataset

of news source reliability ratings compiled by domain experts

with the web browsing histories from samples of U.S.-based

Internet users. Our results indicate that partisan audience

diversity is a potentially useful signal of higher journalis-

tic standards. These results suggest that platforms should

consider incorporating audience diversity into algorithmic

ranking decisions.
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1 INTRODUCTION
Search and recommendation algorithms shape the informa-

tion that people see online. Conversely, the online activity of

both producers and consumers of political news affects the

design and evolution of algorithmic systems such as social

media platforms. Unfortunately, not enough is known about

how these processes interact or how this interaction affects

the quality of the content that is presented to the public.

A particular concern is the recent, unforeseen explosion

of inaccurate and inauthentic political information on the

feeds of the major social media platforms [11], which may be

the result of the interaction between human and algorithmic

behavior. People tend to prefer pro-attitudinal information

and to choose it when given the option, in a process that is

called selective exposure [9]. Americans’ information diets

are less affected by this tendency in practice than many

assume [6], but the people who consume the most political

news are those mostly affected by this behavior. As a result,

the news audience is far more polarized than the public as
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a whole [7]. Low-quality or false news that appeal to these

tendencies may thus generate high levels of readership or

engagement among narrow audiences online, prompting

algorithms that seek to maximize engagement to distribute

that content more widely.

Prior research indicates that recommendation algorithms

may indeed show a tendency to promote items that have

already achieved popularity [14]. This form of “popularity”

bias can in turn influence the overall quality of information

consumed by users [3, 10], perhaps even in counter-intuitive

ways [4]. In particular, news recommendation systems af-

fected by popularity bias may be particularly vulnerable to

automated amplifiers, which could exploit the inclination to

spread low quality content to like-minded audiences [16].

To counter these tendencies, social media platforms are

seeking to include signals about the quality of news produc-

ers in their content recommendation algorithms. There is a

vast literature about assessing the credibility of online con-

tent [2, 8] or the reputation of individual online users [1, 5].

Unfortunately, many of these methods are hard to scale

and/or highly sensitive to context or to the type of con-

tent being generated (e.g., wikis). As a result, they may not

easily generalize to the news domain. One approach is to

try to evaluate the quality of websites directly [19], but such

an approach is costly to scale and may fail to keep up with

new sources of information that appear on platforms. Al-

ternatively, platforms could rely on crowdsourcing. While

research shows that news consumers are generally able to

distinguish between high and low quality news sources [15],

crowdsourced signals are also vulnerable to manipulation as

well as delays in evaluating new sources.

In this work, we propose using the partisan diversity of a

website’s audience as a quality signal. This approach has two

key advantages. First, it is easy to compute at scale given that

information about the partisanship of some users is known.

In addition, it is less prone to manipulation by automated

amplifiers if one can detect inauthentic accounts [17, 18].

Both conditions are easily satisfied by social media platforms

given the wealth of user information they routinely collect.

We evaluate our proposed approach by combining two

data sources: a comprehensive data set of web traffic history

from 19,298 American citizens (collected as part of surveys of

the YouGov Pulse panel), and 3,765 credibility ratings of web
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domains by expert journalists (compiled by NewsGuard). As

a preview of our results, we first establish that the number of

pageviews that a domain receives is not associated with the

overall journalistic quality of the website — in other words,

popularity does not predict quality, which highlights the po-

tential problem with algorithmic recommendation systems.

Next, we introduce a variety of measures that operationalize

the concept of partisan diversity of a website’s audience and

show that these measures predict website quality better than

popularity. Our results suggests that partisan audience diver-

sity metrics could be a useful signal to improve the quality

of news sources on social media.

2 METHODS
To study the online behavior of humans and the quality of

the websites they visit, we bring together two sources of

data. The first is the NewsGuard News Website Reliability

Index, a list of web domain reliability ratings compiled by a

team of professional journalists and news editors. To date,

NewsGuard has rated 3,765 web domains on a 100-point scale

based on a number of journalistic criteria such as editorial

responsibility, accountability, and financial transparency.
1

NewsGuard categorizes web domains into four main groups:

“Green” domains, which have a score of 60 or more points,

are considered reliable; “Red” domains, which score less than

60 points, are considered unreliable; “Satire” domains, which

should not be regarded as news sources regardless of the

score; and “Platform” domains, like Facebook or YouTube,

which primarily host content generated by their users rather

than producing their own news. The mean reliability score

is 69.6; the distribution of scores is shown in Fig. 1.

The second data source is the YouGov Pulse panel, a sam-

ple of U.S.-based Internet users whose web traffic was col-

lected in anonymized form with their prior consent. This

traffic data was collected during seven periods between Oc-

tober 2016 and March 2019 (see Table 1). A total of 19,298

participants provided data. In addition to their web traffic

logs, participants reported their partisanship on a seven-

point scale in online surveys. We pool web traffic for each

domain that received 30 or more unique visitors and use the

self-reported partisanship of the visitors to estimate aver-

age visitor partisanship, which we refer to as partisan slant,

and audience diversity, which we estimate using different

measures described further below.

To estimate audience diversity, let us consider a generic

web domain, and let’s define as Nk the count of participants

who visited that domain and reported their political affili-

ation to be equal to k for k = 1, . . . , 7 (where 1 = strong

Democrat and 7 = strong Republican). The total number of

1
These data were current as of November 12, 2019 and do not reflect subse-

quent updates made after that time.

Figure 1: Distribution of NewsGuard scores (N = 3,765). The
red dashed line indicates the average score.

participants who visited the domain is thus N =
∑

k Nk ,

and the fraction of participants with partisanship value k
is pk = Nk/N . Let us also denote with si the partisanship
of the i-th individual. We can define audience diversity in

different ways. Here we use the following metrics:

(1) Variance: σ 2 = N −1
∑
(si − s)2, where s is average par-

tisanship;

(2) Shannon’s Entropy: S = −
∑
p(k) logp(k), which we

estimate in several ways (see below);

(3) Inverse Max-Prob: 1 −maxk {pk };
(4) Inverse Gini: 1 −G where G is the Gini coefficient of

the count distribution {Nk }k=1...7.

Shannon’s Entropy requires an estimate of p(k), the prob-
ability that a visitor has partisanship k . We use the following

approaches to estimate this quantity:

(1) Maximum Likelihood, or p(k) = pk ;
(2) Dirichlet, or p(k) = Nk+α

N+7α . This corresponds to the

mean of the posterior probability computed with a

Dirichlet prior with α = 1;

(3) Nemenman, Shafee and Bialek (NSB) approach [13]. In

this approach, a mixture of different Dirichlet priors is

employed to get a relatively unbiased prior for calcu-

lating the posterior probability of each partisan slant.

The above metrics all capture the intuitive idea that the

political diversity of the audience of a web domain will be

reflected by its distribution of traffic across different partisan

groups. They do so by considering the contribution of each

individual visitor evenly and thus can be regarded as user-

level measures of diversity. However, the volume and content

of web browsing activity is highly heterogeneous across

internet users [7, 12]. We therefore also compute equivalent

measures of audience diversity at the level of individual
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Table 1: YouGov Pulse respondent data summary.

Duration Respondents Domains Pageviews

Oct. 07, 2016 – Nov. 14, 2016 3,251 158,706 26,715,631

Oct. 25, 2017 – Nov. 21, 2017 2,100 104,513 14,247,987

Jun. 11, 2018 – Jul. 31, 2018 1,718 108,953 15,212,281

Jul. 12, 2018 – Aug. 02, 2018 2,000 74,469 9,395,659

Oct. 05, 2018 – Nov. 05, 2018 3,332 98,850 19,288,382

Nov. 12, 2018 – Jan. 16, 2019 4,907 117,510 21,093,638

Jan. 24, 2019 – Mar. 11, 2019 2,000 113,700 27,482,462

pageviews rather than the user-level metrics described above.

These measures weight repeat visitors to a web domain in

proportion to how frequently they visited it rather than

assigning the same weight to each individual.

3 RESULTS
Tomotivate our study, we first demonstrate the problemwith

algorithms prioritizing content that attracts large audiences.

To do so, we examine the relationship between audience size

and website quality in the YouGov Pulse data. Due to skew in

the audience size among domains, we analyze audience size

on a logarithmic scale. Fig. 2 shows that the amount of traffic

that a website attracts is not associated to the quality of its

journalistic practices, which we measure using NewsGuard

scores. The lack of association persists even if we separately

consider websites with predominantly Democratic or Repub-

lican audiences (details available upon request).

In contrast, we observe that sites with high levels of audi-

ence diversity tend to score higher on the NewsGuard quality

metric, whereas those with highly partisan audiences and

correspondingly low levels of diversity tend to score lower.

Fig. 3 provides a visualization of this relationship using av-

erage audience partisanship and partisan audience diversity

at the website level. In this figure and those that follow, the

diversity metric employed is the variance. It is immediately

noticeable that many of the lowest quality sites are in the

tails of the distribution due to having highly slanted audi-

ences with low levels of audience diversity. This effect is

especially pronounced on the right side of the figure, which

corresponds to the sites with largely Republican audiences.
2

We plot the diversity–quality relationship more formally

in Fig. 4, which shows that audience partisan diversity is

positively associated with news quality. This relationship

holds both at the user level (left panel) and at the pageview

2
Fig. 3 also shows that the partisan diversity of an audience relates to its

average partisanship in an inverse U-shaped pattern. This could suggest that

average audience partisanship is associated with news quality, but could

also just be a mere consequence of our use of an ordinal scale to measure

partisanship. Our focus here is audience diversity, but future work should

investigate this potential association.

Figure 2: Relationship between audience size and news qual-
ity by domain. The Pearson correlation is 0.05.

level (right panel), but is stronger at the user level (i.e., when

our results are not weighted by the number of times a web-

site is visited by a given participant). The relationship is

also stronger for sites whose average visitor identifies as a

Republican versus a Democrat.

Finally, we consider the problem of choosing the correct

operational definition of audience diversity. We repeat the

above analysis for all diversity metrics presented above and

summarize the results in Table 2. For each metric, we esti-

mate the degree of linear association with news quality using

the Pearson correlation coefficient. We also report the R2
co-

efficient of determination and the p-value of the F-statistic
as a measure of significance of the fit. Each metric is posi-

tively correlated with quality at the user level, but we find

that the relationship is strongest for variance of audience
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Figure 3: Average audience partisanship versus variance. Left panel: individual users. Right panel: weighted by pageviews.
Domains with a news quality score are shaded in blue (where darker shades equal lower scores). Domains with no score are
plotted in gray.

Figure 4: Relationship between audience partisan diversity and news quality for websites whose average visitor is a Democrat
or a Republican. Left panel: individual users. Right panel: weighted by pageviews.

partisanship. At the pageview level, however, the association

disappears for all metrics but variance, which still produces

a modest correlation.

4 DISCUSSION
These results demonstrate that diversity in audience par-

tisanship can serve as a useful signal of news quality at

the domain level. Using data on millions of pageviews from

U.S.-based Internet users, we show that the variance of par-

tisanship among all unique visitors to a website is strongly

positively associated with the scores for news quality cre-

ated by NewsGuard. These relationships are weaker for other

measures of diversity or if we weight respondent partisan-

ship by pageviews in calculating audience partisan diversity.

Finally, we observe that the diversity-quality relationship

is stronger among sites whose audiences lean Republican

compared to those whose audiences lean Democratic.

Future research should investigate the reasons why au-

dience diversity predicts news quality more poorly when

weighted by pageviews and why the strength of the re-

lationship differs between outlets with Democratic- and

Republican-leaning audiences. It is also important to evalu-

ate how strongly audience diversity predicts news quality

when accounting for total audience size, to conduct out-of-

sample tests of the predictive power of this approach, and to

go beyond the domain level to examine specific subdomains

and pages that are focused on hard news topics.

Nonetheless, these results provide promising new evi-

dence that audience partisan diversity can help platforms

identify quality websites. We also hope that this metric could

inform the evaluation of new sites and help algorithms avoid
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Table 2: Relationship between audience partisan diversity
and news quality.

Diversity metric Correlation R
2 p-value

user level

Variance 0.32 0.10 < 0.01
Entropy (Dir.) 0.21 0.04 < 0.01
Entropy (ML) 0.20 0.04 < 0.01
Entropy (NSB) 0.22 0.05 < 0.01
Inv. MaxProb 0.06 0.00 0.03

Inv. Gini 0.14 0.02 < 0.01

pageview level

Variance 0.14 0.02 < 0.01
Entropy (Dir.) -0.02 0.00 0.58

Entropy (ML) -0.02 0.00 0.62

Entropy (NSB) -0.02 0.00 0.61

Inv. MaxProb -0.04 0.00 0.14

Inv. Gini -0.03 0.00 0.26

recommending those who attract highly skewed audiences.

In this way, our approach could help to diminish the incen-

tives that encourage entrepreneurs to create untrustworthy

partisan websites in the first place.
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