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Chapter 1

INTRODUCTION

Two thirds of the earth is covered by the ocean, supplying people with natural resources such as food, oil, recreation, etc., but also causing troubles such as storms with big waves. For a long time, people have been interested in how water waves are generated, how they are transformed, and finally how they break.

Water waves are generated mainly by the wind stress or other sources such as earthquakes, ship motions, or tides. Gentle winds at first disturb the calm water from time to time, producing small capillary waves. These local disturbances quickly die away. If the winds increase in speed, ripples develop on the surface. If the wind continues, gravity waves may develop. The longer and harder the wind blows, the larger the waves that are produced.

As waves leave the generation area, they spread out by wave dispersion, with the longest-period waves traveling the fastest. Viscous damping is important to the short-period waves but has little effect on the long-period waves. Acting together, wave dispersion and viscous damping narrow the wave spectrum and change the complex sea in the generation area to regular swell waves. Nonlinear effects such as wave-wave interaction continue for a short distance outside the generation area and are important in wave energy dissipation. Once waves have
reached a regular swell condition they may travel for thousands of kilometers across the entire ocean basin with relatively little additional energy loss.

As waves feel the bottom, they undergo the transformations of shoaling, refraction, and diffraction. The wave velocity and length progressively decrease, and the height increases with decreasing water depth (shoaling). The direction of wave propagation changes with decreasing depth of water, as the crests tend to parallel the depth contours (refraction). If breakwaters or other structures block the wave propagation, wave energy is shielded by the structures, creating a shadow zone (diffraction).

As the waves undergo further shoaling, the wave train becomes a series of peaked crests separated by relatively flat troughs. Finally, the crests become oversteepened and unstable, and they break. During wave breaking, there is an energy transformation from mechanical to heat energy resulting in energy dissipation. The breaking waves propagate until they reach a stable condition, after which they propagate without breaking; otherwise, they break until they disappear.

In the following sections, we review some wave transformation models and wave breaking models with statements why this study is motivated. Finally, we describe how this study proceeds.

1.1 Review of Wave Transformation Models

Wave refraction was first studied using a ray method by O'Brien (1942) for a single wave ray and generalized by Munk and Arthur (1952) for a set of rays. Wave rays, or lines which are everywhere normal to the wave crests, are assumed to be in the direction of wave advance and energy propagation. The wave amplitude
is calculated based on the assumption that the energy does not cross the rays, and so wave shoaling is included in the ray method. The main problem in the ray method is that because diffraction is not considered, the energy becomes infinite when the rays cross. Such problems in wave crossings can be overcome by methods such as that of Bouws and Battjes (1982), who estimated the wave energy from the rays passing through a number of subregions, each ray being considered as a carrier of a certain amount of wave power.

Diffraction of water waves around a semi-infinite breakwater was first solved analytically by Penney and Price (1952) based on Sommerfeld's (1896) solution in optics. Approximate solutions for waves diffracted behind a breakwater or a breakwater gap were also obtained by the method of superposition. If the water depth changes significantly near the breakwater, refraction is also important. For this case, ray models solving for each wave ray emanating radially from the breakwater tip have been developed by Larsen (1978) and Southgate (1985). However, these models cannot be used near ray crossings.

Combined refraction and diffraction was first studied by Ludwig (1966) in order to provide locally valid solutions for the Helmholtz equation near a caustic. The solution uses Airy functions, which are sinusoidal in the illuminated zone, damp exponentially in the shadow zone, and are transitional between sinusoidal and exponentially damping behavior in the vicinity of the caustic, with values of nearly double the incident wave on the caustic itself. The combined refraction and diffraction of water waves on a slowly varying bottom was studied by Berkhoff (1972), who derived the mild-slope equation:

\[ \nabla \cdot (CC_g \nabla \phi) + k^2CC_g \hat{\phi} = 0 \]  

(1.1)

where \( \nabla \) is the horizontal gradient operator, \( k \) is the local wavenumber, \( C \) and \( C_g \) are phase and group velocities, respectively, and the function \( \hat{\phi} \) is related to the
velocity potential $\phi$ by

$$
\phi = \frac{\cosh k(z + h)}{\cosh kh} \tilde{\phi} e^{-i\omega t}
$$

(1.2)

Berkhoff's equation (1.1) is applicable only to monochromatic waves and is of elliptic type, so it requires the surrounding boundary conditions and significant work on efficient solution methods.

A time-dependent mild-slope equation was first developed by Smith and Sprinks (1975) by means of Green's second identities applied to the velocity potential. The model equation is

$$
\frac{\partial^2 \tilde{\phi}}{\partial t^2} - \nabla \cdot (\bar{C} \bar{C}_g \nabla \tilde{\phi}) + (\tilde{\omega}^2 - \bar{k}^2 \bar{C} \bar{C}_g) \tilde{\phi} = 0
$$

(1.3)

where $\bar{C}$ and $\bar{C}_g$ are phase and group velocities, respectively, of a narrow-banded wave with carrier angular frequency $\bar{\omega}$ and wavenumber $\bar{k}$. The function $\tilde{\phi}$ is related to the velocity potential $\phi$ by

$$
\phi = \frac{\cosh \bar{k}(z + h)}{\cosh \bar{k}h} \tilde{\phi}
$$

(1.4)

The time-dependent mild-slope equation (1.3) reproduces Berkhoff's equation (1.1) for monochromatic waves and reproduces the long wave equation in shallow water.

A system of the time-dependent mild-slope equations was derived based on the Hamiltonian theory of water waves by Radder and Dingemans (1985). The model equations are

$$
\frac{\partial \eta}{\partial t} = -\nabla \cdot \left( \frac{\bar{C} \bar{C}_g}{g} \nabla \tilde{\phi} \right) + \frac{(\tilde{\omega}^2 - \bar{k}^2 \bar{C} \bar{C}_g)}{g} \tilde{\phi}
$$

(1.5)

$$
\frac{\partial \tilde{\phi}}{\partial t} = -g \eta
$$

(1.6)

where $g$ is the gravitational acceleration. The water surface elevation $\eta$ may be eliminated from equations (1.5) and (1.6) in order to obtain Smith and Sprinks' equation (1.3).
The time-dependent mild-slope equation was extended by Booij (1981) to include the effects of ambient currents using a variational principle. Some errors were corrected by Kirby (1984) to obtain the model equation

$$\frac{D^2 \tilde{\phi}}{Dt^2} + (\nabla \cdot \mathbf{U}) \frac{D \tilde{\phi}}{Dt} - \nabla \cdot (\bar{C} \bar{C}_g \nabla \tilde{\phi}) + (\tilde{\sigma}^2 - \bar{k}^2 \bar{C} \bar{C}_g) \tilde{\phi} = 0$$  \hspace{1cm} (1.7)

where the total derivative \( \frac{D}{Dt} \) is

$$\frac{D}{Dt} = \left( \frac{\partial}{\partial t} + \mathbf{U} \cdot \nabla \right),$$  \hspace{1cm} (1.8)

\( \mathbf{U}(x, y) \) is the ambient current and \( \tilde{\sigma} \) is the wave intrinsic frequency which satisfies the dispersion relation

$$\tilde{\sigma}^2 = (\bar{\omega} - \bar{k} \cdot \mathbf{U})^2 = g \bar{k} \tanh \bar{k} h.$$  \hspace{1cm} (1.9)

Recently, a time-dependent mild-slope equation for linear waves under the combined effects of depth variation and rotation was developed by Kirby and Lee (1993). The model equation is

$$\frac{\partial^3 \eta}{\partial t^3} - \nabla \cdot (g F_1 \nabla \frac{\partial \eta}{\partial t}) + \epsilon^2 \omega^2 \frac{\partial \eta}{\partial t} + g F_2 (1 - \epsilon^2) \frac{\partial \eta}{\partial t} - \frac{\epsilon g \bar{\omega}}{\cosh^2 \bar{\lambda} h} J(h, \eta) = 0$$  \hspace{1cm} (1.10)

where

$$F_1 = \int_{-h}^{0} \left( \frac{\cosh \bar{\lambda}(h + z)}{\cosh \bar{\lambda} h} \right)^2 dz,$$  \hspace{1cm} (1.11)

$$F_2 = \int_{-h}^{0} \left( \frac{\partial}{\partial z} \left( \frac{\cosh \bar{\lambda}(h + z)}{\cosh \bar{\lambda} h} \right) \right)^2 dz,$$  \hspace{1cm} (1.12)

\( \epsilon = f / \bar{\omega} \) is the inverse Rossby number, \( J(h, \eta) \) is the Jacobian of \( h \) and \( \eta \), and \( \bar{\lambda} \) is the inverse length scale of the vertical variation of the pressure and horizontal velocity fields, and gives the dispersion relation

$$\bar{\omega}^2 = g \bar{\lambda} \tanh \bar{\lambda} h.$$  \hspace{1cm} (1.13)

The model reproduces the usual finite-depth mild-slope equation (1.3) in the absence of rotation, and also reproduces the long wave equation when the ratio of
wavelength to water depth is large, either with or without the additional effect of rotation.

If waves are progressive and the deviation of the wave direction from an assumed principal direction is small, the parabolic approximation, which is more efficient than the mild-slope equation (which is either hyperbolic (equations (1.3), (1.5) and (1.6), (1.7), (1.10)) or elliptic (equation (1.1))), may be used. The parabolic approximation uses the fact that in the shadow boundary of a scatter, the modulation of wave amplitude is more rapid in the direction tangential to wave fronts than in the direction of wave rays. The basic idea was originated for electromagnetic waves by Leontovich and Fock (1944). For water waves, the first application was given by Liu and Mei (1976), who found the linearized wave field in the neighborhood of a breakwater on a beach with parallel depth contours. For two-dimensional bathymetry the first extension was given by Radder (1979), who developed a parabolic approximation to Berkhoff’s equation (1.1) based on the use of a splitting matrix, which divides the wave field into transmitted and reflected components, and assumes the reflected field is negligible. The nonlinearity which is significant near the focal region was considered in the parabolic approximations by Kirby and Dalrymple (1983). The restriction to small angles can be relaxed by adding higher order derivatives; see Kirby (1986). A model for very wide-angle diffraction was developed by Dalrymple and Kirby (1988), Dalrymple et al. (1989) and was extended to nonlinear Stokes waves by Suh et al. (1990). They decomposed the entire wave field into an angular spectrum by applying a Fourier transformation with respect to alongshore coordinate to the mild-slope equation. Therefore, the model is limited to the assumption of periodicity in the alongshore direction.

Recently, Kirby et al. (1992) presented a number of computations using
Radder and Dingemans' equations (1.5) and (1.6), and extended those to progressive nonlinear Stokes waves. At the same time, Kubo et al. (1992) have developed a different type of time-dependent mild-slope equation

\[ \nabla \cdot (C \bar{C}_g \nabla \hat{\phi}) + k^2 \bar{C}_g \hat{\phi} + i \nabla \cdot \left( \frac{\partial}{\partial \omega} (C \bar{C}_g) \nabla \frac{\partial \hat{\phi}}{\partial t} \right) + i \omega \left( k^2 C \bar{C}_g \right) \frac{\partial \hat{\phi}}{\partial t} = 0 \quad (1.14) \]

which was derived by extending the terms \( CC_g \) and \( k^2 CC_g \) in Berkhoff's equation (1.1) into Taylor series in \( \Delta \omega \), and eliminating powers of \( \Delta \omega \) using the relation \( \frac{\partial \phi}{\partial t} = -i \Delta \omega \phi \) for narrow-banded spectra. They also showed the propagation of the wave groups to verify the linear dispersive properties of the model equation.

The analysis of the dispersion relation and modulation of wave amplitudes (which is described in detail in Chapter 2) reveals that Smith and Sprinks' equation (1.3) (or, equivalently, Radder and Dingemans' equations (1.5) and (1.6)) is more accurate in shallower water \( \bar{k}h \leq 0.2\pi \) and Kubo et al.'s equation (1.14) is more accurate in deeper water \( \bar{k}h > 0.2\pi \). So, a new time-dependent mild-slope equation is needed which is most accurate in whole range of water depth.

1.2 Review of Wave Breaking Models

Three types of breakers are commonly recognized; spilling, plunging, and surging. In spilling breakers the wave gradually peaks until the crest becomes unstable and cascades down as white water. In plunging breakers the shoreward face of the wave becomes vertical, curls over, and plunges down as an intact mass of water. Surging breakers peak up as if to plunge, but then the base of the wave surges up the beach face so that the crest collapses and disappears. In general, spilling breakers tend to occur on beaches of very low slope, plunging breakers are associated with steeper beaches and waves of intermediate steepness, and surging occurs on high-gradient beaches with waves of low steepness (Patrick
and Wiegel, 1955). Galvin (1968) identifies a fourth type of breaking waves, a collapsing breaker, which is intermediate between plunging and surging types. He has established that this sequence (with gradual transitions) corresponds to increasing values of $\frac{H_o}{L_0 \alpha^2}$ or $\frac{H_b}{g T_b^2 \alpha^2}$, where $H$ is the wave height, $L$ is the wavelength, $T$ is the wave period, $s$ is the beach slope and subscripts 0 and $b$ represents the value at deep water and breaking point, respectively.

The most basic of the breaking criteria is that if the velocity of the water at the crest exceeds the phase velocity of the wave form the crest will topple forward and break. Two breaking criteria can be specified in deep and shallow water depths. In deep water, the wave steepness is significant in determining the breaking criteria. Michell (1893) found theoretically the breaking criteria

$$\left(\frac{H}{L}\right)_b = 0.142$$

(1.15)

which is valid only in deep water. The limiting steepness for progressive waves in any depth of water is given by Miche (1944) as

$$\left(\frac{H}{L}\right)_b = 0.142 \tanh\left(\frac{2\pi h}{L}\right)_b$$

(1.16)

In shallow water, the wave height to water depth ratio becomes significant in determining the breaking criteria. McCowan (1891) found the breaking criteria for a solitary wave to be

$$\left(\frac{H}{h}\right)_b = 0.78$$

(1.17)

Field measurements on ocean beaches with very low gradients reported by Sverdrup and Munk (1947) agreed with the value of McCowan's breaking criteria, so this value has been widely accepted. Iversen (1951) found that, on laboratory beaches, higher breaking criteria exist on beaches with steeper slopes and the breaker height index $\frac{H_b}{H_o}$ decreases with increasing incident wave steepness.
The steady state equation for the wave breaking models is

$$\frac{\partial}{\partial x}(EC_y) = -D_b E$$

(1.18)

where $E$ is the wave energy per unit surface area and $D_b$ is the energy dissipation rate. Breaking models can be separated into three main categories: those that resolve the instantaneous state of motion, treating the breaking wave as a bore; those that give a more global description of the waves in terms of spatial variation of their integral properties, treating the sea locally as a uniform wave train; and those that use experimental data.

For the first category, treating the breaking wave as a bore, Lamb (1932) derived the energy dissipation rate per unit span for breaking waves using conservation of mass and momentum across a bore connecting two regions of uniform flow. Battjes and Janssen (1978) derived a model to predict the dissipation rate for random breaking waves using a bore of the corresponding height while the probability of the occurrence of the wave breaking is estimated by a Rayleigh distribution with an upper cut-off. Thornton and Guza (1983) derived the energy dissipation rate for random breaking waves using observed wave distributions. Svendsen (1984) developed a dimensionless energy dissipation rate which depends on wave height to water depth ratio and wave crest elevation to wave height ratio.

For the second category, treating the sea locally as a uniform wave train, Dally et al. (1985) proposed that the energy dissipation rate for regular breaking waves is proportional to the excess of energy flux over a pre-determined stable value. This was motivated by Horikawa and Kuo’s (1966) experimental data where it was observed that the decay of wave heights of breaking waves stops when they reach a stable wave height, with a wave height to water depth ratio of 0.35 to 0.4. Dally et al.’s dissipation rate was extended to random breaking
waves by Dally and Dean (1986) and also was extended to the parabolic mild-slope equation by Kirby and Dalrymple (1986).

For the third category, Isobe (1987) developed an energy dissipation rate based on experimental data as

\[
D_b = \frac{5}{4} \sqrt[3]{\frac{g}{h}} \frac{\sqrt{\gamma - \gamma_r}}{\gamma_s - \gamma_r} \sqrt{\frac{\tanh kh}{kh}} (1 + s_2) \\
\times \left\{1 - \frac{5(1 - s_2)(1 + s_2) + 2s_2(s_2 \cosh 2kh - 1)}{5(1 + s_2)^2} \right\}
\]

(1.19)

where

\[
s_2 = \frac{2kh}{\sinh 2kh}
\]

(1.20)

\(s\) is the bottom slope, \(\gamma\) is the ratio of water particle velocity to wave phase velocity, and \(\gamma_s\) and \(\gamma_r\) are the values at the wave recovery point and on bottom of uniform slope, respectively, determined by

\[
\gamma_s = 0.4(0.57 + 5.3s)
\]

(1.21)

\[
\gamma_r = 0.135
\]

(1.22)

Isobe used a breaking criterion proposed by Watanabe et al. (1984), who employed the ratio of water particle velocity to wave phase velocity as a breaker index in order to predict the breaking point accurately in the linear wave analysis. The breaking criterion is

\[
\gamma_b = 0.53 - 0.3e^{-3\sqrt{h_b/L_a}} + 5s^3 e^{-45(\sqrt{h_b/L_a} - 0.1)^2}
\]

(1.23)

Kubo et al. (1992) modified the energy dissipation rate in equation (1.19) as dimensionless variable given by

\[
f_{D_b} = \frac{5}{2} \frac{s}{\gamma_s - \gamma_r} \sqrt{\frac{1}{kh}}
\]

(1.24)
and used the energy dissipatation rate in the time-dependent mild-slope equation (1.14) resulting in
\[ \nabla \cdot (CC_g \nabla \phi) + k^2 CC_g (1 + i f_{D_b}) \dot{\phi} + i \nabla \cdot (\frac{\partial}{\partial \omega} (CC_g) \nabla \frac{\partial \phi}{\partial t}) + \frac{\partial}{\partial \omega} (k^2 CC_g) (1 + i f_{D_b}) \frac{\partial \phi}{\partial t} = 0 \]
(1.25)

The equations (1.19) and (1.23) were derived semi-empirically for a uniformly sloping bottom, and were used on non-uniformly sloping bottoms by assuming the points on the bottoms are locally uniform.

The time-dependent mild-slope equation is applicable from deep to shallow water. To extend the model to the surf zone, we need a wave breaking model to be included in the time-dependent mild-slope equation. The breaking model should be applicable for a complicated bottom slope and should dictate the propagation of the breaking waves with decay of wave height until a stable condition is reached.

1.3 Description of the Present Study

The natural phenomenon of wave propagation is highly complicated with nonlinearity and turbulence. So, we need to simplify the problem to get a solution. First, we assume the water to be incompressible and irrotational, which enables us to use the velocity potential. Second, we neglect the viscous effects of water near the bottom and the water surface. Third, we neglect the nonlinear wave-wave interactions.

In Chapter 2, we compare the two time-dependent mild-slope equations (1.3) (or, equivalently, (1.5) and 1.6)) and (1.14) in terms of the dispersion relation, energy transport, modulation of wave amplitudes, and also by theoretical and numerical analysis for bichromatic waves.

In Chapter 3, we derive two new time-dependent mild-slope equations
which satisfy the linear Schrödinger equation for the modulation of wave amplitudes and compare these equations with the two existing time-dependent mild-slope equations in terms of the dispersion relation, energy transport, and also by numerical simulation for bichromatic waves in order to verify that the new equation is more accurate than the existing equations.

In Chapter 4, we derive an energy dissipation rate caused by wave breaking using the geometric similarity between a breaking wave and a bore, and include the dissipation rate in the time-dependent mild-slope equations. A method of successive 3 point averaging is suggested for use during computation to get stable solutions.

In Chapter 5, we apply non-breaking and breaking versions of Radder and Dingemans’ model to several cases including one-dimensional and two-dimensional, monochromatic and random, and non-breaking and breaking waves.

In Chapter 6, we summarize this study and conclude with some suggestions for further study.
Chapter 2

COMPARISON OF THE TIME-DEPENDENT MILD-SLOPE EQUATIONS

The combined refraction and diffraction of water waves on a slowly varying bottom was studied by Berkhoff (1972) using the mild-slope equation:

\[ \nabla \cdot (C C_g \nabla \hat{\phi}) + k^2 C C_g \hat{\phi} = 0 \]  \hspace{1cm} (2.1)

where \( \nabla \) is the horizontal gradient operator, \( k \) is the local wavenumber, \( C \) and \( C_g \) are phase and group velocities, respectively, and the function \( \hat{\phi} \) is related to the velocity potential \( \phi \) by

\[ \phi = \frac{\cosh k(z + h)}{\cosh kh} \hat{\phi} e^{-i\omega t} \]  \hspace{1cm} (2.2)

Berkhoff’s equation (2.1) is applicable only to monochromatic waves.

A time-dependent mild-slope equation was first developed by Smith and Sprinks (1975) by means of Green’s second identities applied to the velocity potential. The model equation is

\[ \frac{\partial^2 \tilde{\phi}}{\partial t^2} - \nabla \cdot (\bar{C} \bar{C}_g \nabla \tilde{\phi}) + (\tilde{\omega}^2 - \bar{k}^2 \bar{C} \bar{C}_g) \tilde{\phi} = 0 \]  \hspace{1cm} (2.3)

where \( \bar{C} \) and \( \bar{C}_g \) are phase and group velocities, respectively, of a narrow-banded wave with carrier angular frequency \( \tilde{\omega} \) and wavenumber \( \bar{k} \). The function \( \tilde{\phi} \) is related to the velocity potential \( \phi \) by

\[ \phi = \frac{\cosh \bar{k}(z + h)}{\cosh \bar{kh}} \tilde{\phi} \]  \hspace{1cm} (2.4)
A system of the time-dependent mild-slope equations was derived based on the Hamiltonian theory of water waves by Radder and Dingemans (1985). The model equations are

\[
\frac{\partial \eta}{\partial t} = -\nabla \cdot \left( \frac{C_g}{g} \nabla \phi \right) + \left( \frac{\omega^2 - \bar{k}^2 C_g}{g} \right) \frac{\partial \phi}{\partial t} = F(\phi) \tag{2.5}
\]

\[
\frac{\partial \phi}{\partial t} = -g \eta \tag{2.6}
\]

The water surface elevation \( \eta \) may be eliminated from equations (2.5) and (2.6) in order to obtain Smith and Sprinks’ equation (2.3).

Kirby et al. (1992) presented a number of computations using the time-dependent mild-slope equations (2.5) and (2.6). They studied the propagation of wave groups in order to verify the linear dispersive properties of the model, and then tested the model against several existing data sets, including the wave focusing experiments by Berkhoff et al. (1982) (monochromatic waves) and Vincent and Briggs (1989) (monochromatic and random waves).

Kubo et al. (1992) developed a different type of time-dependent mild-slope equation

\[
\nabla \cdot \left( \frac{\partial \phi}{\partial t} \right) + \bar{k}^2 \nabla \phi + i \nabla \cdot \left( \frac{\partial \phi}{\partial t} \right) + i \bar{k} \nabla \phi \partial_t \phi = 0 \tag{2.7}
\]

which was derived by extending the terms \( CC_g \) and \( k^2 CC_g \) in Berkhoff’s equation (2.1) in Taylor series in \( \Delta \omega \), and then substituting for \( \Delta \omega \) using the relation \( \frac{\partial \phi}{\partial t} = -i \Delta \omega \phi \) for narrow banded spectra. They also showed the propagation of wave groups to verify the linear dispersive properties of the model. The last two terms in equation (2.7) are added in order to correct Berkhoff’s equation (2.1) for time-dependent problems. The values of the terms \( \frac{\partial}{\partial \omega} (\bar{C} C_g) \) and \( \frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C} C_g) \) are given by

\[
\frac{\partial}{\partial \omega} (\bar{C} C_g) = \frac{\bar{C}_g}{\bar{C}} \left( \frac{\bar{C}_g}{\bar{C}} - 1 + \frac{\bar{k} \omega''}{\bar{C}_g} \right)
\]
\[
\begin{align*}
\frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C}_g) &= \frac{\bar{\omega}}{\bar{k}^2} \left\{ 2(\bar{n} - 1) + \frac{2\bar{n} - 1}{2\bar{n}} (1 - (2\bar{n} - 1) \cosh 2\bar{k}h) \right\} \\
\frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C}_g) &= 2\bar{\omega} + \bar{k}^2 \frac{\partial}{\partial \omega} (\bar{C}_g) \\
&= \bar{\omega} \left\{ 2\bar{n} + \frac{2\bar{n} - 1}{2\bar{n}} (1 - (2\bar{n} - 1) \cosh 2\bar{k}h) \right\}
\end{align*}
\]

(2.8)

where \( \bar{n} = \bar{C}_g / \bar{C} = \frac{1}{2} (1 + \frac{2\bar{k}h}{\sinh 2\bar{k}h}) \).

The values of \( \frac{\partial^2 \bar{\omega}}{\partial \omega \partial \bar{\omega}} (\bar{C}_g) \) and \( \frac{1}{\omega} \frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C}_g) \) are shown in Figure 2.1, from which we see that the second to last term in equation (2.7) becomes zero in very shallow water and the last term becomes \(+i\bar{\omega} \frac{\partial \bar{\phi}}{\partial t}\) and \(+2i\bar{\omega} \frac{\partial \bar{\phi}}{\partial t}\) in very deep and shallow waters, respectively.

![Figure 2.1](image)

\( \frac{\partial^2 \bar{\omega}}{\partial \omega \partial \bar{\omega}} (\bar{C}_g) \): dashed line, \( \frac{1}{\omega} \frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C}_g) \): dash-dotted line

First, we compare the two models (2.3) (or, equivalently, (2.5) and (2.6))
and (2.7) from a geometric optics point of view, which yields the dispersion relation and the transport equation for wave energy. Secondly, we compare the two models in terms of wave kinematics, that is, we see how well the two models approximate particle velocities $u$ for some examples. Thirdly, we compare the two models one-dimensionally in the horizontal direction for constant water depth against the linear Schrödinger equation, which is the equation for modulation of wave amplitudes accurate to $O(\Delta k)^2$ and serves as a benchmark for other leading order envelope equations. Fourthly, bichromatic waves are simulated numerically to see how well the two models predict the propagation of wave phase and groups against exact solutions.

2.1 Analytical Comparison of the Model Equations

For the case where variation in the wave train is very slow relative to variations in the domain topography, the propagation of surface waves is often treated from the geometric optics point of view, which leads to the usual ray approximation.

For Smith and Sprinks' model, the geometric optics approximation is constructed by substituting the ansatz

$$\hat{\phi}(x, y, t) = A(x, y, t)e^{i\left(\int k_x dx + \int k_y dy - \omega t\right)}$$

(2.10)

where $A(x, y, t)$ is a complex amplitude which modulates in space and time and $k_x$ and $k_y$ are local wavenumbers in $x$ and $y$ directions, into equation (2.3), which yields

$$- (\omega^2 - \bar{\omega}^2)A + (k^2 - \bar{k}^2)\bar{C}C g \cdot A - \nabla \cdot (\bar{C}C g \nabla A) - \frac{i}{A} \nabla \cdot (A^2 k\bar{C}C g) = 0$$

(2.11)
Separation of real and imaginary part of the resulting equation leads to an eikonal equation for the phase function

\[
\frac{\omega^2 - \bar{\omega}^2}{C\bar{C}_g} = k^2 - \bar{k}^2 - \nabla \cdot \left( \bar{C}\bar{C}_g \nabla A \right) \frac{C\bar{C}_g A}{C\bar{C}_g A} \tag{2.12}
\]

and a transport equation for wave energy

\[
\nabla \cdot (A^2 k \bar{C}\bar{C}_g) = 0 \tag{2.13}
\]

It is usually assumed that for bottom of small slopes, the last term in equation (2.12) is second order in the small parameter and thus negligibly small (Keller, 1958). Retention of the small term allows for the inclusion of weak diffraction corrections in grid-based refraction schemes. Neglecting terms that are second-order small in equation (2.12) leads to the following dispersion relation

\[
k = \frac{\kappa}{k} = \sqrt{1 + \frac{(\omega_\text{w})^2 - 1}{n}} \tag{2.14}
\]

For Kubo et al.'s model, the geometric optics approximation is constructed by substituting the ansatz

\[
\hat{\phi}(x, y, t) = \phi e^{i\omega t} = A(x, y, t)e^{i(k_x dx + k_y dy - (\omega - \bar{\omega})t)} \tag{2.15}
\]

into equation (2.7), which yields

\[
(\omega - \bar{\omega})\left\{ \frac{\partial}{\partial \omega} (k^2 \bar{C}\bar{C}_g) - k^2 \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \right\} A - (k^2 - \bar{k}^2)\bar{C}\bar{C}_g A + \nabla \cdot (\bar{C}\bar{C}_g \nabla A) \\
+ (\omega - \bar{\omega}) \nabla \cdot \left( \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \nabla A \right) + i \frac{1}{A} \nabla \cdot \left[ A^2 k \{ \bar{C}\bar{C}_g + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \} \right] = 0
\tag{2.16}
\]

Separation of the real and imaginary part of the resulting equation leads to an eikonal equation for the phase function

\[
\frac{\omega - \bar{\omega}}{C\bar{C}_g} \left\{ \frac{\partial}{\partial \omega} (k^2 \bar{C}\bar{C}_g) - k^2 \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \right\} = k^2 - \bar{k}^2 - \frac{\nabla \cdot (\bar{C}\bar{C}_g \nabla A)}{C\bar{C}_g A} - (\omega - \bar{\omega}) \frac{\nabla \cdot (\frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \nabla A)}{C\bar{C}_g A} \tag{2.17}
\]
and a transport equation for wave energy

$$\nabla \cdot [A^2k\{\bar{C}\bar{C}_g + (\omega - \omega^*) \frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)\}] = 0$$

(2.18)

The last two terms in equation (2.17) represent weak diffraction with additional correcting term obtained by Taylor series expansion. Neglecting diffraction terms in equation (2.17) leads to the following dispersion relation

$$\frac{k}{\bar{k}} = \sqrt{1 + \frac{2(\frac{\omega}{\bar{\omega}} - 1)}{n + (\frac{\omega}{\bar{\omega}} - 1) \frac{k^2}{\omega} \frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)}}$$

(2.19)

These dispersion relations, equations (2.14) and (2.19), can be compared against the exact dispersion relation for linear wave:

$$\left(\frac{\omega}{\bar{\omega}}\right)^2 = \frac{k \tanh \frac{k}{\bar{k}} \bar{k} h}{k \tanh k h}$$

(2.20)

The exact dispersion relation is shown in Figure 2.2. The percent errors in $k/\bar{k}$ for Smith and Sprinks’ model and Kubo et al.’s model are shown in Figures 2.3 and 2.4, which show that Kubo et al.’s model gives closer dispersion relation to the exact dispersion relation in deep and intermediate-depth waters, whereas Smith and Sprinks’ model gives closer dispersion relation in shallow water. Figures 2.5 - 2.7 show the dispersion relations for exact solution, Smith and Sprinks’ model, Kubo et al.’s model, and the linear Schrödinger equation in deep water ($\bar{k} h = 2\pi$), intermediate-depth water ($\bar{k} h = 0.3\pi$), and in shallow water ($\bar{k} h = 0.05\pi$). The dispersion relation for the linear Schrödinger equation is described by equation (2.35) which is accurate to $O(\Delta k)^2$. At deep water with $\bar{k} h = 2\pi$, Smith and Sprinks’ model has lower valid boundary of $\omega/\bar{\omega} = 0.7$ and Kubo et al.’s model has lower valid boundary of $\omega/\bar{\omega} = 0.5$. At intermediate-depth water with $\bar{k} h = 0.3\pi$, Smith and Sprinks’ model has lower valid boundary of $\omega/\bar{\omega} = 0.45$ and Kubo et al.’s model has lower valid boundary of $\omega/\bar{\omega} = 0.35$. At shallow water with
\( \bar{k}h = 0.05\pi \), Smith and Sprinks' model has lower valid boundary of \( \omega/\bar{\omega} = 0.1 \) and Kubo et al.'s model has lower valid boundary of \( \omega/\bar{\omega} = 0.5 \). The upper range of \( \omega/\bar{\omega} \) for valid solutions is much larger than the lower range of \( \omega/\bar{\omega} \) for valid solutions.
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**Figure 2.2:** Exact linear dispersion relations
Figure 2.3: Percent errors in $\bar{k}/\bar{k}$ for Smith and Sprinks' model

Figure 2.4: Percent errors in $k/\bar{k}$ for Kubo et al.'s model
Figure 2.5: Dispersion relations for $k h = 2\pi$ (dotted line: 2 percent confidence interval of exact solution, dashed line: Smith and Sprinks' model, dash-dotted line: Kubo et al.'s model, solid line: linear Schrödinger equation)

The transport equations for wave energy can be compared against the transport equation for the linear wave energy:

$$\nabla \cdot (A^2 k CC_g) = 0$$

(2.21)

The exact linear shoaling coefficient can be obtained from equation (2.21) as

$$K_{s0} = \frac{A}{A_0} = \sqrt{\frac{C_{g0}}{C_g}}$$

(2.22)
Figure 2.6: Dispersion relations for $\bar{k}h = 0.3\pi$ (dotted line: 2 percent confidence interval of exact solution, dashed line: Smith and Sprinks' model, dash-dotted line: Kubo et al.'s model, solid line: linear Schrödinger equation)

where the subscript 0 denotes the reference point. The linear shoaling coefficient for Smith and Sprinks' model can be obtained from equation (2.13) as

$$K_s = \frac{A}{A_0} = \frac{k_0 a_0 C_g a_0}{k C C_g}$$  \hspace{1cm} (2.23)

The linear shoaling coefficient for Kubo et al.'s model can be obtained from equation (2.18) as

$$K_s = \frac{A}{A_0} = \sqrt{\frac{k_0 \left\{ \left(CC_g\right)_0 + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} \left(CC_g\right)_0 \right\}}}{k \left\{ CC_g + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} (CC_g) \right\}}$$  \hspace{1cm} (2.24)
Figure 2.7: Dispersion relations for $\bar{k}h = 0.05\pi$ (dotted line: 2 percent confidence interval of exact solution, dashed line: Smith and Sprinks’ model, dash-dotted line: Kubo et al.’s model, solid line: linear Schrödinger equation)

The linear shoaling coefficients for reference water depth $h_0 = 1 m$ and frequencies from $f = 0.6 \text{ Hz}$ to $f = 1.4 \text{ Hz}$ are shown in Figure 2.8 where the shoaling coefficient decreases and then increases as water depth decreases. At lower frequencies, the turning starts deeper water, so the maximum shoaling coefficient at water depth $h = 0.01 m$ is 2.21 at the lowest frequency. Figures 2.9 and 2.10 show the percent errors for Smith and Sprinks’ model and Kubo et al.’s model, respectively, when the representative frequency is $\bar{f} = 1 \text{ Hz}$ with $\bar{k}h_0 = 1.28\pi$ at $h_0 = 1 m$ and $\bar{k}h = 0.06\pi$ at $h = 1 cm$. Smith and Sprinks’ model gives smaller shoaling coefficients at lower frequencies and larger shoaling
coefficients at higher frequencies in all water depths relative to the exact shoaling coefficients. Kubo et al.'s model gives smaller shoaling coefficients at both lower and higher frequencies in water depth shallower than 0.4 m and gives singular solutions of the shoaling coefficients at frequencies higher than \( f = 1.4 \) Hz. The singularity happens when the value of \( \bar{C} \bar{C}_g + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \) becomes zero. The value of \( \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \) is 0 in shallow water and \(-\bar{\omega}/\bar{k}^2\) in deep water (see Figure 2.1), so the singularity of the shoaling coefficients happens always at higher frequencies.
Figure 2.9: Percent errors in shoaling coefficient for Smith and Sprinks' model ($h_0 = 1 \text{ m}$, $f = 1 \text{ Hz}$)

Figure 2.10: Percent errors in shoaling coefficient for Kubo et al.'s model ($h_0 = 1 \text{ m}$, $f = 1 \text{ Hz}$)
Figure 2.11: Power spectrum of water surface elevations measured at water depth of 47 cm by Mase and Kirby (1992): case 1

We test the shoaling of the two models for a case with experimental data. Mase and Kirby (1992) conducted two types of experiments measuring the water surface elevations for random waves over a plane beach. The waves were generated offshore at water depth $h_0 = 47$ cm and the waves propagated over a 1/20 sloping bottom. We use the first type of experiment which generates waves with plunging breakers. The measured power spectrum of water surface elevations at $h_0 = 47$ cm is shown in Figure 2.11. We exclude the lower and upper 2 percent spectra from the whole spectrum to get reasonable solutions, giving a frequency range of $f = 0.38 - 1.61$ Hz. We subdivide the spectrum into 2, 4, 6, or 8 components with equal frequency bandwidths. We select the representative frequencies by a weighted average or median. For a weighted average case, we get the representative frequencies by averaging the frequencies with weight of the corresponding spectral
densities.

First, we compute the squared shoaling coefficients $K_{s_0}^2$ for linear waves which is shown in Figure 2.12. We then multiply the squared shoaling coefficients $K_{s_0}^2$ by the power spectrum at $h_0 = 47 \text{ cm}$ to get the power spectrum over the whole range of water depths from $h = 47 \text{ cm}$ to $h = 1 \text{ cm}$. Next, we compute the squared shoaling coefficients $K_s^2$ from equation (2.23) (Smith and Sprinks’ model) or equation (2.24) (Kubo et al.’s model). We define the percent error in the squared shoaling coefficient as $100 \times (K_s^2 - K_{s_0}^2)/K_{s_0}^2$. Some plots of the percent error are shown in Figure 2.13 (Smith and Sprinks’ model) and Figure 2.14 (Kubo et al.’s model) for cases with 4 frequency bands using weight-averaged representative frequencies. Then, we compute the cumulative sum of the power spectra from $f = 0.38 \text{ Hz}$ to $f = 1.61 \text{ Hz}$ in each water depth using the shoaling coefficients $K_{s_0}^2$ and $K_s^2$. The cumulative power spectra in each water depth using $K_{s_0}^2$ are shown in Figure 2.15. The percent error in the cumulative sum of the power spectrum, $100 \times \sum_{n=1}^{N} (K_s^2 - K_{s_0}^2)S(f_n)\Delta f/\sum_{n=1}^{N} K_{s_0}^2S(f_n)\Delta f$, is shown in Figure 2.16 (Smith and Sprinks’ model) and Figure 2.17 (Kubo et al.’s model).

For Smith and Sprinks’ model, the maximum 50 percent error in the squared shoaling coefficient occurs in the second frequency band and the error is always negative for frequencies lower than $\bar{f}$ and is always positive for frequencies higher than $\bar{f}$, so the percent error in cumulative sum of the power spectrum almost cancels in each frequency band. The percent error in the total energy is positive and below +1 percent in the all water depths, and the error in the total energy is higher in shallower water depth.

For Kubo et al.’s model, the maximum −10 percent error occurs in the third frequency band, and the error is negative in almost all water depths. The percent error in the cumulative sum of the power spectrum becomes larger and
Figure 2.12: Squared shoaling coefficients $K_{20}^2$ for linear wave

the percent error in the total energy is negative and above $-0.7$ percent in all water depths. The error in the total energy is highest in water depth of 18 cm.
Figure 2.13: Percent errors in squared shoaling coefficients $K^2_s$ for Smith and Sprinks’ model

Figure 2.14: Percent errors in squared shoaling coefficients $K^2_s$ for Kubo et al.’s model
Figure 2.15: Cumulative sum of power spectra in all water depths using $K_{s0}^2$
Figure 2.16: Percent errors in cumulative sum of power spectra in all water depths for Smith and Sprinks' model

Figure 2.17: Percent errors in cumulative sum of power spectra in all water depths for Kubo et al.'s model
The percent errors in total energy $100 \times \frac{\sum(K^2 - K_0^2)S(f) \Delta f}{\sum K_0^2 S(f) \Delta f}$ in all water depths for cases with 2, 4, 6, and 8 frequency bands of equal width are shown in Figure 2.18, where the solid line represents Smith and Sprinks' model using weight-averaged frequencies, the dashed line represents Smith and Sprinks' model using centered frequencies, the dash-dotted line represents Kubo et al.'s model using weight-averaged frequencies, and the dotted line represents Kubo et al.'s model using centered frequencies. From Figure 2.18 we can find that the choice of the representative frequencies for Kubo et al.'s model does not make a considerable difference in errors in total energy, while the choice of the representative frequencies for Smith and Sprinks' model does make a significant difference. If the frequency bandwidth is large, for example the case with 2 bands, Kubo et al.'s model yields more error in total energy than Smith and Sprinks' model. But, as the frequency bandwidth becomes smaller, Kubo et al.'s model yields less error in total energy than Smith and Sprinks' model. The difference in errors between Smith and Sprinks' model and Kubo et al.'s model becomes larger and then smaller as the bandwidth becomes smaller.

We compare the two models in terms of wave kinematics. For irregular waves, the particle velocity in $x$ direction can be described as

$$u = \sum_n a_n g k_n \frac{\cosh k_n(z + h)}{\omega_n \cosh k_n h} e^{i(k_n x - \omega_n t)}$$

(2.25)

where $n$ represents each frequency component. When the time-dependent mild-slope equation is used in obtaining the particle velocity in $x$ direction, we get the following equation

$$u = \sum_n a_n g k_n \frac{\cosh \bar{k}_n(z + h)}{\omega_n \cosh \bar{k}_n h} e^{i(k_n x - \omega_n t)}$$

(2.26)

where the representative wavenumber $\bar{k}_n$ is used in considering the depth effects as $\frac{\cosh k_n(z + h)}{\cosh k_n h}$. Also, the wavenumber $k_n$ in equation (2.26) is obtained from the model
Figure 2.18: Percent errors in total energy in all water depths when frequency bandwidth is equal (solid line: Smith and Sprinks’ model using weight-averaged frequencies, dashed line: Smith and Sprinks’ model using centered frequencies, dash-dotted line: Kubo et al.’s model using weight-averaged frequencies, dotted line: Kubo et al.’s model using centered frequencies).

dispersion relations (2.14) and (2.19), and so is different from the wavenumber $k_n$ in equation (2.25). Therefore, there are differences between the particle velocities $u$ between equation (2.25) and (2.26).

We compare the particle velocities in terms of the variance of the particle velocities. The squared the particle velocity $|u|^2$ can be obtained by multiplying $u$ by the conjugate of $u$. The average of squared the particle velocity $\overline{|u|^2}$, which
is variance of $u$ or energy of $u$, can be obtained as

$$|u|^2 = \sum_n \left\{ \frac{a_n g k_n \cosh k_n (z + h)}{\omega_n \cosh k_n h} \right\}^2$$

(2.27)

from equation (2.25). When the time-dependent mild-slope equation is used, the variance of $u$ can be obtained as

$$|u|^2 = \sum_n \left\{ \frac{a_n g k_n \cosh k_n (z + h)}{\omega_n \cosh k_n h} \right\}^2$$

(2.28)

We can get the amplitude of water surface elevation from power spectrum as

$$a_n = \sqrt{2K_n^2 S(f_n) \Delta f}$$

(2.29)

We test the difference of the variance of the particle velocities for the case of experiments done by Mase and Kirby (1992). We use the first type of experiment which generates waves with plunging breakers. The measured power spectrum of water surface elevations at $h_0 = 47 \text{ cm}$ is shown in Figure 2.11. We exclude the lower and upper 2 percent spectra from the whole spectrum, so the frequency range is $f = 0.38 - 1.61 \text{ Hz}$. We subdivide the concerning spectrum into 2, 4, 6, or 8 components with equal frequency bandwidth. We select the representative frequencies by a weighted average or median.

First, the wave kinematics at the free surface $z = 0$ is analyzed. We compute the amplitude of the particle velocities from equations (2.25) and (2.26) and compute the percent error. Figure 2.19 shows the squared amplitude of the particle velocities. Figures 2.20 and 2.21 show the percent errors in the squared amplitude of the particle velocities for Smith and Sprinks’ model and Kubo et al.’s model. Figure 2.22 shows the percent errors in the variance of particle velocities over the whole range of water depths for 2, 4, 6, or 8 frequency bands with equal bandwidth.
As the bandwidth becomes smaller, the percent errors in variance of particle velocities become smaller. Smith and Sprinks' model yields smaller errors when using weight-averaged frequencies than when using centered frequencies except with 8 frequency bands. The choice of representative frequencies does not make a sufficient difference. Roughly, Kubo et al.'s model yields smaller errors than Smith and Sprinks' model. When Smith and Sprinks' model uses 4 frequency bands and weight-averaged frequencies, the maximum error in variance of \( u \) is \(-2\) percent. When Kubo et al.'s model uses 4 frequency bands and weight-averaged frequencies, the maximum error in variance of \( u \) is \(-1.8\) percent.

Smith and Springs' model yields negative errors in deeper water and positive errors in shallower water. In deeper water, the error in the shoaling coefficient is almost zero, and the error in wavenumber is negative, so the error in variance of \( u \) is negative. In shallower water the error in the shoaling coefficient is positive, and the error in wavenumber is almost zero, so the error in variance of \( u \) is positive. On the contrary, Kubo et al.'s model yields positive errors in deeper water and negative errors in shallower water. In deeper water, the error in shoaling coefficient is almost zero, and the error in wavenumber is positive, so the error in variance of \( u \) is positive. In shallower water, the error in shoaling coefficient is negative, and the error in wavenumber is negative, so the error in variance of \( u \) is negative.

Second, we analyze the wave kinematics at the bottom \( z = -h \). The percent errors in the variance of particle velocities at \( z = -h \) in all water depths are shown in Figure 2.23. As the particle velocities are analyzed from water surface \( z = 0 \) to bottom \( z = -h \), the vertical effect \( \cosh k(z + h)/ \cosh kh \) is considered. So the errors in variance of \( u \) at the bottom are different from those at the water surface.
Figure 2.19: Squared particle velocities at $z = 0$
**Figure 2.20:** Percent errors in squared particle velocities at $z = 0$ (Smith and Sprinks' model with 4 frequency bands using weight-averaged frequencies)

**Figure 2.21:** Percent errors in squared particle velocities at $z = 0$ (Kubo et al.'s model with 4 frequency bands using weight-averaged frequencies)
Figure 2.22: Percent errors in variance of particle velocities at $z = 0$ when frequency bandwidth is equal (solid line: Smith and Sprinks' model using weight-averaged frequencies, dashed line: Smith and Sprinks' model using centered frequencies, dash-dotted line: Kubo et al.'s model using weight-averaged frequencies, dotted line: Kubo et al.'s model using centered frequencies)
Figure 2.23: Percent errors in variance of particle velocities at $z = -h$ when frequency bandwidth is equal (solid line: Smith and Sprinks’ model using weight-averaged frequencies, dashed line: Smith and Sprinks’ model using centered frequencies, dash-dotted line: Kubo et al.’s model using weight-averaged frequencies, dotted line: Kubo et al.’s model using centered frequencies)
For constant water depth, the two models can be compared against the Schrödinger equation, which is an equation for modulation of wave amplitudes accurate to $O(\Delta k)^2$ and serves a benchmark for other leading order envelope equations. We analyze the problems in one dimension horizontally, i.e., $x$ direction which is assumed to be the direction perpendicular to the wave crest. The velocity potential $\tilde{\phi}$ in Smith and Sprinks’ equation (2.3) can be defined as

$$\tilde{\phi}(x, t) = Ae^{i\int kdx - \omega t} = \tilde{A}(x, t)e^{i\int kdx - \tilde{\omega}t}$$  \hspace{1cm} (2.30)

where $\tilde{A}(x, t)$, which modulates in space and time, is the amplitude obtained by extracting the harmonic terms with carrier wavenumber $k$ and frequency $\tilde{\omega}$ from the velocity potential $\tilde{\phi}$. We have the following relations for the amplitude $\tilde{A}$:

$$\tilde{A} = Ae^{i\int (k - \bar{k})dx - (\omega - \bar{\omega})t}$$ \hspace{1cm} (2.31)

$$\frac{\partial \tilde{A}}{\partial t} = -i(\omega - \bar{\omega})\tilde{A}$$ \hspace{1cm} (2.32)

$$\frac{\partial \tilde{A}}{\partial x} = i(k - \bar{k})\tilde{A}$$ \hspace{1cm} (2.33)

$$\frac{\partial^2 \tilde{A}}{\partial x^2} = -(k - \bar{k})^2\tilde{A}$$ \hspace{1cm} (2.34)

The local angular frequency $\omega(k)$ can be approximated by a few terms in the Taylor series expansion to $O(\Delta k)^2$:

$$\omega = \bar{\omega} + \bar{\omega}'(k - \bar{k}) + \bar{\omega}''\frac{(k - \bar{k})^2}{2}$$ \hspace{1cm} (2.35)

where the superscript prime means the derivative with respect to the wavenumber. After multiplying equation (2.35) by $\tilde{A}$ and rearranging, we have

$$(\omega - \bar{\omega})\tilde{A} = \bar{C}_g(k - \bar{k})\tilde{A} + \bar{\omega}''\frac{(k - \bar{k})^2}{2}\tilde{A}$$ \hspace{1cm} (2.36)

where $\bar{\omega}'$ is replaced by the group velocity $\bar{C}_g$. Then, the linear Schrödinger equation for modulation of wave amplitudes $\tilde{A}$ can be obtained using the relations (2.31) – (2.34):

$$\frac{\partial \tilde{A}}{\partial t} + \bar{C}_g\frac{\partial \tilde{A}}{\partial x} - \frac{i}{2}\bar{\omega}''\frac{\partial^2 \tilde{A}}{\partial x^2} = 0$$ \hspace{1cm} (2.37)
This equation and the dispersion relation (2.35) will be used as a reference in comparing the range of validity of the two mild-slope equations. Substitution of equation (2.30) into Smith and Sprinks’ equation (2.3) gives the equation for modulation of wave amplitudes $\tilde{A}$:

$$-2i\bar{\omega}\left(\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x}\right) + \frac{\partial^2 \tilde{A}}{\partial t^2} - \tilde{C} \tilde{C}_g \frac{\partial^2 \tilde{A}}{\partial x^2} = 0$$

(2.38)

or

$$\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x} - \frac{i \tilde{C}_g}{2\bar{\omega}} (\tilde{C} - \tilde{C}_g) \frac{\partial^2 \tilde{A}}{\partial x^2} = 0$$

(2.39)

where we use the following relation accurate to $O(\Delta k)$:

$$\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x} = 0$$

(2.40)

The velocity potential $\tilde{\phi}$ in Kubo et al.’s equation (2.7) can be defined as

$$\tilde{\phi}(x, t) = \tilde{\phi}(x, t)e^{i\bar{\omega}t} = Ae^{i\int kdx - (\omega - \bar{\omega})t} = \tilde{A}(x, t)e^{i\int kdx}$$

(2.41)

Substitution of equation (2.41) into Kubo et al.’s equation (2.7) gives the equation for modulation of wave amplitudes $\tilde{A}$:

$$2i\bar{\omega}\left(\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x}\right) + \tilde{C} \tilde{C}_g \frac{\partial^2 \tilde{A}}{\partial x^2} + i \tilde{\omega} (\tilde{C} \tilde{C}_g) \left(\frac{\partial^3 \tilde{A}}{\partial x^3 \partial t} + 2i\bar{k} \frac{\partial^2 \tilde{A}}{\partial x \partial t}\right) = 0$$

(2.42)

or

$$\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x} - i\tilde{\omega} + \frac{\tilde{C}_g}{2\tilde{\omega}} (2\tilde{C} - \tilde{C}_g) + \frac{\partial^2 \tilde{A}}{\partial x^2} = 0$$

(2.43)

where we use the relation (2.40) and neglect the term smaller than $O(\Delta k)^2$.

Figure 2.24 shows the coefficients of $\frac{\partial^2 \tilde{A}}{\partial x^2}$ multiplied by $\bar{k}^2/\tilde{\omega}$ in equations (2.37), (2.39), and (2.43). Smith and Sprinks’ model satisfies the Schrödinger equation in very shallow water ($\bar{k}h \simeq 0$), and the error becomes larger at intermediate-depth water with largest error at $\bar{k}h \simeq 0.7\pi$ after which the error becomes smaller in deep water and becomes constant in very deep water. Kubo et al.’s model
satisfies the Schrödinger equation at a point of intermediate depth ($\bar{kh} \simeq 0.3\pi$) and, from the point, the error increases in both deeper water and shallower water with a positive error in deeper water and a negative error in shallower water. The maximum error occurs in very shallow water for Kubo et al.'s model. The coefficient of $\frac{\partial^2 A}{\partial x^2}$ for Smith and Springs' model is closer to the coefficient for the linear Schrödinger equation at $\bar{kh} \leq 0.2\pi$ than for Kubo et al.'s model. The coefficient of $\frac{\partial^2 A}{\partial x^2}$ for Kubo et al.'s model is closer to the coefficient for the linear Schrödinger equation at $\bar{kh} > 0.2\pi$ than for Smith and Springs' model.

Figure 2.25 shows the percent errors in $k/\bar{k}$ for the linear Schrödinger equation, which can be compared with Figure 2.3 for Smith and Springs' model and Figure 2.4 for Kubo et al.'s model. These figures show that the percent errors in $k/\bar{k}$ for the linear Schrödinger equation are much smaller than those for Smith and Springs' model (2.3) and Kubo et al.'s model (2.7). The dispersion relations for the linear Schrödinger equation for deep water ($\bar{kh} = 2\pi$), intermediate-depth water ($\bar{kh} = 0.3\pi$), and shallow water ($\bar{kh} = 0.05\pi$) are shown in Figures 2.5 - 2.7 by the solid line.
Figure 2.24: $-\frac{\omega''}{\omega}$: solid line, $-\frac{\omega}{\omega} \frac{\bar{C}}{2 \bar{C}} (\bar{C} - \bar{C}_g)$: dashed line, $-\frac{\omega''}{\omega} \left\{ \bar{\omega}'' + \frac{\bar{C}_g}{2 \bar{C}} (2 \bar{C}_g - \bar{C}) \right\}$: dash-dotted line
Figure 2.25: Percent errors in $k/\bar{k}$ for linear Schrödinger equation
2.2 Comparisons of Model Equations for Bichromatic Waves

We compare the two models analytically and numerically for wave trains with slightly different wavelengths $k_+ = \bar{k} + \Delta k$ and $k_- = \bar{k} - \Delta k$ with $\Delta k / \bar{k} \ll 1$ (Mei, 1989):

$$\tilde{\phi} = A_0 \{ e^{i(k_+ x - \omega_+ t)} + e^{i(k_- x - \omega_- t)} \}$$

(2.44)

where $k_\pm$ satisfies the following dispersion relation

$$\omega_\pm^2 = g k_\pm \tanh k_\pm h$$

(2.45)

Approximating $\omega_\pm$ to $O(\Delta k)^2$, we have

$$\omega_\pm = [\omega \pm \omega' \Delta k + \omega''(\Delta k)^2 / 2] \pm \cdots$$

(2.46)

so that we have the velocity potential

$$\tilde{\phi} = 2A_0 \cos \{ \Delta k(x - \bar{\omega}' t) \} e^{i(k x - (\omega + \omega''(\Delta k)^2 / 2) t)} + O(\Delta k)^3$$

(2.47)

Over the space and time scale $O(\Delta k)^{-1}$, the envelope modulates and moves at $\bar{\omega}'$; however, over the time scale $O(\Delta k)^{-2}$, the phase, in particular the frequency, changes. This example suggests that there is a cascade of time scales $O(1), O(\Delta k)^{-1}, O(\Delta k)^{-2}, \cdots$, and so on. Substitution of equation (2.47) into Smith and Sprinks’ equation (2.3) yields

$$2A_0(\Delta k)^2 \{ \bar{\omega}' \left( \frac{\omega}{\bar{k}} - \omega' \right) - \bar{\omega} \omega'' \} \cos \{ \Delta k(x - \bar{\omega}' t) \} e^{i(k x - (\omega + \omega''(\Delta k)^2 / 2) t)} + O(\Delta k)^3 = 0$$

(2.48)

which becomes zero in very shallow water and non-zero otherwise. The term $\bar{\omega}' \left( \frac{\omega}{\bar{k}} - \omega' \right) - \bar{\omega} \omega''$ in equation (2.48) can be seen in the difference of the coefficients of $\frac{\partial^2 A}{\partial x^2}$ between equations (2.37) and (2.39).

For the present case, the velocity potential $\tilde{\phi}$ in Kubo et al.’s equation (2.7) can be written as

$$\tilde{\phi} = \tilde{\phi} e^{i\bar{\omega}' t} = 2A_0 \cos \{ \Delta k(x - \bar{\omega}' t) \} e^{i(k x - \omega''(\Delta k)^2 / 2) t} + O(\Delta k)^3$$

(2.49)
Substitution of equation (2.49) into Kubo et al.'s equation (2.7) yields

$$2A_0(\Delta k)^2\{\bar{\omega}'(\bar{\omega}_k - 2\bar{\omega}') - \bar{\omega}\bar{\omega}''\} \cos\{\Delta k(x-\bar{\omega}'t)\}e^{i(kx-\bar{\omega}''(\Delta k)^2/2)t} + O(\Delta k)^3 = 0 \quad (2.50)$$

which becomes zero at $\bar{k}h \approx 0.3\pi$ and non-zero otherwise. The term $\bar{\omega}'(\bar{\omega}_k - 2\bar{\omega}') - \bar{\omega}\bar{\omega}''$ can be seen in the difference of the coefficients of $\frac{\partial^2 A}{\partial x^2}$ between equations (2.37) and (2.43).

We test the two models numerically. The difference of wavenumber is specified as $\Delta k/k = 0.15$. We use Radder and Dingemans' equations (2.5) and (2.6) instead of Smith and Sprinks' equation (2.3).

In order to dissipate wave energy at downwave boundaries, we presently use a wave damping layer at the downwave boundary. For Radder and Dingemans' equation, the linear dynamic free surface boundary condition (2.6) is modified to (Kirby et al., 1992)

$$\frac{\partial \tilde{\phi}}{\partial t} = -g\eta - D_s\tilde{\phi} = G(\tilde{\phi}, \eta) \quad (2.51)$$

where

$$D_s = \begin{cases} 0, & x < x_{\text{sponge}} \\ \frac{\omega \varepsilon \varepsilon_{n-1}}{\varepsilon_{n-1}}, & x \geq x_{\text{sponge}} \end{cases} \quad (2.52)$$

$$F = \frac{x - x_{\text{sponge}}}{x_{\text{max}} - x_{\text{sponge}}} \quad (2.53)$$

the sponge length $x_{\text{sponge}}$ is specified as 2.5 times the wave length at the sponge layer. Equation (2.51) can be combined with equation (2.5) to yield a modification of Smith and Sprinks' equation:

$$\frac{\partial^2 \tilde{\phi}}{\partial t^2} + D_s \frac{\partial \tilde{\phi}}{\partial t} - \nabla \cdot (\bar{C} \bar{C}_g \nabla \tilde{\phi}) + (\bar{\omega}^2 - k^2 \bar{C} \bar{C}_g)\tilde{\phi} = 0 \quad (2.54)$$

by using the following relation

$$\frac{\partial \eta}{\partial t} = -\frac{1}{g} \left( \frac{\partial^2 \tilde{\phi}}{\partial t^2} + D_s \frac{\partial \tilde{\phi}}{\partial t} \right) \quad (2.55)$$
For monochromatic waves with the velocity potential \( \hat{\phi} = \hat{\phi} e^{-i\omega t} \), we obtain the following equation:

\[
\nabla \cdot (CC_g \nabla \hat{\phi}) + (k^2 CC_g + i\omega D_s)\hat{\phi} = 0
\]

(2.56)

or

\[
\nabla \cdot (CC_g \nabla \hat{\phi}) + k^2 CC_g (1 + i\frac{D_s}{\omega n})\hat{\phi} = 0
\]

(2.57)

Kubo et al.‘s equation (2.7) can include the damping terms as

\[
\nabla \cdot (\hat{C} \hat{C}_g \nabla \hat{\phi}) + k^2 \hat{C} \hat{C}_g (1 + if_{D_s})\hat{\phi} \\
+ i\nabla \cdot \left( \frac{\partial}{\partial \omega} (\hat{C} \hat{C}_g) \nabla \hat{\phi} \right) + i\frac{\partial}{\partial \omega} \left( k^2 \hat{C} \hat{C}_g \right) (1 + if_{D_s}) \frac{\partial \hat{\phi}}{\partial t} = 0
\]

(2.58)

where

\[
f_{D_s} = \frac{D_s}{\omega n}
\]

(2.59)

Equation (2.58) with \( f_{D_s} \) in equation (2.59) can be compared to the model for breaking waves (1.25) with the energy dissipation coefficient \( f_{D_s} \) in equation (1.24).

A fourth order Adams-Bashforth-Moulton predictor-corrector method is used to discretize modified Radder and Dingemans‘ equations (2.5) and (2.51) in time. In order to discretize terms with spatial differentiation, we use the fourth order discretization:

\[
\left[ \frac{\partial f}{\partial x} \right]_i = \begin{cases} 
\frac{1}{12\Delta x} (-3f_{i-1} - 10f_i + 18f_{i+1} - 6f_{i+2} + f_{i+3}), & i=2
\end{cases}
\]

\[
\left[ \frac{\partial^2 f}{\partial x^2} \right]_i = \begin{cases} 
\frac{1}{12\Delta x} (11f_{i-1} - 20f_i + 6f_{i+1} + 4f_{i+2} - f_{i+3}), & i=2
\end{cases}
\]

(2.60)
In the Adams-Bashforth predictor step, we have
\[
\eta^{n+1} = \eta^n + \frac{\Delta t}{24} \{55F^n - 59F^{n-1} + 37F^{n-2} - 9F^{n-3}\}
\]
\[
\tilde{\phi}^{n+1} = \phi^n + \frac{\Delta t}{24} \{55G^n - 59G^{n-1} + 37G^{n-2} - 9G^{n-3}\} \quad (2.61)
\]
and in the Adams-Moulton corrector step, we have
\[
\eta^{n+1} = \eta^n + \frac{\Delta t}{24} \{9F^{n+1} + 19F^n - 5F^{n-1} + F^{n-2}\}
\]
\[
\tilde{\phi}^{n+1} = \phi^n + \frac{\Delta t}{24} \{9G^{n+1} + 19G^n - 5G^{n-1} + G^{n-2}\} \quad (2.62)
\]
where the superscript \(n\) denotes the time step. If the errors between predicted and corrected values are small enough, we proceed to the next time step; otherwise, we repeat correcting until we get small errors. The wavemaker boundary condition for the modified Radder and Dingemans' model is specified as
\[
\tilde{\phi}_2 - \tilde{\phi}_1 = u\Delta x \quad (2.63)
\]
where \(u(t)\) is particle velocity in \(x\) direction which needs to be specified. At the downwave boundary a reflective boundary condition is used:
\[
\tilde{\phi}_I - \tilde{\phi}_{I-1} = 0 \quad (2.64)
\]
\[
\eta_I - \eta_{I-1} = 0
\]

A modified Kubo et al.'s equation (2.58) is discretized in time by means of the Crank-Nicolson method which is second order in \(O(\Delta t)^2\). The Crank-Nicolson method is implicit, so is not restricted by the stability criteria. In order to discretize terms with spatial differentiation, we use the second order discretization:
\[
\left[ \frac{\partial f}{\partial x} \right]_i = \frac{1}{2\Delta x} (f_{i+1} - f_{i-1}), \quad i = 2, 3, \ldots, I-2, I-1
\]
\[
\left[ \frac{\partial^2 f}{\partial x^2} \right]_i = \frac{1}{(\Delta x)^2} (f_{i+1} - 2f_i + f_{i-1}), \quad i = 2, 3, \ldots, I-2, I-1 \quad (2.65)
\]
In order to discretize terms with time differentiation we use the second order discretization:

\[
\frac{1}{2} \left( \frac{\partial}{\partial x} \{ (\bar{C}\bar{C}_g) \frac{\partial \hat{\phi}}{\partial x} \} + k^2 \bar{C}\bar{C}_g(1 + if_{D_s})\hat{\phi} \right)^n \\
+ \left[ \frac{\partial}{\partial x} \{ (\bar{C}\bar{C}_g) \frac{\partial \hat{\phi}}{\partial x} \} + k^2 \bar{C}\bar{C}_g(1 + if_{D_s})\hat{\phi} \right]^{n+1} \\
+ \frac{i}{\Delta t} \left[ \frac{\partial}{\partial x} \{ \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \frac{\partial \hat{\phi}}{\partial x} \} + \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)(1 + if_{D_s})\hat{\phi} \right]^{n+1} - \\
\left[ \frac{\partial}{\partial x} \{ \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g) \frac{\partial \hat{\phi}}{\partial x} \} + \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)(1 + if_{D_s})\hat{\phi} \right]^n \right) = 0
\] (2.66)

which gives a tridiagonal matrix with unknowns \( \hat{\phi}_{i-1}^{n+1}, \hat{\phi}_i^{n+1} \) and \( \hat{\phi}_{i+1}^{n+1} \). The unknowns, \( \hat{\phi}^{n+1} \), are solved by the Thomas algorithm (Thomas, 1949). The wave-maker boundary condition for the modified Kubo et al.'s model is specified as

\[
\hat{\phi}_2 - \hat{\phi}_1 = ue^{i\omega t} \Delta x
\] (2.67)

where \( u(t) \) is particle velocity in \( x \) direction which needs to be specified. At the downwave boundary a reflective boundary condition is used:

\[
\hat{\phi}_I - \hat{\phi}_{I-1} = 0
\] (2.68)

First, we test the two models for deep water \((\bar{k}h = 2\pi)\). The water depth is 1 m, the wave height is 0.15 m, the carrier wave period \((T)\) is 0.80046 s, the carrier wavelength \((L)\) is 1 m, and the total length of the computational domain is 20 m. We use a time step \((\Delta t)\) and grid size \((\Delta x)\) small enough to obtain convergent solutions. It is determined that, for Radder and Dingemans’ model, \(\Delta t = T/100\) s, \(\Delta x = L/20\) m, and, for Kubo et al.’s model, \(\Delta t = T/10\) s, \(\Delta x = L/100\) m. Figure 2.26 shows the water surface elevations from \(t = 50T\) to \(t = 55T\) with a half wave period interval where the solid lines are exact solutions of equation (2.44), the dashed lines are results from Radder and Dingemans’ equation and the dash-dotted lines are results from Kubo et al.’s equation. Kubo et al.’s model
yields more accurate solutions than Radder and Dingemans' model. Figure 2.27 shows the propagation of wave phase and wave groups for Radder and Dingemans' model and Kubo et al.'s model. The wave phase propagation is plotted through the zero-up crossings of water surface elevations from $t = 50T$ to $t = 55T$ and the wave group propagation is plotted through the nodes of wave amplitudes from $t = 50T$ to $t = 55T$.

Second, we test the two models for intermediate-depth water ($kh = 0.3\pi$). The water depth is $1\ m$, the wave height is $0.15\ m$, the carrier wave period ($T$) is $2.4085\ s$, the carrier wavelength ($L$) is $6.67\ m$, and the total length of the computational domain is $150\ m$. It is determined that, for Radder and Dingemans' model, $\Delta t = T/80\ s$, $\Delta x = L/13.33\ m$, and, for Kubo et al.'s model, $\Delta t = T/10\ s$, $\Delta x = L/66.67\ m$. Figure 2.28 shows the water surface elevations from $t = 40T$ to $t = 45T$ with a half wave period interval where the solid lines are exact solutions of equation (2.44), the dashed lines are results from Radder and Dingemans' equation and the dash-dotted lines are results from Kubo et al.'s equation. Kubo et al.'s model yields more accurate solutions than Radder and Dingemans' model. Figure 2.29 shows the propagation of the wave phase and groups from $t = 40T$ to $t = 50T$ for Radder and Dingemans' model and Kubo et al.'s model.

Third, we test the two models for shallow water ($kh = 0.05\pi$). The water depth is $1\ m$, the wave height is $0.15\ m$, the carrier wave period ($T$) is $12.8258\ s$, the carrier wavelength ($L$) is $40\ m$, and the total length of the computational domain is $800\ m$. It is determined that, for Radder and Dingemans' model, $\Delta t = T/100\ s$, $\Delta x = L/16\ m$, and, for Kubo et al.'s model, $\Delta t = T/10\ s$, $\Delta x = L/40\ m$. Figure 2.30 shows the water surface elevations from $t = 30T$ to $t = 35T$ with a half wave period interval where the solid lines are exact solutions of equation (2.44), the dashed lines are results from Radder and Dingemans' equation.
and the dash-dotted lines are results from Kubo et al.'s equation. Radder and Dingemans' model yields more accurate solutions than Kubo et al.'s model. Figure 2.31 shows the propagation of the wave phase and wave groups from \( t = 30T \) to \( t = 40T \) for Radder and Dingemans' model and Kubo et al.'s model.

**Figure 2.26:** Water surface elevations for \( ar{k}h = 2\pi, \Delta k/k = 0.15 \) (solid line: exact solution, dashed line: Radder and Dingemans' model, dash-dotted line: Kubo et al.'s model)
Figure 2.27: Propagation of wave phase and wave groups for $kh = 2\pi$, $\Delta k/k = 0.15$ (dashed line: wave phase, dash-dotted line: wave groups) (a) Radder and Dingemans' model, (b) Kubo et al.'s model
Figure 2.28: Water surface elevations for $\bar{k}h = 0.3\pi$, $\Delta k/\bar{k} = 0.15$ (solid line: exact solution, dashed line: Radder and Dingemans’ model, dash-dotted line: Kubo et al.’s model)
**Figure 2.29:** Propagation of wave phase and wave groups for $kh = 0.3\pi$, $\Delta k/k = 0.15$ (dashed line: wave phase, dash-dotted line: wave groups) (a) Radder and Dingemans' model, (b) Kubo et al.'s model
Figure 2.30: Water surface elevations for $\bar{k}h = 0.05\pi$, $\Delta\bar{k}/\bar{k} = 0.15$ (solid line: exact solution, dashed line: Radder and Dingemans’ model, dash-dotted line: Kubo et al.’s model)
Figure 2.31: Propagation of wave phase and wave groups for $\frac{k_h}{h} = 0.05\pi$, $\Delta k/k = 0.15$ (dashed line: wave phase, dash-dotted line: wave groups) (a) Radder and Dingemans’ model, (b) Kubo et al.’s model
Chapter 3

NEW TIME-DEPENDENT MILD-SLOPE EQUATIONS

We found in Chapter 2 that neither of the two existing time-dependent mild-slope equations satisfies the linear Schrödinger equation in all water depths, from deep to shallow water. It is found that Smith and Sprinks' model (2.3) is more accurate in shallow water and satisfies the linear Schrödinger equation in very shallow water $(\bar{k}h \simeq 0)$ and Kubo et al.'s model (2.7) is more accurate in intermediate-depth and deep water and satisfies the linear Schrödinger equation at a point of intermediate-depth water $(\bar{k}h \simeq 0.3\pi)$. Here we suggest two new time-dependent mild-slope equations both of which satisfy the linear Schrödinger equation and both of which are more accurate than Smith and Sprinks' and Kubo et al.'s models (2.3) and (2.7) in all water depths. The new time-dependent mild-slope equations are analyzed and compared with the two existing models from a geometric optics point of view, which yields the dispersion relation and the transport equation for wave energy. The new time-dependent mild-slope equations are also analyzed in view of wave kinematics. The case of bichromatic waves is tested analytically and numerically to see how well the second new time-dependent mild-slope equation predicts the propagation of the wave phase and groups.
3.1 Derivation of New Time-Dependent Mild-Slope Equations

We found that neither Smith and Sprinks' model (2.3) nor Kubo et al.'s model (2.7) satisfies the linear Schrödinger equation in all water depths. We modify the two models by adding correcting terms in order to derive models which satisfy the linear Schrödinger equation. The new time-dependent mild-slope equations are valid one-dimensionally in the horizontal direction.

First, we suggest the following time-dependent mild-slope equation using Smith and Sprinks' equation (2.3):

\[
\frac{\partial^2 \phi}{\partial t^2} - \frac{\partial}{\partial x} \left( \tilde{C}_g \frac{\partial \phi}{\partial x} \right) + (\omega^2 - k^2 \tilde{C}_g) \tilde{\phi} + \alpha_1 \tilde{\phi} + \alpha_2 \frac{\partial \tilde{\phi}}{\partial t} + \alpha_3 \frac{\partial^2 \tilde{\phi}}{\partial t^2} = 0
\]  

(3.1)

where the coefficients, \( \alpha_1, \alpha_2 \) and \( \alpha_3 \), will be chosen to make equation (3.1) satisfy the linear Schrödinger equation (2.37). Substitution of equation (2.30) into equation (3.1) yields the equation for modulation of wave amplitudes \( \tilde{A} \):

\[
-2i\omega \left( \frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x} \right) + (\alpha_1 - i\alpha_2 \tilde{\omega} - \alpha_3 \tilde{\omega}^2) \tilde{A} \\
+ (\alpha_2 - 2i\alpha_3 \tilde{\omega}) \frac{\partial \tilde{A}}{\partial t} + (1 + \alpha_3) \frac{\partial^2 \tilde{A}}{\partial t^2} - \tilde{C}_g \frac{\partial^2 \tilde{A}}{\partial x^2} = 0
\]

(3.2)

or

\[
\frac{\partial \tilde{A}}{\partial t} + \tilde{C}_g \frac{\partial \tilde{A}}{\partial x} + i \frac{1}{2\omega} (\alpha_1 - i\alpha_2 \tilde{\omega} - \alpha_3 \tilde{\omega}^2) \tilde{A} \\
+ i \frac{1}{2\omega} (\alpha_2 - 2i\alpha_3 \tilde{\omega}) \frac{\partial \tilde{A}}{\partial t} + i \frac{1}{2\omega} (\alpha_3 \tilde{C}_g + \tilde{C}_g - \tilde{C}) \tilde{C}_g \frac{\partial^2 \tilde{A}}{\partial x^2} = 0
\]

(3.3)

where we use equation (2.40). If equation (3.3) is matched to the linear Schrödinger equation (2.37), we can find the coefficients as

\[
\alpha_1 = -\alpha_3 \omega^2
\]

(3.4)

\[
\alpha_2 = 2i\alpha_3 \tilde{\omega}
\]

(3.5)

\[
\alpha_3 = \frac{1}{\tilde{C}_g} \{-\omega \tilde{\omega}'' + \tilde{C}_g (\tilde{C} - \tilde{C}_g)\}
\]

(3.6)
So, we get a new time-dependent mild-slope equation

\[
\frac{\partial^2 \phi}{\partial t^2} - \frac{\partial}{\partial x} \left( \bar{C} \bar{C}_g \frac{\partial \phi}{\partial x} \right) + (\hat{\omega}^2 - \hat{k}^2 \bar{C} \bar{C}_g) \phi \\
+ \alpha_3 \left( \frac{\partial^2 \phi}{\partial t^2} + 2i\hat{\omega} \frac{\phi}{\partial t} - \hat{\omega}^2 \phi \right) = 0
\] (3.7)

In very shallow water ($\hat{k}h \simeq 0$), $\alpha_3$ becomes zero, and the suggested equation (3.7) is the same as Smith and Sprinks’ equation (2.3). The value of $\alpha_3$ can be seen in the difference of the coefficients of $\frac{\partial^2 \phi}{\partial x^2}$ between equations (2.37) and (2.39), and also in the coefficient of equation (2.48) for bichromatic waves.

Second, we suggest the following time-dependent mild-slope equation using Kubo et al.’s equation (2.7):

\[
\frac{\partial}{\partial x} \left( \bar{C} \bar{C}_g \frac{\partial \phi}{\partial x} \right) + \hat{k}^2 \bar{C} \bar{C}_g \phi + i \frac{\partial}{\partial x} \left\{ \frac{\partial}{\partial \omega} \left( \bar{C} \bar{C}_g \frac{\partial^2 \phi}{\partial x \partial t} \right) \right\} \\
+ i \frac{\partial}{\partial \omega} (\hat{k}^2 \bar{C} \bar{C}_g) \frac{\partial \phi}{\partial t} + \beta_1 \dot{\phi} + \beta_2 \frac{\partial \phi}{\partial t} + \beta_3 \frac{\partial^2 \phi}{\partial t^2} = 0
\] (3.8)

where the coefficients, $\beta_1$, $\beta_2$, and $\beta_3$, are chosen to make equation (3.8) satisfy the linear Schrödinger equation (2.37). Substitution of equation (2.41) into equation (3.8) yields the equation for modulation of wave amplitudes $\bar{A}$:

\[
2i\hat{\omega} \left( \frac{\partial \bar{A}}{\partial t} + \bar{C}_g \frac{\partial \bar{A}}{\partial x} \right) + \bar{C} \bar{C}_g \frac{\partial^2 \bar{A}}{\partial x^2} + i \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \left( \frac{\partial^3 \bar{A}}{\partial x^3 \partial t} + 2i\hat{k} \frac{\partial^2 \bar{A}}{\partial x \partial t^2} \right) \\
+ \beta_1 \bar{A} + \beta_2 \frac{\partial \bar{A}}{\partial t} + \beta_3 \frac{\partial^2 \bar{A}}{\partial t^2} = 0
\] (3.9)

or

\[
\frac{\partial \bar{A}}{\partial t} + \bar{C}_g \frac{\partial \bar{A}}{\partial x} - i \{ \hat{\omega}'' + \frac{\bar{C}_g}{2\hat{\omega}} (2\bar{C}_g - \bar{C}) \} \frac{\partial^2 \bar{A}}{\partial x^2} \\
- i \frac{1}{2\hat{\omega}} \left( \beta_1 \bar{A} + \beta_2 \frac{\partial \bar{A}}{\partial t} \right) = 0
\] (3.10)

where we use equation (2.40) and neglect the term smaller than $O(\Delta k)^2$. If equation (3.10) is matched to the linear Schrödinger equation (2.37), we can find the coefficients as

\[
\beta_1 = 0
\] (3.11)
\[ \beta_2 = 0 \]
\[ \beta_3 = \alpha_3 - 1 \]
\[ = \frac{1}{C_g^2} \{ -\bar{\omega} \bar{\omega} + \bar{C}_g (\bar{C} - 2\bar{C}_g) \} \]  

(3.12)  
(3.13)

So, we get another new time-dependent mild-slope equation

\[
\frac{\partial}{\partial x} (\bar{C} \bar{C}_g \frac{\partial \phi}{\partial x}) + \bar{k}^2 \bar{C} \bar{C}_g \frac{\partial \phi}{\partial \omega} \frac{\partial}{\partial x} \{ \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \frac{\partial^2 \phi}{\partial x \partial t} \}
+ i \frac{\partial}{\partial \omega} (\bar{k}^2 \bar{C} \bar{C}_g) \frac{\partial \phi}{\partial t} + \beta_3 \frac{\partial^2 \phi}{\partial t^2} = 0
\]

(3.14)

The value of \( \beta_3 \) is equal to \( \alpha_3 - 1 \). The value of \( \beta_3 \) is \(-1\) in very shallow water \( (\bar{k} h \simeq 0) \), and increases as depth increases, until it becomes \( 1.2 \) at a point of intermediate-depth water \( (\bar{k} h \simeq 0.7 \pi) \), and decreases to \( 1 \) in deep water \( (\bar{k} h > 2 \pi) \) asymptotically. At a point of intermediate depth \( (\bar{k} h \simeq 0.3 \pi) \), \( \beta_3 \) becomes zero and so the suggested equation (3.14) happens to be the same as Kubo et al.'s equation (2.7) (see Figure 3.1). The value of \( \beta_3 \) can be seen in the difference of the coefficients of \( \frac{\partial^2 \bar{A}}{\partial x^2} \) between equations (2.37) and (2.43), and also in the coefficient of equation (2.50) for bichromatic waves.

For the first suggested equation (3.7), the geometric optics approximation is constructed by substituting the ansatz

\[ \phi(x, t) = A(x, t) e^{i (\bar{k} dx - \omega t)} \]

(3.15)

into equation (3.7), which yields

\[
-(\bar{\omega} - \bar{\omega}) \{ (1 + \alpha_3) \omega - (1 - \alpha_3) \bar{\omega} \} A + (\bar{k}^2 - \bar{k}^2) \bar{C} \bar{C}_g A - \frac{\partial}{\partial x} (\bar{C} \bar{C}_g) \frac{\partial A}{\partial x}
\]
\[ \qquad + i \frac{1}{A} \nabla (A^2 \bar{k} \bar{C} \bar{C}_g) = 0 \]

(3.16)

Separation of real and imaginary parts of the resulting equation leads to an eikonal equation for the phase function

\[
(\omega - \bar{\omega}) \{ (1 + \alpha_3) \omega - (1 - \alpha_3) \bar{\omega} \} \frac{\bar{C} \bar{C}_g}{\bar{C} \bar{C}_g} = k^2 - \bar{k}^2 - \frac{\beta}{\bar{C} \bar{C}_g} \frac{\bar{C} \bar{C}_g \frac{\partial A}{\partial x}}{\bar{C} \bar{C}_g A}
\]

(3.17)
Figure 3.1: $\alpha_3$: dashed line, $\beta_3$: dash-dotted line

and a transport equation for wave energy

$$\frac{\partial}{\partial x}(A^2k\bar{C}\bar{C}_\gamma) = 0$$

(3.18)

The last term in equation (3.17) is the weak diffraction, which is small in the second order. Neglecting terms that are second order in equation (3.17) leads to the following dispersion relation

$$\frac{k}{\bar{k}} = \sqrt{1 + \left(\frac{\bar{\omega}}{\omega} - 1\right)(1 + \alpha_3\frac{\varrho}{\bar{\varrho}} + 1 - \alpha_3)}$$

(3.19)

For the second suggested equation (3.14), the geometric optics approximation is constructed by substituting the ansatz

$$\hat{\phi}(x,t) = \hat{\phi}e^{i\varphi x} = A(x,t)e^{i\int kdx - (\omega - \bar{\omega})t}$$

(3.20)
into equation (3.14), which yields
\[
-\beta_3(\omega - \bar{\omega})^2 A + (\omega - \bar{\omega})\{ \frac{\partial}{\partial \omega} (k^2 \bar{C} \bar{C}_g) - k^2 \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \} A \\
-(k^2 - \bar{k}^2) \bar{C} \bar{C}_g A + \frac{\partial}{\partial x} (\bar{C} \bar{C}_g) \frac{\partial A}{\partial x} + (\omega - \bar{\omega}) \frac{\partial}{\partial x} \{ \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \} \frac{\partial A}{\partial x} \\
+ i \frac{1}{A} \frac{\partial}{\partial x} [A^2 k \{ \bar{C} \bar{C}_g + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \} ] = 0
\] (3.21)

Separation of the real and imaginary parts of the resulting equation leads to an eikonal equation for the phase function
\[
-\beta_3(\omega - \bar{\omega})^2 \frac{\omega - \bar{\omega}}{\bar{C} \bar{C}_g} + \frac{\partial}{\partial \omega} (k^2 \bar{C} \bar{C}_g) - k^2 \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g)) \\
= k^2 - \bar{k}^2 - \frac{\partial}{\partial x} \left( \frac{\bar{C} \bar{C}_g \frac{\partial A}{\partial x}}{\bar{C} \bar{C}_g A} \right) - (\omega - \bar{\omega}) \frac{\partial}{\partial x} \left( \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \frac{\partial A}{\partial x} \right)
\] (3.22)

and a transport equation for wave energy
\[
\frac{\partial}{\partial x} [A^2 k \{ \bar{C} \bar{C}_g + (\omega - \bar{\omega}) \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \} ] = 0
\] (3.23)

The last two terms in equation (3.22) are the weak diffraction with an additional correcting term obtained by the Taylor series expansion. Neglecting terms that are second order in equation (3.22) leads to the following dispersion relation
\[
\frac{k}{\bar{k}} = \sqrt{1 + \left( \frac{\omega}{\bar{\omega}} - 1 \right) \left\{ \frac{2 - \beta_3(\bar{\omega})}{\bar{n} + (\bar{\omega} - 1) \frac{k^2}{\omega} \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) } \right\}}
\] (3.24)

These dispersion relations (3.19) and (3.24) can be compared against the exact dispersion relation for linear waves (2.20). The percent errors in \( k/\bar{k} \) for equations (3.19) and (3.24) are shown in Figures 3.2 and 3.3, respectively. Figures 3.4 - 3.6 show the following dispersion relations: for the exact solution, (2.20), for the linear Schrödinger equation, (2.35), for the first suggested equation, (3.19), and for the second suggested equation, (3.24), at deep water (\( \bar{k}h = 2\pi \)), intermediate-depth water (\( \bar{k}h = 0.3\pi \)), and shallow water (\( \bar{k}h = 0.05\pi \)), respectively. Figures 3.2, 3.4 - 3.6 can be compared to Figures 2.3, 2.5 - 2.7. The dispersion relations
from the new model (3.7) are improved from those of Smith and Sprinks' model (2.3) in all water depths, particularly in deep water. Figures 3.3, 3.4 - 3.6 can be compared to Figures 2.4, 2.5 - 2.7. The dispersion relations from the new model (3.14) are improved from those of Kubo et al.'s model (2.7) in all water depths except in deep water with frequencies lower than \( \omega \). From Figures 2.25, 3.2 - 3.6, we see that the dispersion relations from both new models are not so improved as those from the linear Schrödinger equation. The dispersion relations from equation (3.7) are more accurate than those from equation (3.14) in deep water, and the dispersion relations from equation (3.7) are less accurate than those from equation (3.14) in intermediate-depth and shallow water; while the dispersion relations from Smith and Sprinks’ model (2.3) are more accurate than those from Kubo et al.’s model (2.7) in shallow water and the dispersion relations from Smith and Sprinks’ model (2.3) are less accurate than those from Kubo et al.’s model (2.7) in intermediate-depth and shallow water.
Figure 3.2: Percent errors in $k/k$ for new model (3.7)

Figure 3.3: Percent errors in $k/k$ for new model (3.14)
Figure 3.4: Dispersion relations for $\bar{k}h = 2\pi$ (dotted line: 2 percent confidence interval of exact solution, solid line: linear Schrödinger equation, dashed line: new model (3.7), dash-dotted line: new model (3.14))

The shoaling coefficients are not improved from the original equations because corrections are introduced in the time derivatives. Equation (3.18) is equal to (2.13) and equation (3.23) is equal to (2.18) one-dimensionally in the horizontal direction.

We analyze the new time-dependent mild-slope equations, (3.7) and (3.14), in terms of wave kinematics. For irregular waves, the particle velocity in the the $x$ direction can be described by equation (2.25). When the time-dependent mild-slope equation is used in obtaining the particle velocity in the $x$ direction, we get the particle velocity in the $x$ direction by equation (2.26).
Figure 3.5: Dispersion relations for $\bar{k} h = 0.3\pi$ (dotted line: 2 percent confidence interval of exact solution, solid line: linear Schrödinger equation, dashed line: new model (3.7), dash-dotted line: new model (3.14))

We test the difference of the variance of the particle velocities for the case of experiments done by Mase and Kirby (1992). We use case 1 of the experiment where the breaking waves are of the plunging breaker type. We exclude the lower and upper 2 percent frequency spectra from the whole spectrum, so the frequency range is $f = 0.38 - 1.61$ Hz. We subdivide the spectrum in 2, 4, 6, or 8 components with equal frequency bandwidths. We select the representative frequencies by a median or weighted average. For the weighted average case, we compute the representative frequencies by averaging the frequencies with the weight of the power spectrum.
Figure 3.6: Dispersion relations for $\bar{k}h = 0.05\pi$ (dotted line: 2 percent confidence interval of exact solution, solid line: linear Schrödinger equation, dashed line: new model (3.7), dash-dotted line: new model (3.14))

We compute the variance of the particle velocities from equation (2.27) and (2.28) and then compute the percent error. Figure 2.19 shows the squared amplitude of the particle velocities. Figures 3.7 and 3.8 show the percent error of the squared amplitude of the particle velocities at $z = 0$ for the new model equations (3.14) and (3.7). Figure 3.9 shows the percent errors of the variance of particle velocities at $z = 0$ in all water depths for 2, 4, 6, or 8 frequency bands with equal bandwidths.

Figure 3.9 can be compared to Figure 2.22. The range of the percent
errors in variance of the particle velocities from the new models (3.7) and (3.14) are smaller than those from the original models (2.3) and (2.7) for all frequency bands, but the percent errors from the new models are not smaller than those from the original models in all water depths. The percent errors in variance of the particle velocities from equation (3.14) are smaller than those from equation (3.7) except when using 2 frequency bands. The percent errors in variance of the particle velocities at \( z = -h \) in all water depths are shown in Figure 3.10. The comparison of Figures 3.10 and 2.23 shows that the errors from the new models are not smaller than those from the original models.

Overall, the second suggested equation (3.14) is more accurate than the first suggested equation (3.7). In the following section, we analyze the second suggested equation (3.14) in more detail with a numerical simulation.
Figure 3.7: Percent errors in squared particle velocities at $z = 0$ (new model (3.7) with 4 frequency bands using weight-averaged frequencies)

Figure 3.8: Percent errors in squared particle velocities at $z = 0$ (new model (3.14) with 4 frequency bands using weight-averaged frequencies)
Figure 3.9: Percent errors in variance of particle velocities at $z = 0$ when frequency bandwidth is equal (solid line: new model (3.7) using weight-averaged frequencies, dashed line: new model (3.7) using centered frequencies, dash-dotted line: new model (3.14) using weight-averaged frequencies, dotted line: new model (3.14) using centered frequencies)
Figure 3.10: Percent errors in variance of particle velocities at $z = -h$ when frequency bandwidth is equal (solid line: new model (3.7) using weight-averaged frequencies, dashed line: new model (3.7) using centered frequencies, dash-dotted line: new model (3.14) using weight-averaged frequencies, dotted line: new model (3.14) using centered frequencies)
3.2 Finite Difference Methods

We discretize equation (3.14), centered in time and in space, as

\[
\frac{1}{2(\Delta x)^2} (((\bar{C}\bar{C}_g)_j + (\bar{C}\bar{C}_g)_{j+1})(\hat{\phi}_j^{n+1} - \hat{\phi}_j^n) - ((\bar{C}\bar{C}_g)_j + (\bar{C}\bar{C}_g)_{j-1})(\hat{\phi}_j^n - \hat{\phi}_j^{n-1})) \\
+ (k^2 \bar{C}\bar{C}_g)_j \hat{\phi}_j^n \\
+ \frac{i}{4(\Delta x)^2 \Delta t} (\frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)_j + \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)_{j+1})(((\hat{\phi}_j^{n+1} - \hat{\phi}_j^{n+1}) - (\hat{\phi}_j^n - \hat{\phi}_j^{n+1})) \\
- \frac{i}{4(\Delta x)^2 \Delta t} (\frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)_j + \frac{\partial}{\partial \omega} (\bar{C}\bar{C}_g)_{j-1})(((\hat{\phi}_j^{n+1} - \hat{\phi}_j^{n+1}) - (\hat{\phi}_j^n - \hat{\phi}_j^{n-1})) \\
+ \frac{i}{2\Delta t} \frac{\partial}{\partial \omega} (k^2 \bar{C}\bar{C}_g)_j (\phi_j^{n+1} - \phi_j^{n-1}) + \beta_3 \frac{1}{(\Delta t)^2} (\phi_j^{n+1} - 2\phi_j^n + \phi_j^{n-1}) = 0
\]

(3.25)

where the subscript \( j \) and the superscript \( n \) represents space and time indices.

We analyze the discretized equation (3.25) by the von Neumann method. The von Neumann analysis is the most commonly used method of determining stability criteria, and can be used to establish necessary and sufficient conditions for the stability of linear initial value problems with constant coefficients (Fletcher, 1988). In the von Neumann method, the errors distributed along grid lines at one time level are expanded as a finite Fourier series. Then, the stability or instability of the computational algorithm is determined by considering whether separate Fourier components of the error distribution decay or amplify in progressing to the next time level. A solution of equation (3.25) with \( \hat{\phi}_j^n \) replaced by errors \( \xi_j^n \) is sought in a separation-of-variables form as

\[
\xi_j^n = (G)^n e^{i\theta_j}
\]

(3.26)

where the time dependence of this Fourier component of the error is contained in the complex coefficient \( (G)^n \), and the superscript \( n \) implies \( G \) is raised to the
power $n$. Substitution of equation (3.26) into equation (3.25) with $\hat{\phi}^n_j$ replaced by errors $\xi^n_j$ produces the following equation

\[
G^2[i\Delta t\{-4\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)\sin^2\frac{\theta}{2} + (\Delta x)^2\frac{\partial}{\partial \omega}(\bar{k}^2\bar{C}\bar{C}_g)\} + 2(\Delta x)^2\beta_3]
+2G[(\Delta t)^2\{-4\bar{C}\bar{C}_g\sin^2\frac{\theta}{2} + (\Delta x)^2\bar{k}^2\bar{C}\bar{C}_g\} - 2(\Delta x)^2\beta_3]

-\Delta t\{-4\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)\sin^2\frac{\theta}{2} + (\Delta x)^2\frac{\partial}{\partial \omega}(\bar{k}^2\bar{C}\bar{C}_g)\} + 2(\Delta x)^2\beta_3 = 0
\]  

(3.27)

where all the variables $\bar{C}\bar{C}_g$, $\bar{k}^2\bar{C}\bar{C}_g$, $\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)$, $\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)$, and $\beta_3$ are at spatial point $j\Delta x$, and the subscript $j$ is dropped for brevity. When the following condition is satisfied

\[
[(\Delta t)^2\{-4\bar{C}\bar{C}_g\sin^2\frac{\theta}{2} + (\Delta x)^2\bar{k}^2\bar{C}\bar{C}_g\}]^2
-\Delta t\{-4\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)\sin^2\frac{\theta}{2} + (\Delta x)^2\frac{\partial}{\partial \omega}(\bar{k}^2\bar{C}\bar{C}_g)\}^2
-2[(\Delta t)^2\{-4\bar{C}\bar{C}_g\sin^2\frac{\theta}{2} + (\Delta x)^2\bar{k}^2\bar{C}\bar{C}_g\}]\[2(\Delta x)^2\beta_3] < 0,
\]  

(3.28)

the absolute value of $G$ is 1, that is, the solution is neutrally stable; otherwise, the solution is unstable. So, the discretized equation (3.25) is conditionally stable and the stability depends not only on parameters $\bar{C}\bar{C}_g$, $\bar{k}^2\bar{C}\bar{C}_g$, $\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)$, $\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)$, and $\beta_3$ but also on the grid size $\Delta x$ and the time step $\Delta t$.

In order to dissipate wave energy at downwave boundaries, we presently use a wave damping layer at the downwave boundary as discussed in relation to equation (2.51). Using the von Neumann stability analysis for equation (3.25) with damping terms, we found a different type of the new time-dependent mild-slope equation. For $\beta_3 > 0$ ($\bar{k}h > 0.3\pi$), the new time-dependent mild-slope equation (3.14) can include the damping terms as:

\[
\frac{\partial}{\partial x}(\bar{C}\bar{C}_g\frac{\partial \hat{\phi}}{\partial x}) + \bar{k}^2\bar{C}\bar{C}_g(1 + i\frac{D_s}{\omega_n})\hat{\phi} + i\frac{\partial}{\partial x}\left(\frac{\partial}{\partial \omega}(\bar{C}\bar{C}_g)\frac{\partial^2 \hat{\phi}}{\partial x^2}\right)
+i\frac{\partial}{\partial \omega}(\bar{k}^2\bar{C}\bar{C}_g)(1 + i\frac{D_s}{\omega_n})\frac{\partial \hat{\phi}}{\partial t} + \beta_3(1 + i\frac{D_s}{\omega_n})\frac{\partial^2 \hat{\phi}}{\partial t^2} = 0
\]  

(3.29)
For $\beta_3 < 0$ ($\bar{k}h \leq 0.3\pi$), the new time-dependent mild-slope equation (3.14) can include the damping terms as:

$$
\frac{\partial}{\partial x}(\bar{C}\bar{C}_g \frac{\partial \hat{\phi}}{\partial x}) + (\bar{k}^2 \bar{C}\bar{C}_g + i\bar{\omega} D_s) \hat{\phi} + i \frac{\partial}{\partial x}(\bar{C}\bar{C}_g \frac{\partial^2 \hat{\phi}}{\partial x \partial t})
$$

$$
+ i(\frac{\partial}{\partial \omega}(\bar{k}^2 \bar{C}\bar{C}_g) + iD_s) \frac{\partial^2 \hat{\phi}}{\partial t^2} + \beta_3 \frac{\partial^2 \hat{\phi}}{\partial t^2} = 0
$$

(3.30)

### 3.3 Test of a New Model for Bichromatic Waves

We analyze the new equation (3.14) for the case of bichromatic waves described by equation (2.44). Substitution of the velocity potential $\hat{\phi}$ for Kubo et al.'s equation (2.49) into the new equation (3.14) proves that the new time-dependent mild-slope equation (3.14) is accurate to $O(\Delta k)^2$.

First, we test the new model for deep water ($\bar{k}h = 2\pi$). The water depth is 1 m, the wave height is 0.15 m, the carrier wave period ($T$) is 0.80046 s, the carrier wavelength ($L$) is 1 m, and the total length of the computational domain is 20 m. We use equation (3.29) to absorb the incident wave energy. We determine that the time step ($\Delta t$) and grid size ($\Delta x$) are small enough to obtain convergent solutions. It is determined that $\Delta t = T/40$ s and $\Delta x = L/200$ m. Figure 3.11 shows the water surface elevations from $t = 50T$ to $t = 55T$ with a half wave period interval. The solid lines are exact solutions of equation (2.44), dashed lines are results from the new equation (3.14), and the dash-dotted lines are results from Kubo et al.'s equation (2.7). The new model (3.14) yields more accurate solutions than Kubo et al.'s model (2.7). Figure 3.12 shows the propagation of the wave phase and wave groups for the new model (3.14) from $t = 50T$ to $t = 55T$.

Second, we test the two models for intermediate-depth water ($\bar{k}h = 0.3\pi$). The water depth is 1 m, the wave height is 0.15 m, the carrier wave period ($T$) is 2.4085 s, the carrier wavelength ($L$) is 6.67 m, and the total length of the
Figure 3.11: Water surface elevations for $\bar{k}h = 2\pi$, $\Delta k / \bar{k} = 0.15$ (solid line: exact solution, dashed line: new model (3.14), dash-dotted line: Kubo et al.’s model)

computational domain is 150 m. We use equation (3.30) to absorb the incident wave energy. It is determined that $\Delta t = T/80$ s and $\Delta x = L/66.67$ m. Figure 3.13 shows the water surface elevations from $t = 40T$ to $t = 45T$ with a half wave period. The solid lines are exact solutions of equation (2.44), dashed lines are results from the new equation (3.14), and the dash-dotted lines are results from Kubo et al.’s equation (2.7). Both the new model and Kubo et al.’s model yield very accurate solutions. Figure 3.14 shows the propagation of the wave phase and wave groups for the new model (3.14) from $t = 40T$ to $t = 50T$. 
Third, we test the two models for shallow water ($kh = 0.05\pi$). The water depth is 1 m, the wave height is 0.15 m, the carrier wave period ($T$) is 12.8258 s, the carrier wavelength ($L$) is 40 m, and the total length of the computational domain is 800 m. We use equation (3.30) to absorb the incident wave energy. It is determined that $\Delta t = T/100$ s and $\Delta x = L/80$ m. Figure 3.15 shows the water surface elevations from $t = 30T$ to $t = 35T$ with a half wave period interval. The solid lines are exact solutions of equation (2.44), dashed lines are results from the new equation (3.14), and the dash-dotted lines are results from Radder and Dingemans’ equations (2.5) and (2.6). Both the new model and Radder and Dingemans’ model yield very accurate solutions. Figure 3.16 shows the propagation of the wave phase and wave groups for the new equation (3.14) from $t = 30T$ to $t = 40T$.
Figure 3.13: Water surface elevations for $\bar{k}h = 0.3\pi$, $\Delta k/k = 0.15$ (solid line: exact solution, dashed line: new model (3.14), dash-dotted line: Kubo et al.'s model)
Figure 3.14: Propagation of wave phase and wave groups for $\bar{k}h = 0.3\pi, \Delta k/\bar{k} = 0.15$, new model (3.14) (dashed line: wave phase, dash-dotted line: wave groups)
Figure 3.15: Water surface elevations for $\bar{k}h = 0.05\pi$, $\Delta k/\bar{k} = 0.15$ (solid line: exact solution, dashed line: new model (3.14), dash-dotted line: Radder and Dingemans’ model)
Figure 3.16: Propagation of wave phase and wave groups for $kh = 0.05\pi$, $\Delta k/k = 0.15$, new model (3.14) (dashed line: wave phase, dash-dotted line: wave groups)
Chapter 4

TIME-DEPENDENT MILD-SLOPE EQUATIONS FOR BREAKING WAVES

The time-dependent mild-slope equation is applicable from deep to shallow water. To extend the model into the surf zone, we need to include a model for breaking waves in the time-dependent mild-slope equation.

The energy dissipation rate with the breaking criterion given by equations (1.24) and (1.23), respectively, was used in Kubo et al.’s time-dependent mild-slope equation (1.14), resulting in

\[ \nabla \cdot (\tilde{C} \tilde{C}_g \nabla \tilde{\phi}) + k^2 \tilde{C} \tilde{C}_g (1 + i f_{D_b}) \tilde{\phi} = \nabla \left( \frac{\partial}{\partial \omega} (\tilde{C} \tilde{C}_g) \nabla \frac{\partial \tilde{\phi}}{\partial \omega} \right) + \frac{\partial}{\partial \omega} (k^2 \tilde{C} \tilde{C}_g) (1 + i f_{D_b}) \frac{\partial \tilde{\phi}}{\partial \omega} = 0 \]

Equations (1.24) and (1.23) were derived semi-empirically from a uniformly sloping bottom, but were applied to a non-uniformly sloping bottom, assuming that the bottom at each point is locally uniform.

Dally et al. (1985) found, from Horikawa and Kuo’s (1966) experimental data, that the wave height of the breaking wave attenuates until it reaches a stable wave height, which lies between 0.35 and 0.40 times the water depth. We use the idea of wave recovery in our model, in order to model the effects of wave breaking in waves propagating over bars or other isolated bathymetric features.
In the following section, we develop a time-dependent mild-slope equation model for breaking waves by constructing a model for the head loss based on a bore analogy, and including it in the time-dependent mild-slope equations. The breaking model would be applicable for a non-uniform bottom slope and would show the propagation of the breaking waves with a decay in wave height until stable condition is reached. We suggest a smoothing method in order to get stable model results. Without smoothing, we would get sufficient reflection due to the sudden increase of dissipation rates at the breaking point and also we would get numerical discontinuities in the solution due to the rise and decay of energy dissipation rates from wave breaking and shoaling, respectively.

4.1 Derivation of a Model for Breaking Waves

In a hydraulic jump, the head loss can be estimated from continuity, momentum, and energy equations for points on the water surface in a steady state:

\[ h_L = \frac{(h_2 - h_1)^3}{4h_1h_2} \]  

(4.2)

where \( h_1 \) and \( h_2 \) are water depths before and after the hydraulic jump, respectively. Considering the geometry of a hydraulic jump, we write the upstream and downstream water depths \( h_1 \) and \( h_2 \) as \( h_1 \simeq (h - |\eta|) \) and \( h_2 \simeq (h + |\eta|) \) where \( h \) is the still water depth and \( |\eta| \) is the wave amplitude (see Figure 4.1). The head loss caused by wave breaking can be estimated as

\[ h_L \simeq \frac{\{(h + |\eta|) - (h - |\eta|)\}^3}{4(h + |\eta|)(h - |\eta|)} = 2|\eta|\frac{\left(\frac{b}{h}\right)^2}{1 - \left(\frac{b}{h}\right)^2} \]  

(4.3)

If the head loss caused by wave breaking is included in the linear dynamic free surface boundary condition (2.6), we obtain the following equation

\[ \frac{\partial \tilde{\phi}}{\partial t} = -g\eta - D \tilde{\phi} \]  

(4.4)
where the energy dissipation rate $D_b$ is related to the head loss by

$$D_b = \frac{g h_L}{|\phi|} = 2 \gamma \bar{\omega} \frac{(\frac{|\eta|}{h})^2}{1 - (\frac{|\phi|}{h})^2}$$  \hspace{1cm} (4.5)$$

where we use the relation

$$\frac{|\eta|}{|\phi|} \approx \frac{\bar{\omega}}{g}$$  \hspace{1cm} (4.6)$$

and where $\gamma$ is a calibration factor of order one. The energy dissipation rate is proportional to the carrier wave frequency and is also approximately proportional to the square of wave height to water depth ratio.

![Diagram of hydraulic jump and broken wave](image)

**Figure 4.1:** Geometric similarity between a hydraulic jump and a broken wave

So, equations (2.5) and (4.4) are a modified Radder and Dingemans’ model for breaking waves. Similar to the damping coefficient $D_s$ in sponge layer, the dissipation rate $D_b$ for breaking waves can be included in other time-dependent
mild-slope equations. Smith and Sprinkles' model can be modified by combining equations (2.5) and (4.4), yielding the following equation:

\[
\frac{\partial^2 \phi}{\partial t^2} + D_b \frac{\partial \phi}{\partial t} - \nabla \cdot (\bar{C} \bar{C}_g \nabla \phi) + (\omega^2 - k^2 \bar{C} \bar{C}_g) \phi = 0
\]  

(4.7)

where we use the relation

\[
\frac{\partial \eta}{\partial t} = -\frac{1}{g} \left( \frac{\partial^2 \phi}{\partial t^2} + D_b \frac{\partial \phi}{\partial t} \right)
\]

(4.8)

For monochromatic waves, we get a modified Berkhoff's model:

\[
\nabla \cdot (\bar{C} \bar{C}_g \nabla \phi) + (k^2 \bar{C} \bar{C}_g + i \omega D_b) \phi = 0
\]

(4.9)

or

\[
\nabla \cdot (\bar{C} \bar{C}_g \nabla \phi) + k^2 \bar{C} \bar{C}_g (1 + i \frac{D_b}{\omega \eta}) \phi = 0
\]

(4.10)

Kubo et al.'s equation (2.7) can include the energy dissipation rate as

\[
\nabla \cdot (\bar{C} \bar{C}_g \nabla \phi) + k^2 \bar{C} \bar{C}_g (1 + i \frac{D_b}{\omega \eta}) \phi + i \nabla \cdot \left( \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g \nabla \phi) \right) + i \frac{\partial}{\partial \omega} (k^2 \bar{C} \bar{C}_g) (1 + i \frac{D_b}{\omega \eta}) \frac{\partial \phi}{\partial t} = 0
\]

(4.11)

The new time-dependent mild-slope equation (3.14) can include the energy dissipation rate as

\[
\frac{\partial}{\partial x} \left( \bar{C} \bar{C}_g \frac{\partial \phi}{\partial x} \right) + (k^2 \bar{C} \bar{C}_g + i \omega D_b) \phi + i \frac{\partial}{\partial x} \left( \frac{\partial}{\partial \omega} (\bar{C} \bar{C}_g) \frac{\partial^2 \phi}{\partial x \partial t} \right) + i \frac{\partial}{\partial \omega} (k^2 \bar{C} \bar{C}_g) + i D_b \frac{\partial \phi}{\partial t} + (\beta_3 + i \frac{1}{\lambda}) \frac{\partial^2 \phi}{\partial t^2} = 0
\]

(4.12)

In Appendix A, we develop parabolic approximations of mild-slope equations for both monochromatic and random waves.

McCowan (1894) suggested the breaking criterion for a solitary wave in shallow water as

\[
\left( \frac{H}{h} \right)_b = 0.78
\]

(4.13)
and Miche (1944) suggested the breaking criterion for progressive waves in any depth of water as

\[(H/L)_b = 0.142 \tanh(kh)\]  \hspace{1cm} (4.14)

which yields the limiting value as \((H/h)_b \simeq 0.88\) in shallow water. Battjes and Janssen (1978) suggested a modified version of equation (4.14) as

\[H_b = 0.88k^{-1} \tanh(\delta kh/0.88)\] \hspace{1cm} (4.15)

where they use the linear dispersion relation for wavenumber \(k\), and \(\delta\) is a slightly adjustable coefficient in order to allow the effects of beach slope and to include the transformation of random waves. Weggel (1972) suggested an empirical breaking criterion as

\[
\left(\frac{H}{h}\right)_b = b(s) - a(s) \frac{H_b}{T^2}
\] \hspace{1cm} (4.16)

where \(a(s)\) and \(b(s)\) are functions of the beach slope \(s\) given by

\[a(s) = 1.36(1 - e^{-19s}) \hspace{1cm} \left(\text{sec}^2/ft\right)\]  \hspace{1cm} (4.17)

\[
\frac{1}{b(s)} = 0.64(1 + e^{-19.5s})
\]  \hspace{1cm} (4.18)

We specify the breaking criterion in terms of the wave height to water depth ratio, \((H/h)_b\). We do not fix the values of \((H/h)_b\) for different wave conditions but adjust the values to fit the experimental data. If there are no experimental data, we can use the breaking criteria suggested either by Battjes and Janssen (equation (4.15)) or by Weggel (equation (4.16)).

The recovery criterion is determined in terms of wave height to water depth ratio, \((H/h)_r\), which was found to be 0.35 to 0.4 in the experimental data from Horikawa and Kuo (1965). We adjust the values of the recovery criterion to fit the experimental data. If there are no experimental data, we fix the value of the recovery criterion as 0.35.
The energy dissipation rate depends on whether the wave is locally breaking or non-breaking. Even if the wave height to water depth ratio is locally below the breaking criterion, wave breaking still continues if the wave is already broken and the wave height to water depth ratio is above the recovery criterion. The breaking waves can be traced by finding the phase velocities in $x$ and $y$ directions as

$$C_x = \frac{\omega}{k \cos \theta}$$

$$C_y = \frac{\omega}{k \sin \theta}$$  \hspace{1cm} (4.19)

The wave propagation direction can be found by the angle $\theta$ counterclockwise from the $x$ axis which is given by

$$\theta = \begin{cases} +\arctan\left(\frac{\partial n}{\partial x}\right); & \text{propagating in positive } x \text{ direction} \\ -\arctan\left(\frac{\partial n}{\partial x}\right); & \text{propagating in negative } x \text{ direction} \end{cases}$$  \hspace{1cm} (4.20)

At time $t = n\Delta t$, the breaking wave located at $(x, y) = (i\Delta x, j\Delta y)$ propagates with wave speed $\omega/k$ and the wave direction $\theta$, so at the next time $t = (n + 1)\Delta t$ the wave would be located at $(x, y) = (i\Delta x + \frac{\omega}{k \cos \theta} \Delta t, j\Delta y + \frac{\omega}{k \sin \theta} \Delta t)$.

For random breaking waves, we separate the whole frequency spectrum into several components with narrow bandwidths. At each time, we compute the water surface elevations of each component. We add all the water surface elevations of each component to get the total wave height. If it is found that the wave height to water depth ratio is above the breaking criterion at some point, we assume that wave breaking occurs at that point, and the energy dissipation rates $D_b$ are computed by using the peak frequency $\omega_p$. The propagation directions and the velocities of the breaking waves are computed at each frequency component to trace the breaking waves. If the wave height to water depth ratio drops below the recovery criterion, the wave breaking stops and no energy dissipation would occur.
4.2 Smoothing Energy Dissipation Rate

The sudden increase of the energy dissipation rate at the breaking point causes considerable reflections outside the surf zone. There are numerical discontinuities in the solution because of two opposing factors: the decrease of the energy dissipation rate due to wave breaking and the increase of the energy dissipation rate due to shoaling. As depth decreases, the wave height increases, and the wave height to water depth ratio increases by the shoaling effect. Therefore, the energy dissipation rate defined by equation (4.5) increases as depth decreases. So, we need to smooth the energy dissipation rate by averaging several adjacent point values with different weights to get a stable solution.

We use a smoothing method of 3-point averaging (Shapiro, 1970). Let $Z = Z(x)$, $-\infty < x < \infty$, and $Z_i = Z(x_i)$ for discrete values of $x_i = i\Delta x$ where $i$ is an integer. We define a simple smoothing element:

$$\tilde{Z}_i = (1 - S)Z_i + S(Z_{i-1} + Z_{i+1})/2 = Z_i + \frac{S}{2}(Z_{i-1} + Z_{i+1} - 2Z_i) \tag{4.21}$$

where $S$ is a smoothing element. It is found that the response function, the ratio of the smoothed to unsmoothed amplitude, is

$$R(k) = 1 - 2S \sin^2 k\Delta x/2 \tag{4.22}$$

With $S = 1/2$, the waves of length $L = 2\Delta x$ are completely eliminated, and all features longer than $2\Delta x$ are damped except infinitely long features. Successive application of $n$ smoothing operators of the form of equation (4.21), with smoothing elements $S = 1/2$, results in a ratio of smoothed amplitude to unsmoothed amplitude given by

$$R(k)^n = (1 - 2S \sin^2 k\Delta x/2)^n \tag{4.23}$$

We test the smoothing method, equation (4.23), for a case with a delta function with a magnitude of one. The results before and after smoothing with $n$
= 5, 10, and 15 are shown in Figure 4.2 (a), from which we find that the original delta function decreases and spreads out with area being conserved as the value of $n$ increases. The response functions, the spectral densities, are shown in Figure 4.2 (b) from which we find that more damping happens and that the damping extends toward waves of lower frequencies as the value of $n$ increases.
Figure 4.2: One-dimensional simple smoothing (solid line: \( n = 0 \), dashed line: \( n = 5 \), dash-dotted line: \( n = 10 \), dotted line: \( n = 15 \)) (a) results, (b) spectral densities
We test the smoothing for a case with supporting experimental data. Horikawa and Kuo (1965) conducted experiments for breaking waves shoaling over a 1/65 sloping bottom. Here we test for a case with a wave period of 1.6 s, and wave height to water depth ratio in deep water 0.065. The modified Radder and Dinghamans' model (2.5) and (5.12) are used to get solutions. Equation (5.12) is a modified equation to include the energy dissipation rates caused by wave breaking and at sponge layer. The grid size is $\Delta x = 0.2 \, m$ and time step is $\Delta t = 0.02 \, s$ which give a convergent solution. Breaking criterion is $(H/h)_b = 0.78$ and the factor of wave breaking is $\gamma = 0.4$. Figure 4.3 shows the wave heights at $t = 60T$ after smoothing with different values of $n = 0, 5, 10, \text{ and } 15$. This shows that once smoothing is done, the effect of the wave height decay does not change and that a larger number of successive smoothings are required to get stable solutions. We select the number of successive smoothings $n = 15$ to smooth the dissipation rate for the one-dimensional case of wave breaking. The number of successive smoothings $n = 15$ uses 31 point values for smoothing a value. The weights of the point values $w$ for $n = 15$ when applied at point $i$ are given as

\[
\begin{align*}
    w_i &= 0.144464 \\
    w_{i+1} &= 0.135435 \\
    w_{i+2} &= 0.111535 \\
    w_{i+3} &= 8.05531 \times 10^{-2} \\
    w_{i+4} &= 5.08756 \times 10^{-2} \\
    w_{i+5} &= 2.79816 \times 10^{-2} \\
    w_{i+6} &= 1.33246 \times 10^{-2} \\
    w_{i+7} &= 5.45096 \times 10^{-3} \\
    w_{i+8} &= 1.89599 \times 10^{-3} \\
    w_{i+9} &= 5.52996 \times 10^{-4}
\end{align*}
\]
\[ w_{i\pm 10} = 1.32719 \times 10^{-4} \]
\[ w_{i\pm 11} = 2.55229 \times 10^{-5} \]
\[ w_{i\pm 12} = 3.78117 \times 10^{-6} \]
\[ w_{i\pm 13} = 4.05125 \times 10^{-7} \]
\[ w_{i\pm 14} = 2.79397 \times 10^{-8} \]
\[ w_{i\pm 15} = 9.31323 \times 10^{-10} \] \hspace{1cm} (4.24)

Figure 4.3: Wave heights with different numbers of successive applications \( n = 0, 5, 10, \) and 15 (o: measured data, solid line: computed results, dashed line: results from shoaling coefficient)
The smoothing, equation (4.21), can be applied in two dimensions as

\[
\overline{Z_{i,j}}^{i,j} = \left(\overline{Z_{i,j}}^{i,j}\right)^j
\]

\[
= Z_{i,j} + \frac{S}{4}(Z_{i-1,j} + Z_{i+1,j} + Z_{i,j+1} + Z_{i,j-1} - 4Z_{i,j})
\]

\[
+ \frac{S^2}{4}(Z_{i-1,j+1} + Z_{i+1,j+1} + Z_{i+1,j-1} + Z_{i-1,j-1} - 4Z_{i,j})
\] (4.25)

The ratio of the smoothed to unsmoothed amplitudes \( \text{R}(k, h) \) corresponding to the 9-point operator, equation (4.25), is

\[
\text{R}(k, h) = (1 - 2S \sin^2 k\Delta x/2)(1 - 2S \sin^2 h\Delta y/2)
\] (4.26)

Since each of the two smoothers on the right of equation (4.26) is of the same form as equation (4.21), all the development applicable to one-dimensional smoothing is independently applicable to each of the smoothing operators in equation (4.26). Successive application of \( n \) smoothing operators of the form of equation (4.26) with smoothing elements \( S = 1/2 \) results in a ratio of smoothed amplitude to unsmoothed amplitude given by

\[
\text{R}(k, h)^n = \{(1 - 2S \sin^2 k\Delta x/2)(1 - 2S \sin^2 h\Delta y/2)\}^n
\] (4.27)

We test the smoothing method, equation (4.27), for a case with a delta function with a magnitude of one. The results after smoothing with \( n = 0, 1, 2, \) and \( 3 \) are shown in Figure 4.4, from which we find that the original delta function decreases and spreads out with equal area as \( n \) increases. The response functions for results along a straight line passing through the center point are shown in Figure 4.5, from which we find that as \( n \) increases more damping happens and the damping extends toward waves of lower frequencies. It is found that the damping effect for two-dimensional smoothing is much higher than for one-dimensional smoothing. We select the number of successive smoothings, \( n = 2, \) for smoothing the dissipation rate for two-dimensional breaking waves. The case with \( n = 2 \) uses
25 point values to smooth a value. The response at the point of two-dimensional smoothing is 0.140, which can be compared to the response at the point of one-dimensional smoothing which is 0.144. In Figure 4.5, the response function drops at $\Delta x/L = 0$ because the considered point values are only along a straight line passing the point of smoothing; other point values are not considered, so the total area decreases. The weights of the point values $w$ for $n = 2$ when applied at point $(i, j)$ are given as

\[
\begin{align*}
    w_{i,j} &= 0.140625 \\
    w_{i\pm1,j} &= 0.937500 \times 10^{-1} \\
    w_{i,j\pm1} &= 0.937500 \times 10^{-1} \\
    w_{i\pm1,j\pm1} &= 0.625000 \times 10^{-1} \\
    w_{i\pm2,j} &= 0.234375 \times 10^{-1} \\
    w_{i,j\pm2} &= 0.234375 \times 10^{-1} \\
    w_{i\pm1,j\pm2} &= 0.156250 \times 10^{-1} \\
    w_{i\pm2,j\pm1} &= 0.156250 \times 10^{-1} \\
    w_{i\pm2,j\pm2} &= 0.390625 \times 10^{-2}
\end{align*}
\] (4.28)
Figure 4.4: Results after two-dimensional simple smoothing with $n = 0, 1, 2,$ and 3
Figure 4.5: Spectral densities after two-dimensional simple smoothing with $n = 0, 1, 2,$ and 3 (solid line: $n = 0$, dashed line: $n = 1$, dash-dotted line: $n = 2$, dotted line: $n = 3$)
Chapter 5

APPLICATIONS TO SEVERAL CASES

We use the Radder and Dingemans' model to verify the wide applicability of the time-dependent mild-slope equations from deep to shallow water, for one-dimensional and two-dimensional, monochromatic and random, non-breaking and breaking waves. In section 1, we specify boundary conditions and mention the discretization method to be used for applications in section 2 and section 3. In section 2, we use the Radder and Dingemans' model applied to non-breaking waves for Berkhoff et al.'s shoal experiment (two-dimensional monochromatic waves) and Vincent and Briggs' shoal experiment (two-dimensional monochromatic and random waves). In section 3, we use a modified Radder and Dingemans' model applied to breaking waves for the Horikawa and Kuo's horizontal and sloping bottom experiment (one-dimensional monochromatic waves), the Mase and Kirby's sloping beach experiment (one-dimensional random waves), and the Vincent and Briggs' shoal experiment (two-dimensional monochromatic and random waves).

5.1 Specification of Boundary Conditions and Discretization

At the wavemaker boundary $x = 0$ and the free surface $z = 0$, we specify the particle velocities $u$ in the $x$ direction. The specified particle velocities are complex valued to compute the wave heights easily by taking the absolute value of the complex valued water surface elevations $\eta$. 
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For random wave trains, if we know the Fourier transform of the original real valued signal $\zeta(t)$, then we may construct the Fourier transform of the causal signal $\eta(t)$. A causal function is a complex function which is entirely known if its real or imaginary parts are known. The spectral densities of complex valued $\eta$ can be computed by the spectral densities of real valued $\zeta$ and are given by

$$F_\eta = \begin{cases} 
2F_\zeta; & \omega > 0 \\
F_\zeta; & \omega = 0 \\
0; & \omega < 0 
\end{cases} \tag{5.1}$$

Mase and Kirby (1992) conducted experiments for one-dimensional random waves of Pierson-Moskowitz spectrum shoaling over a 1/20 sloping beach. We generate complex valued particle velocities $u$ for case 1, which yields plunging breakers in the surf zone, by subdividing the whole spectrum into 6 frequency components with equal bandwidths and inverse Fourier transforming each frequency component. Figure 5.1 shows generated particle velocities $u$ at the wavemaker boundary at each frequency component. Here the solid line represents real part of $u$ and dashed line represents imaginary part of $u$.

For a two-dimensional random wave train, the water surface elevation may be written as

$$\eta(x, y, t) = \sum_{l=1}^{L} \sum_{m=1}^{M} \frac{a_{lm}}{2} e^{i[k_l \cos \theta_m x + k_l \sin \theta_m y - 2\pi f_l t + \psi_{lm}]} + c.c. \tag{5.2}$$

where $a_{lm}$ is wave amplitude, $f_l$ is wave frequency, $\theta_m$ is wave direction, $\psi_{lm}$ is random phase independent of frequency and direction, and $c.c.$ represents the complex conjugate. Instead of using a discrete set of wave angles, we use here a discretization of the longshore wavenumber spectrum. The longshore wavenumber $\lambda_m$ is defined as

$$\lambda_m = k_l \sin \theta_m \tag{5.3}$$
Figure 5.1: Generated particle velocities $u(t)$ at wavemaker boundary $z = 0, x = 0$ for Mase and Kirby's (1992) case 1 with 6 frequency components (solid line: real part, dashed line: imaginary part) (a) first frequency component, (b) second frequency component, (c) third frequency component, (d) fourth frequency component, (e) fifth frequency component, (d) sixth frequency component

which determines the wave direction $\theta_m$ at each frequency. At the upwave boundary ($x = 0$), the water surface elevation is given by

$$\eta(y, t) = \sum_{l=1}^{L} \sum_{m=1}^{M} \frac{a_{lm}}{2} e^{i(\lambda_{m}y - 2\pi f_{lt} + \psi_{lm})} + c.c.$$  \hspace{1cm} (5.4)

For the given frequency $f_l$ and longshore wavenumber $\lambda_m$, we get the amplitude of the water surface elevation

$$a_{lm} = \sqrt{2S_l(f)\Delta f \frac{S_m(\lambda)}{2\pi}} \Delta \lambda$$  \hspace{1cm} (5.5)
where $S_l(f)$ is the spectral density dependent on the frequency $f$ and $S_m(\lambda)$ is the directional spreading function dependent on the longshore wavenumber $\lambda$. We can get $S_m(\lambda)$ from $D_m(\theta)$ (which is the spreading function dependent on the direction $\theta$) by the condition

$$\int_{-\pi}^{\pi} D(\theta) d\theta = \int_{-k}^{k} \frac{S(\lambda)}{2\pi} d\lambda = 1, \quad (5.6)$$

and so,

$$\frac{S(\lambda)}{2\pi} = D(\theta) \frac{d\theta}{d\lambda} = \frac{D(\theta)}{k \cos \theta} \quad (5.7)$$

The particle velocity in the $x$ direction at $x, z = 0$ can be obtained from the velocity potential and is given by

$$u = \sum_{l=1}^{L} \sum_{m=1}^{M} A_{lm} e^{i(k_m y - 2\pi ft + \psi_{lm})} + c.c. \quad (5.8)$$

where the amplitude $A_{lm}$ is given by

$$A_{lm} = a_{lm} \frac{g\sqrt{k_l^2 - \lambda_m^2}}{2\pi ft} \quad (5.9)$$

When the spectral density $S(f)$ and the directional spreading function $D(\theta)$ are given, we can get the amplitude of the particle velocity $A_{lm}$. Using a 2-dimensional inverse FFT from the frequency and longshore wavenumber domain to the time and $y$ space domain, we can generate the velocity $u$.

Vincent and Briggs conducted experiments for two-dimensional random waves using TMA spectrum and directional spreading function as input conditions. Here, we consider the case N5 which produces breaking waves of narrow-band spreading. We cut off 2 percent lower and upper frequency components and subdivide the remaining spectrum into 3 components with equal bandwidths. We compute the spectral densities of the particle velocity $A_{lm}$ from given TMA spectrum $S(f)$ and directional function $D(\theta)$ and we generate particle velocities by inverse Fourier transforming the spectral densities. Figure 5.2 shows the generated particle velocities at $(x, y) = (0 \ ft, 45 \ ft)$. 
Figure 5.2: Generated particle velocities $u(t)$ at wavemaker boundary $z = 0, x = 0, y = 45 \text{ ft}$ for Vincent and Briggs' (1989) case N5 with 3 frequency components (solid line: real part, dashed line: imaginary part) (a) first frequency component, (b) second frequency component, (c) third frequency component

We specify reflective boundary conditions at side walls for two-dimensional problems as

$$\frac{\partial \phi}{\partial y} = 0$$

$$\frac{\partial \eta}{\partial y} = 0 \quad (5.10)$$

In order to dissipate wave energy at downwave boundaries, we use a wave damping layer at the downwave boundary. Equation (2.6) is modified to, for
non-breaking waves,

$$\frac{\partial \tilde{\phi}}{\partial t} = -g \eta - D_s \tilde{\phi} = G(\tilde{\phi}, \eta)$$  \hspace{1cm} (5.11)

and, for breaking waves,

$$\frac{\partial \tilde{\phi}}{\partial t} = -g \eta - (D_b + D_s) \tilde{\phi} = G(\tilde{\phi}, \eta)$$  \hspace{1cm} (5.12)

where $D_s$ is the energy dissipation rate in the sponge layer described by equation (2.52) and $D_b$ is the energy dissipation rate for breaking waves described by equation (4.5).

A fourth order Adams-Bashforth-Moulton predictor-corrector method is used to discretize (2.5) and (5.11) (non-breaking waves) or (2.5) and (5.12) (breaking waves) in time. In order to discretize terms with spatial differentiation we use the fourth order discretization:

$$\left[ \frac{\partial f}{\partial x} \right]_i = \begin{cases} \frac{1}{12 \Delta x} (-3f_{i-1} - 10f_i + 18f_{i+1} - 6f_{i+2} + f_{i+3}), & i=2 \\ \frac{1}{12 \Delta x} (f_{i-2} - 8f_{i-1} + 8f_{i+1} - f_{i+2}), & i=3,4,\ldots,1-3,J-2 \\ \frac{1}{12 \Delta x} (-3f_{i+1} - 10f_i + 18f_{i-1} - 6f_{i-2} + f_{i-3}), & i=J-1 \\ \end{cases}$$

$$\left[ \frac{\partial f}{\partial y} \right]_j = \begin{cases} \frac{1}{12 \Delta y} (-3f_{j-1} - 10f_j + 18f_{j+1} - 6f_{j+2} + f_{j+3}), & j=2 \\ \frac{1}{12 \Delta y} (f_{j-2} - 8f_{j-1} + 8f_{j+1} - f_{j+2}), & j=3,4,\ldots,J-3,J-2 \\ \frac{1}{12 \Delta y} (-3f_{j+1} - 10f_j + 18f_{j-1} - 6f_{j-2} + f_{j-3}), & j=J-1 \\ \end{cases}$$

$$\left[ \frac{\partial^2 f}{\partial x^2} \right]_i = \begin{cases} \frac{1}{4 \Delta x^2} (11f_{i-1} - 20f_i + 6f_{i+1} + 4f_{i+2} - f_{i+3}), & i=2 \\ \frac{1}{2 \Delta x^2} (-f_{i-2} + 16f_{i-1} - 30f_i + 16f_{i+1} - f_{i+2}), & i=3,4,\ldots,J-3,1-2 \\ \frac{1}{4 \Delta x^2} (11f_{i+1} - 20f_i + 6f_{i-1} + 4f_{i-2} - f_{i-3}), & i=J-1 \\ \end{cases}$$

$$\left[ \frac{\partial^2 f}{\partial y^2} \right]_j = \begin{cases} \frac{1}{4 \Delta y^2} (11f_{j-1} - 20f_j + 6f_{j+1} + 4f_{j+2} - f_{j+3}), & j=2 \\ \frac{1}{2 \Delta y^2} (-f_{j-2} + 16f_{j-1} - 30f_j + 16f_{j+1} - f_{j+2}), & j=3,4,\ldots,J-3,J-2 \\ \frac{1}{4 \Delta y^2} (11f_{j+1} - 20f_j + 6f_{j-1} + 4f_{j-2} - f_{j-3}), & j=J-1 \\ \end{cases}$$
In the Adams-Bashforth predictor step, we have

\[ \eta^{n+1} = \eta^n + \frac{\Delta t}{24} \{ 55F^n - 59F^{n-1} + 37F^{n-2} - 9F^{n-3} \} \]

\[ \tilde{\phi}^{n+1} = \tilde{\phi}^n + \frac{\Delta t}{24} \{ 55G^n - 59G^{n-1} + 37G^{n-2} - 9G^{n-3} \} \]  \hspace{1cm} (5.13)

and in the Adams-Moulton corrector step, we have

\[ \eta^{n+1} = \eta^n + \frac{\Delta t}{24} \{ 9F^{n+1} + 19F^n - 5F^{n-1} + F^{n-2} \} \]

\[ \tilde{\phi}^{n+1} = \tilde{\phi}^n + \frac{\Delta t}{24} \{ 9G^{n+1} + 19G^n - 5G^{n-1} + G^{n-2} \} \]  \hspace{1cm} (5.14)

where the superscript \( n \) denotes the time step. If the errors between predicted and corrected values are small enough, we proceed to the next time step; otherwise, we repeat correcting until we get small errors.

5.2 Applications for Non-Breaking Waves

5.2.1 Berkhoff, Booij and Radder Shoal Experiment (Two-dimensional Monochromatic Waves)

As an example of the application of the models in two dimensions, we study the focusing of waves by a shoal, using the geometry and experimental parameters given in Berkhoff et al. (1982).

The experimental topography consists of an elliptic shoal resting on a plane sloping bottom with a slope of 1/50. The plane slope rises from a region of constant depth \( h = 0.45 \) m, and the entire slope is turned at an angle of 20° to a straight wave paddle. Bottom contours are shown in Figure 5.3 along with the chosen computational domain. The offshore boundary of the computational
Figure 5.3: Experimental setup by Berkhoff et al. (1982)

The domain is chosen so that water depth is constant along $x = 0$. We establish slope-oriented coordinates $(x', y')$ which are related to the computational coordinates $(x, y)$ according to:

$$
\begin{align*}
x' &= (x - 10.5) \cos 20^\circ - (y - 10) \sin 20^\circ \\
y' &= (x - 10.5) \sin 10^\circ + (y - 10) \cos 20^\circ
\end{align*}
$$

(5.15)

The origin $(x', y') = (0, 0)$ corresponds to the center of the shoal. The slope is described in meters by

$$
h = \begin{cases} 
0.45; & x' < -5.82 \\
0.45 - 0.02(5.82 + x'); & x' \geq -5.82
\end{cases}
$$

(5.16)
The boundary of the elliptic shoal is given by

\[(x' - 3)^2 + (y' - 4)^2 = 1\]  

(5.17)

and the depth in the shoal region is modified in meters according to

\[h = h_{\text{slope}} - 0.5\sqrt{1 - (x'/3.75)^2 - (y'/5)^2} + 0.3\]  

(5.18)

resulting in a depth at the center of the shoal \(h(x' = 0, y' = 0) = 0.1332 \text{ m}\).

The initial condition for the wave corresponds to the uniform wave train generated at the wave paddle with an amplitude \(a_0 = 0.032 \text{ m}\) and a wave period \(T = 1 \text{ s}\). The incident waves are dissipated by a breaking process on a gravel beach at the shallow end. At sections 1 through 8 there are arrays of resistance type wave gages spaced 0.5 m apart which record time series of water surface elevations.

It is known from parabolic model computations (Kirby and Dalrymple, 1984) that the waves in this example are significantly affected by wave nonlinearity. Following the appendix in Kirby and Dalrymple (1984), we provide a heuristic extension to the mild-slope equation that is appropriate only for progressive Stokes waves. The resulting modification to equation (2.5) is given by

\[\frac{\partial \eta}{\partial t} = -\nabla \cdot \left( \frac{\tilde{C} \tilde{C}_g}{g} \nabla \tilde{\phi} \right) + \frac{(\bar{\omega}^2 - \bar{k}^2 \tilde{C} \tilde{C}_g + \bar{\omega} \tilde{C}_g K' |\eta|^2)}{g} \frac{\tilde{\phi}}{\bar{\phi}}\]  

(5.19)

where

\[K' = \frac{\bar{k}^2 \tilde{C} \cosh 4\bar{kh} + 8 - 2 \tanh^2 \bar{kh}}{C_g \frac{8 \sinh^4 \bar{kh}}{\bar{C}_g}}\]  

(5.20)

We apply both the linear (equations (2.5) and (5.11)) and nonlinear (equations (5.19) and (5.11)) model equations to the shoal described by Berkhoff et al. (1982). The data on wave amplitude was obtained over the entire vicinity of a refractive focus. The Ursell parameter remains of a reasonably small size over
the entire domain of interest, thus indicating that Stokes theory should be a valid representation of the experiment. The grid sizes are $\Delta x = \Delta y = 0.25 \, m$ and $\Delta t = 1/40 \, s$. We run the models until $t = 80 \, s$.

Referring to Figures 5.4 and 5.5, where model results are compared to measured data along transects 1 through 8, we see that the linear model tends to overpredict maximum amplitudes in the vicinity of focused waves, where wave steepness may become large and nonlinear effects become important. In these regions the nonlinear models give better results. The nonlinear model results appear to contain some spurious amplitude modulations. These are not a manifestation of instability, and the effect may be suppressed by a suitable lagging of the nonlinear term in the numerical scheme.

When Figures 5.4 and 5.5 are compared to Figure 4 of Kirby and Dalrymple (1984) which shows both linear and nonlinear model results from parabolic approximations, the normalized wave heights are almost the same with minor differences. At section 3, the results from the nonlinear model shown in Figure 5.4 are more accurate than those from the nonlinear model shown in Figure 4 of Kirby and Dalrymple. At section 6, the results from the nonlinear model shown in Figure 4 of Kirby and Dalrymple are more accurate than those from the nonlinear model shown in Figure 5.5.

When Figures 5.4 and 5.5 are compared to Figure 4 of Panchang et al. (1991) which shows both linear and nonlinear solutions of Berkhoff's model by iteration, the normalized wave heights are almost the same with minor differences. The similarity of our model to Panchang et al.'s model is stronger than the similarity of our model to Kirby and Dalrymple's model.

When Figures 5.4 and 5.5 are compared to Figure 7 of Dalrymple et al.
(1989) which shows both linear and nonlinear solutions for very wide-angle diffraction, the normalized wave heights are almost the same with minor differences. At section 6, the results from the nonlinear model shown in Figure 7 of Kirby and Dalrymple are more accurate than those from the nonlinear model shown in Figure 5.5.

5.2.2 Vincent and Briggs Shoal Experiment (Two-dimensional Monochromatic and Random Waves)

A further study of monochromatic and random wave propagation over a shoal has been performed by Vincent and Briggs (1989). These tests are used here as a validation of the present numerical scheme as a model for irregular wave propagation.

The tests were conducted in a 35 m (114 ft) wide by 29 m (96 ft) long directional spectral wave basin. The center of the shoal was located at coordinates \( x = 6.10 \) m (20 ft), \( y = 13.72 \) m (45 ft). The water surface elevations were measured using an array of 9 parallel-wire resistance-type sensors which were spaced 76 cm (2.5 ft) apart. The boundary of the shoal is defined in meters by

\[
\left( \frac{x'}{3.0480} \right)^2 + \left( \frac{y'}{3.9624} \right)^2 = 1
\]  

(5.21)

where \( x' \) and \( y' \) are localized coordinates centered on the shoal denoting minor and major axes, respectively. The water depth at any point in the shoal cross-section in meters is given by

\[
h = 0.4572 - 0.7620 \sqrt{1 - \left( \frac{x'}{3.8100} \right)^2 - \left( \frac{y'}{4.9530} \right)^2}
\]  

(5.22)

resulting in the water depth at the center of the shoal 15.24 cm.
Figure 5.4: Comparison among linear model (dashed lines), nonlinear model (solid lines), and experimental data of Berkhoff et al. (1982) (section 1 - section 4)
Figure 5.5: Comparison among linear model (dashed lines), nonlinear model (solid lines), and experimental data of Berkhoff et al. (1982) (section 5 - section 8)
**Figure 5.6:** Experimental setup by Vincent and Briggs (1989)

Vincent and Briggs (1989) present a number of cases with a combination of monochromatic, narrow-banded or broad-banded frequency spectra and unidirectional, narrow-banded or broad-banded directional spreads. Here, we show results for three typical cases: a monochromatic unidirectional sea (M2), a sea with narrow frequency and narrow directional spreading (N4), and a sea with narrow frequency and broad directional spreading (B4). All three cases involve non-breaking waves. Wave period (M2) and peak period (N4, B4) are 1.30 s. Wave height (M2) and rms wave height (N4, B4) are 2.54 cm. Phillip's $\alpha$ is taken to be 0.00047.

Since the model equation (2.3) is not valid for an arbitrarily large range
Figure 5.7: TMA frequency spectra (narrow frequency band) and directional spreading functions (solid lines: $\sigma_0 = 10^\circ$, dashed lines: $\sigma_0 = 30^\circ$)
of frequencies, we proceed by separating the whole spectrum into several bands. 
In each frequency band, we then construct a wavemaker or offshore boundary condition using the spectral information falling within that band. The time-dependent mild slope equation is then solved for the narrow-banded irregular sea lying within each frequency band. The final solution is obtained by adding the different bands.

Following Vincent and Briggs (1989), we use the TMA spectrum as the target frequency spectrum and a wrapped normal function as the directional spreading function. The TMA spectrum is given by

\[ S(f) = \alpha g^2 (2\pi)^{-4} f^{-5} \exp\{-1.25\left(f_p / f\right)^4 + \left(\ln \gamma\right) \exp\left[-\frac{(f - f_p)^2}{2\sigma^2 f_p^2}\right]\} \phi(f, h) \]  

(5.23)

\( S(f) \) depends on the parameters \( \alpha \) (Phillip's constant), \( f_p \) (peak frequency) \( \gamma \) (peak enhancement factor) and \( \sigma \) (shape parameter). The factor \( \phi(f, h) \) incorporates the effect of the depth \( h \) and may be approximated by

\[
\phi = \begin{cases} 
0.5 \omega_h^2, & \omega_h < 1 \\
1 - 0.5(2 - \omega_h)^2, & 1 \leq \omega_h \leq 2 \\
1, & \omega_h > 2 
\end{cases}
\]  

(5.24)

where \( \omega_h = 2\pi f(h/g)^{1/2} \). The parameter \( \gamma \) is assigned values of 2 (broad frequency) and 20 (narrow frequency). For the cases studied here, \( \gamma \) was assigned a value of 20. The directional spreading function \( D(\theta) \) is obtained by assigning the
values of either $10^\circ$ (narrow spreading) or $30^\circ$ (broad spreading) to the spreading parameter $\sigma_0$:

$$D(\theta) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{n=1}^{N} \exp\left[-\frac{(n\sigma_0)^2}{2}\right] \cos n(\theta - \theta_0)$$  \hspace{1cm} (5.25)

where $\theta_0 = \text{mean wave direction} \ (= 0^\circ)$ and $N = \text{number of terms in the series} \ (= 20)$.

We separate the whole frequency spectrum into three components with equal bandwidths of $0.267 \ Hz$ (see Figure 5.7). The three components of the frequency spectra cover 95 percent of the total spectral density in the range of $f = 0.533 - 1.333 \ Hz$, and, using the grid spacings chosen below, the ratio of minimum wavelength to spatial grid size is 4.54. We use a weighted average of the frequencies in each frequency band to determine the representative frequency used to compute the model coefficients for each band. The grid size is $\Delta x = \Delta y = 0.1905 \ m$ and time step is $\Delta t = 1.3/80 \ s$. We compute until $t = 260 \ s$. Variances of water surface elevation are computed between $t = 65 \ s$ and $t = 260 \ s$.

In Figures 5.8 - 5.10, the water surface elevations in the whole spatial domain at $t = 260 \ s$ are shown for cases M2, N4, and B4. The figure for case M2 shows that the waves are long-crested and symmetric along the line crossing the center of the shoal parallel to $x$ axis. After the waves pass the shoal they become short-crested because of refractive focusing. When we compare the cases with directional spreading (N4 and B4) we clearly see that the wave field with broad directional spreading (B4) is more short-crested than the wave field with narrow directional spreading (N4).

In Figure 5.11, the computed normalized wave heights along section 4 are
compared with measured data for cases M2, N4, and B4. For case M2, the normalized wave height near the centerline is greater than 2, which shows the considerable effects of refractive focusing over the shoal. For case N4, the computed results show underestimation near the centerline and overestimation away from the centerline. For case B4, the computed results show overestimation all along the section. The model results and data indicate that increasing directional spreading leads to much less spatial wave height variation induced by localized topographic irregularities. This result is seen in all spectral wave studies, and is a manifestation of the fact that the local minimums and maximums in the diffraction pattern for each spectral component overlap and experience mostly destructive interference.

Roughly, all three cases show that the model yields reasonably accurate results compared with the measured data. It is found that for directionally broad spreading case (B4) the refractive focusing effects are not noticeable behind the shoal.

When the computed normalized wave heights for case M2 shown in Figure 5.11 are compared with those from Panchang et al. (1990) who use the parabolic approximation of Radder (1979), our model results are more accurate than those from Panchang et al. When the computed normalized wave heights for case N4 shown in Figure 5.11 are compared with those from Suh and Dalrymple (1993) who use a very-wide angle model of the Berkhoff's equation, the accuracy is almost the same. Our model underestimated around the center while Suh and Dalrymple's model overestimated around the center. When the computed normalized wave heights for case B4 shown in Figure 5.11 are compared with those from Suh and Dalrymple (1993), the accuracy is almost the same. Both models overestimated almost everywhere along section 4.
Figure 5.8: Water surface elevations at $t = 260$ s (case M2)
Figure 5.9: Water surface elevations at $t = 260$ s (case N4)
Figure 5.10: Water surface elevations at $t = 260 \text{ s}$ (case B4)
Figure 5.11: Measured and predicted normalized wave heights on section 4 for cases M2, N4, and B4 (o: measured wave height, solid line: predicted wave height)
5.3 Applications for Breaking Waves

5.3.1 Horikawa and Kuo Horizontal and Sloping Bottom Experiment (One-Dimensional Monochromatic Waves)

Horikawa and Kuo (1966) conducted two experiments inside the surf zone. The first experiment was done with a horizontal bottom to determine the reformed wave height after the stop of breaking. The resulting data was used by Dally et al. (1985) to determine the recovery criterion \((H/h)_r\), in which the breaking stops. The incident waves broke on a 1/5 sloping bottom and then propagated to the elevated horizontal bottom. The second experiment was done for a sloping bottom to reveal the influence of bottom slope on the wave transformation inside the surf zone.

For the first case, we consider the experiments conducted with a horizontal bottom of water depth \(h_c = 15\) cm, a wave period \(T = 1.0\) s, and a ratio of wave height to wavelength in deep water \(H_0/L_0 = 0.065 - 0.100\). The grid size is \(\Delta x = 0.2\) m and time step is \(\Delta t = T/80\) s. The computational domain is 1 m before the breaking point to 1 m after the breaking point. The values of the breaking criteria \((H/h)_b\) are found to be in the range of 0.63 to 0.89 with an increasing trend with the increasing value of \(H_0/L_0\), while the value of \((H/h)_r\) is found to be in the range of 0.35 to 0.41 with no particular trends (see Figure 5.12 (a)). The optimum value of the factor of energy dissipation rate \(\gamma\) was chosen to be in the range of 0.4 to 0.9 with an increasing trend with the increasing value of \(H_0/L_0\) (see Figure 5.12 (b)). Figure 5.13 (a) shows the comparison of the wave height attenuations with different values of \(\gamma\) (0.8, 0.9, 1.0) against the experimental data for the case with \(H_0/L_0 = 0.100\), \((H/h)_b = 0.89\), \((H/h)_r = 0.37\). Figure 5.13 (b) shows the energy dissipation rates normalized by wave frequency for the case with \(H_0/L_0 = 0.100\), \((H/h)_b = 0.89\), \((H/h)_r = 0.37\), \(\gamma = 0.9\).
Figure 5.12: Wave breaking parameters for Horikawa and Kuo's (1965) horizontal bottom with $T = 1$ s, $h_c = 15$ cm (a) o: $(H/h)_b$, *: $(H/h)_r$, (b) +: $\gamma$
Figure 5.13: (a) Attenuation of wave height with different values of $\gamma$ for $H_0/L_0 = 0.100$, $(H/h)_b = 0.89$, $(H/h)_r = 0.37$ (dashed line: $\gamma = 0.8$, solid line: $\gamma = 0.9$, dash-dotted line: $\gamma = 1.0$, dotted line: shoaling coefficient), (b) energy dissipation rates $(D_b)$ for $H_0/L_0 = 0.100$, $(H/h)_b = 0.89$, $(H/h)_r = 0.37$, $\gamma = 0.9$
For the second case, we consider the experiments conducted with bottom slope \( s = 1/65 \), a wave period \( T = 1.6 \text{ s} \), and a ratio of wave height to wavelength in deep water \( H_0/L_0 = 0.065 \). The grid size is \( \Delta x = 0.2 \text{ m} \) and time step is \( \Delta t = T/60 \text{ s} \). The computational domain is from \( h = 1 \text{ m} \) to \( h = 0.01 \text{ m} \). The value of \( (H/h)_b \) is found to be in the range of 0.78 to 1.01 with a decreasing trend with the increasing value of \( H_0/L_0 \) (see Figure 5.14 (a)). The value of \( (H/h)_r \) is fixed to be 0.35. The optimum value of \( \gamma \) was chosen to be in the range of 0.4 to 0.8 with a decreasing trend with the increasing value of \( H_0/L_0 \) (see Figure 5.14 (b)). Figure 5.15 (a) shows the comparison of the wave height attenuations with different values of \( \gamma \) (0.3, 0.4, 0.5) against the experimental data for the case with \( H_0/L_0 = 0.065 \), \( (H/h)_b = 0.78 \), and \( (H/h)_r = 0.35 \). It is noticeable that even though different values of \( \gamma \) cause different effects of wave height attenuation, the wave heights converge to zero value at points near the shore. Figure 5.15 (b) shows the energy dissipation rates \( D_b \) for the case with \( H_0/L_0 = 0.065 \), \( (H/h)_b = 0.78 \), \( (H/h)_r = 0.35 \), and \( \gamma = 0.4 \). At the wave breaking point, the model underpredicted wave height due to nonlinear effects which are dominant at the breaking point, while the model used is linear. The energy dissipation rate decreased until the water depth of about 0.6 times the water depth at the breaking point and then it increased exponentially to the zero depth. This phenomenon was also found in terms of \( H/h \) in Horikawa and Kuo’s experiments (1966).

It is noticeable that the value of \( \gamma \) increases with the increasing value of \( (H/h)_b \). The relation between \( (H/h)_b \) and \( \gamma \), for the horizontal bottom, is described as

\[
\gamma = 1.913(H/h)_b - 0.767
\]  

with regression coefficient 0.91 and, for the \( 1/65 \) sloping bottom, is described as

\[
\gamma = 1.693(H/h)_b - 0.990
\]
with regression coefficient 0.92. The relations are shown in Figure 5.16.

Figure 5.14: Wave breaking parameters for 1/65 sloping bottom and $T = 1.6\ s$
(a) o: $(H/h)_b$, *, $(H/h)_r$, (b) $\gamma$
Figure 5.15: (a) Attenuation of wave height with different values of $\gamma$ for $H_0/L_0 = 0.065$, $(H/h)_b = 0.78$, $(H/h)_c = 0.35$ (dashed line: $\gamma = 0.3$, solid line: $\gamma = 0.4$, dash-dotted line: $\gamma = 0.5$, dotted line: shoaling coefficient), (b) energy dissipation rates ($D_b$) for $H_0/L_0 = 0.065$, $(H/h)_b = 0.78$, $(H/h)_c = 0.35$, $\gamma = 0.4$. 
5.3.2 Mase and Kirby Plane Beach Experiment (One-dimensional Random Waves)

Mase and Kirby (1992) conducted experiments on one-dimensional random waves shoaling over a plane beach of slope 1/20 (see Figure 5.17). The random waves were simulated with a Pierson-Moskowitz spectrum with peak frequency \( (f_p) \) of 0.6 \( Hz \) and 1.0 \( Hz \), referred to as case 1 and case 2, respectively. The dominant wave breaking type seen in case 1 was plunging, while in case 2 spilling
breakers were dominant. Water surface elevations were measured by capacitance-type wave gauges at the water depth of 47 cm, 35 cm, 30 cm, 25 cm, 20 cm, 17.5 cm, 15 cm, 12.5 cm, 10 cm, 7.5 cm, 5 cm, and 2.5 cm over the slope.

![Wave Paddle and Wave Gauges Diagram]

**Figure 5.17:** Experimental setup by Mase and Kirby (1992) (Wei and Kirby, 1993)

We consider case 1 here. The sampling interval is 0.04 s and total number of sampling values used is 16384. We subdivide the whole time series into four segments each of which has 4096 data points and we take the average of the four power spectra of the corresponding time series. The averaged power spectrum is shown in Figure 2.11. The incoming energy with extremely low frequencies cannot be absorbed in the sponge layer, while the values of $\eta$ and $\phi$ with extremely high frequencies cannot be resolved numerically in space and in time. So, the spectrum including 2 percent of the lowest and highest frequencies is excluded in order to get reasonable solutions. The remaining 96 percent of the spectrum is in the range
of $f = 0.378 - 1.605$ Hz. The remaining 96 percent of the spectral density of water surface elevations recorded at depth of 47 cm was separated into six components with equal bandwidths. We use a weighted average of the frequencies in each frequency component to determine the representative frequency used to compute the model coefficients for each component. We select the parameters for wave breaking as $(H/h)_b = 0.8$, $(H/h)_r = 0.35$, and $\gamma = 2$. The grid size is $\Delta x = 0.04 m$ and time step is $\Delta t = 0.0025 s$. The computational domain begins horizontally 1 m before the corner and continues horizontally 9 m after the corner. The water depth 9 m after the corner is 2 cm. The sponge layer is put after that point. From the chosen grid spacings, the minimum ratio of wavelength to spatial grid size is 6.6. Variances of water surface elevation are computed between $t = 25.255 s$ and $t = 160 s$.

We compare two cases: 1) a case with 4 frequency bands and 2) a case with 6 frequency bands, to see how the normalized wave heights are different. The normalized wave heights computed between $t = 25.255 s$ and 160 s are shown in Figure 5.18 where the computed wave heights outside the surf zone are not close to the measured wave heights for the case with 4 frequency bands, while the computed wave heights for the case with 6 frequency bands are very close to the measured wave heights. This shows computation with narrower frequency bands yields a smaller error.

Figures 5.19 and 5.20 show the water surface elevations $\eta$ and energy dissipation rates $D_b + D_s$ from $t = 16 s$ to $t = 160 s$ at 16 s interval.
Figure 5.18: Normalized wave heights (dashed line: measured data, solid line: whole frequency component, o: first frequency component, *: second frequency component, x: third frequency component, +: fourth frequency component, o and x: fifth frequency component, o and +: sixth component)
Figure 5.19: Water surface elevations from $t = 16\ s$ to $t = 160\ s$ at $16\ s$ interval for case 1 with 6 frequency bands

Figure 5.20: Energy dissipation rates ($D_b + D_s$) from $t = 16\ s$ to $t = 160\ s$ at $16\ s$ interval for case 1 with 6 frequency bands
5.3.3 Vincent and Briggs Shoal Experiment (Two-Dimensional Monochromatic and Random Waves)

Vincent and Briggs (1989) also presented a number of experiments for breaking waves with a combination of monochromatic, narrow-banded, or broadbanded frequency spectra and unidirectional, narrow-banded, or broad-banded directional spreads. Here we test three typical cases: a monochromatic unidirectional sea (M3), a sea with narrow directional spreading (N5), and a sea with broad directional spreading (B5). The input conditions to generate waves are shown in Table 5.2.

**Table 5.2:** Test conditions considered for Vincent and Briggs’ (1989) shoal experiment (breaking waves)

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Type</th>
<th>period (s)</th>
<th>height (cm)</th>
<th>$\alpha$</th>
<th>$\gamma$</th>
<th>$\sigma_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3</td>
<td>mono</td>
<td>1.30</td>
<td>13.50</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>N5</td>
<td>random</td>
<td>1.30</td>
<td>19.00</td>
<td>0.02620</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>B5</td>
<td>random</td>
<td>1.30</td>
<td>19.00</td>
<td>0.08650</td>
<td>2</td>
<td>30</td>
</tr>
</tbody>
</table>

For a monochromatic unidirectional wave (M3), input wave height is $H = 13.50 \text{ cm}$, and a wave period is $T = 1.3 \text{ s}$. We select the parameters for wave breaking as $(H/h)_b = 0.8$, $(H/h)_r = 0.35$, $\gamma = 1$. The grid sizes are $\Delta x = \Delta y = 0.1905 \text{ m}$, and time step is $\Delta t = T/80 \text{ s}$. The average wave heights are computed between $t = 17.7125 \text{ s}$ and $t = 39 \text{ s}$.

Figure 5.21 shows the water surface elevations and wave phase velocities at $t = 39 \text{ s}$. Figure 5.22 shows the energy dissipation rates caused by wave breaking which extends from the shoal to section 4 with narrow width.

Figures 5.23 and 5.24 show water surface elevations $\eta$ and energy dissipation rates $D_b$ from $t = 3.9 \text{ s}$ to $t = 39 \text{ s}$ at $3.9 \text{ s}$ interval along the center line parallel
Figure 5.21: Water surface elevations at $t = 39$ s for case M3 with $(H/h)_b = 0.8$, $(H/h)_c = 0.35$ and $\gamma = 1$ (solid line: contour of water surface elevations, dashed line: contour of bottom topography, arrow: wave vector)

to $x$ axis. We see the propagation of breaking waves from Figure 5.24.

Figure 5.25 shows that the computed normalized wave heights are not close to the measured data because nonlinearity is dominant near the shoal and the wavelength and phase velocity increase resulting in defocusing of waves behind the shoal. The linear model used shows the refractive focusing of waves behind the shoal. This higher phase velocity and wave defocusing was also found by Chawla (1994).

For cases N5 and B5, we exclude 2 percent lower and upper frequency
components from the whole spectrum to get stable solutions. So, the frequency ranges used are $f = 0.67 - 1.70 \text{ Hz (case N5)}$ and $f = 0.62 - 2.26 \text{ Hz (case B5)}$.

We subdivide the spectrum into 3 components with equal bandwidths, and we use weight-averaged frequencies as representative frequencies in computing the coefficients $\bar{\omega}$, $\bar{k}$, $\bar{C}$ and $\bar{C}_g$. The grid sizes are $\Delta x = \Delta y = 0.1905 \text{ m}$, and time step is $\Delta t = T/80 \text{ s}$ where the peak wave period is $T = 1.3 \text{ s}$. We compute until $t = 130 \text{ s}$ and compute the variance of water surface elevations between $t = 34.125 \text{ s}$ and $t = 130 \text{ s}$. The water surface elevations at $t = 130 \text{ s}$ for case N5 are shown in Figure 5.26 where the solid line represents water surface elevation and the
**Figure 5.23:** Water surface elevations from $t = 3.9 \text{ s}$ to $t = 39 \text{ s}$ at $3.9 \text{ s}$ intervals along the center line parallel to $x$ axis for case M3 with $(H/h)_b = 0.8$, $(H/h)_r = 0.35$ and $\gamma = 1$.

dashed line represents bottom topography. The waves shown in Figure 5.26 are long-crested because the particle velocities $u$ at wavemaker boundary $x = 0$ are generated from the condition of narrow directional spreading. Figure 5.27 shows energy dissipation rates at $t = 130 \text{ s}$ for case N5. Wave breaking occurs not only around the shoal but also at the wavemaker and the side walls.

Figure 5.28 shows the comparison of the computed and measured normalized wave heights along section 4 for case N5. The measured data show wave breaking occurs everywhere along the section, which can be seen also from the computed data. Around the center line, normalized wave heights are smaller than
Figure 5.24: Energy dissipation rates \( (D_\delta) \) from \( t = 3.9 \) s to \( t = 39 \) s at 3.9 s intervals along the center line parallel to \( x \) axis for case M3 with \( (H/h)_0 = 0.8 \), \( (H/h)_r = 0.35 \) and \( \gamma = 1 \) those away from the center line, but the computed results show a little focusing of waves.

The water surface elevations at \( t = 130 \) s for case B5 are shown in Figure 5.29. The waves shown in Figure 5.29 are short-crested because the particle velocities \( u \) at the wavemaker boundary \( x = 0 \) are generated from the condition of broad directional spreading. The energy dissipation rates at \( t = 130 \) s for case B5 are shown in Figure 5.30 where wave breaking occurs not only around the shoal but also at the wavemaker and the side walls.
Figure 5.25: Measured and computed normalized wave heights along section 4 for case M3 (o: measured data, solid line: computed results).

Figure 5.31 shows the comparison of the computed and measured normalized wave heights along section 4 for case B5. Measured wave heights around the center for case B5 are smaller than those for case N5 which means wave breaking occurs more around the center for case B5 than for case N5. The computed wave heights show that wave breaking happens everywhere along section 4 with almost equal frequency.
Figure 5.26: Water surface elevations at \( t = 130 \) s for case N5 (solid line: contour of water surface elevations, dashed line: contour of bottom topography)
Figure 5.27: Energy dissipation rates ($D_k$) at $t = 130$ s for case N5 (solid line: contour of energy dissipation rates, dashed line: contour of bottom topography)

Figure 5.28: Normalized wave heights along section 4 for case N5 (o: measured data, solid line: computed results)
Figure 5.29: Water surface elevations at $t = 130 \text{ s}$ for case B5 (solid line: contour of water surface elevations, dashed line: contour of bottom topography)
Figure 5.30: Energy dissipation rates \( \left( D_b \right) \) at \( t = 130 \) s for case B5 (solid line: contour of energy dissipation rates, dashed line: contour of bottom topography)

Figure 5.31: Normalized wave heights along section 4 for case B5 (o: measured data, solid line: computed results)
Chapter 6

CONCLUSIONS

We analyze existing time-dependent mild-slope equations which were developed by Smith and Sprinks (1975) (or, equivalently, Radder and Dingemans (1985)) and Kubo et al. (1992) in terms of dispersion relation, energy transport, and wave kinematics. One-dimensionally in the horizontal direction, we compare the modulation of wave amplitudes for the time-dependent mild-slope equations against the linear Schrödinger equation which is accurate to $O(\Delta k)^2$. We test the Radder and Dingemans’ model and Kubo et al.’s model numerically for bichromatic waves in deep, intermediate-depth, and shallow waters. It is found that Smith and Sprinks’ model is more accurate in shallower water ($\bar{k}h \leq 0.2\pi$) and satisfies the linear Schrödinger equation in very shallow water ($\bar{k}h \simeq 0$) and that Kubo et al.’ model is more accurate in deeper water ($\bar{k}h > 0.2\pi$) and satisfies the linear Schrödinger equation at a point of intermediate water depth ($\bar{k}h \simeq 0.3\pi$). The numerical comparisons for bichromatic waves confirm the analytical comparisons.

We develop two new time-dependent mild-slope equations both of which satisfy the linear Schrödinger equation by adding correcting terms to the existing time-dependent mild-slope equations. We test a new model numerically for bichromatic waves at deep, intermediate-depth, and shallow waters in order to show the new model’s better accuracy than the existing models.
We develop a model to obtain energy dissipation rates caused by wave breaking using a bore analogy, and include it in time-dependent mild-slope equations. Three breaking parameters would be specified to get solutions: the factor of the energy dissipation rate $\gamma$, the breaking criterion $(H/h)_b$, and the wave recovery criterion $(H/h)_r$. A method of successive 3-point averaging is used in computation in order to get stable solutions.

We apply non-breaking and breaking versions of Radder and Dingemans’ model for several cases including one-dimensional and two-dimensional, monochromatic and random, and non-breaking and breaking waves. The energy dissipation rates $\gamma$ are in the range of 0.4 to 0.9 from applications of the model to Horikawa and Kuo’s experiments which are all for monochromatic waves. From applications of the model to Mase and Kirby’s experiment which is for random waves with plunging breaker, the value of $\gamma$ is 2. The wave breaking criteria $(H/h)_b$ are in the range of 0.63 to 1.01 for Horikawa and Kuo’s experiment. The value of wave recovery criterion is in the range of 0.35 to 0.41. The relation between $\gamma$ and $(H/h)_b$ is found to be linearly proportional with a positive slope.

The chosen model underpredicts wave heights at the breaking point because nonlinearity is dominant at the breaking point and the model used is linear. For random breaking waves, the value of $\gamma$ is found to be much higher compared to the value of $\gamma$ for monochromatic waves. Nonlinear wave-wave interactions are dominant in the surf zone which cannot be considered in the linear model.

For further study, we suggest the following research topics:

First, we can develop a two-dimensional new time-dependent mild-slope equation which is accurate to $O(\Delta k)^2$. When we compare the existing time-dependent mild-slope equations to the linear Schrödinger equation one-dimensionally
in the horizontal direction, we get the time-dependent mild-slope equations. We can extend this approach to two dimensions in the horizontal direction.

Second, if currents are included in the wave problem, we can develop a new time-dependent mild-slope wave equation with currents. The wave-current interaction problems for Smith and Sprinks' model are studied by Booij (1981) and Kirby (1984).

Third, we can apply the time-dependent mild-slope equation for many cases of breaking waves which have measured data in order to give guidance in determining the parameters for wave breaking \((H/h)_b\) and \(\gamma\).
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Appendix A

PARABOLIC APPROXIMATIONS FOR BREAKING WAVES

Parabolic Approximations for Monochromatic Breaking Waves

For monochromatic breaking waves, the mild-slope equation (4.9) can be used to solve the problem. When the deviation of the waves from the main direction is small and there is no reflection, we can use parabolic approximations and have only minor errors but great efficiency. The sudden increase of the energy dissipation rates at the breaking point does not cause any reflection, and the numerical discontinuities of the energy dissipation rates caused by wave breaking and shoaling do not cause any numerical problem in the parabolic approximations.

We extract the harmonic term with the wavenumber $k_0$ from the velocity potential $\hat{\phi}$ as

$$\hat{\phi}(x, y) = \hat{\phi}(x, y)e^{i\int k_0 dx} \quad (A.1)$$

where $k_0(x)$ represents some weighted average of $k(x, y)$ along the transverse $y$-direction. The assumption of a mild slope gives the following order of magnitude:

$$\frac{|\nabla h|}{k_0 h} = O(\delta^2), \quad \frac{|\hat{\phi}|}{k_0 |\phi|} = O(\delta^2), \quad \frac{|\frac{\partial \hat{\phi}}{\partial y}|}{k_0 |\hat{\phi}|} = O(\delta) \quad (A.2)$$
So, when terms to \( O(\delta^2) \) are retained, we get the parabolic mild-slope equation for monochromatic breaking waves:

\[
\frac{\partial}{\partial y} (CC_g \frac{\partial \tilde{\phi}}{\partial y}) + 2ik_0 CC_g \frac{\partial \tilde{\phi}}{\partial x} + \{(k^2 - k_0^2)CC_g + i(\frac{\partial}{\partial x}(k_0CC_g) + \omega D_b)\} \tilde{\phi} = 0
\]  

(A.3)

where the energy dissipation rate \( D_b \) is

\[
D_b = 2\gamma \omega \frac{(\frac{\omega}{gh} |\tilde{\phi}|)^2}{1 - (\frac{\omega}{gh} |\tilde{\phi}|)^2}
\]  

(A.4)

We need to find the direction of the waves from velocity potential \( \tilde{\phi} \) which has a relation:

\[
\tilde{\phi}(x, y) = A(x, y)e^{i(k \cos \theta dx + k \sin \theta dy)} = \tilde{\phi}(x, y)e^{i k_0 x}
\]  

(A.5)

Then we have

\[
\frac{\partial \tilde{\phi}}{\partial y} = ik \sin \theta A + \frac{\partial A}{\partial y} = \tan \theta + O(\delta^2)
\]  

(A.6)

and

\[
\frac{\partial \tilde{\phi}}{\partial x} = \frac{\partial \tilde{\phi}}{\partial x} + ik_0 \tilde{\phi} = \frac{\partial \tilde{\phi}}{\partial y} + O(\delta^2)
\]  

(A.7)

So, we have

\[
\theta = \arctan \left( \frac{\frac{\partial \tilde{\phi}}{\partial y}}{ik_0 \tilde{\phi}} \right)
\]  

(A.8)

We use the Crank-Nicolson method to discretize the two-dimensional parabolic equation (A.3) so we get the following equation:

\[
A \tilde{\phi}_{i+1,j-1} + B \tilde{\phi}_{i+1,j} + C \tilde{\phi}_{i+1,j+1} = D
\]  

(A.9)

where

\[
A = \frac{1}{4(\Delta y)^2} \{(CC_g)_{i,j} + (CC_g)_{i+1,j}\}
\]

\[
- \frac{1}{16(\Delta y)^2} \{(CC_g)_{i,j+1} - (CC_g)_{i,j-1}
\]
\begin{align}
B &= -\frac{1}{2(\Delta y)^2} \{(CC_g)_{i,j} + (CC_g)_{i+1,j}\} \\
    &+ \frac{i}{4} \{(k^2 - k_0^2)CC_g\}_{i,j} + ((k^2 - k_0^2)CC_g)_{i+1,j}\} \\
    &+ i\frac{1}{2\Delta x} \{(k_0CC_g)_{i,j} + 3(k_0CC_g)_{i+1,j}\} + \frac{1}{2}i\omega D_{bi,j} \\
C &= \frac{1}{4(\Delta y)^2} \{(CC_g)_{i,j} + (CC_g)_{i+1,j}\} \\
    &+ \frac{1}{16(\Delta y)^2} \{(CC_g)_{i,j+1} - (CC_g)_{i,j-1} + (CC_g)_{i+1,j+1} - (CC_g)_{i+1,j-1}\} \\
D &= -\frac{1}{4} \{(CC_g)_{i,j} + (CC_g)_{i+1,j}\} \{\dot{\phi}_{i,j-1} - 2\dot{\phi}_{i,j} + \dot{\phi}_{i,j+1}\} \\
    &- \frac{1}{16(\Delta y)^2} \{(CC_g)_{i,j+1} - (CC_g)_{i,j-1}\} \\
    &+ \{\frac{1}{4}((k^2 - k_0^2)CC_g)_{i,j} + ((k^2 - k_0^2)CC_g)_{i+1,j}\} \\
    &+ i\frac{1}{2\Delta x} \{3(k_0CC_g)_{i,j} + (k_0CC_g)_{i+1,j}\} - \frac{1}{2}i\omega D_{b_{i,j}}\dot{\phi}_{i,j} \\
&\text{(A.10)}
\end{align}

and where the subscripts \(i\) and \(j\) represent the spatial indices in \(i\Delta x\) and \(j\Delta y\). The Crank-Nicolson method is implicit and unconditionally stable. The local error is \(O(\Delta x)^2\) or \(O(\Delta y)^2\). The energy dissipation rates \(D_{bi,j}\) are used in computing the velocity potentials \(\dot{\phi}_{i+1,j}\).

For one-dimensional cases, equation (A.3) becomes
\[
\frac{\partial \ddot{\phi}}{\partial x} = -\frac{\frac{2}{\Delta x} (k_0CC_g) + \omega D_b}{2k_0CC_g} \ddot{\phi} = G(\ddot{\phi}) \tag{A.11}
\]
The Euler predictor-corrector method is used to discretize one-dimensional equation (A.11). In the predictor step, we have
\[
\ddot{\phi}_{i+1} = \ddot{\phi}_i + \Delta x G_i \tag{A.12}
\]
and in the corrector step, we have
\[
\ddot{\phi}_{i+1} = \ddot{\phi}_i + \frac{\Delta x}{2} \{G_i + G_{i+1}\} \tag{A.13}
\]
If the errors between predicted and corrected values are small enough, we proceed to the next spatial step; otherwise, we repeat correcting until we get the small errors. The local error of the Euler predictor-corrector method, (A.12) and (A.13), is $O(\Delta x)^3$.

**Parabolic Approximations for Random Breaking Waves**

For random breaking waves we can use the parabolic equation (A.3). First, we separate the whole spectrum into several spectra with density $\Delta S(f_i)$ and width $\Delta f_i$ and, if there is directional spreading, separate with several spreading widths $\Delta \theta_m$ (see Figure A.1)

![Figure A.1: Separation of directional power spectra](image-url)
So, with each spectrum with each spreading width, we get the amplitude of water surface elevation as

\[ a_{lm} = \sqrt{2S(f_i)\Delta f_i \Delta \theta_m} \]  
(A.14)

The initial condition can be specified as

\[ \dot{\phi}_{1,j} = -i \frac{a_{lm} g}{\omega_l}, \quad j = 1, \cdots, J \]  
(A.15)

By using the Crank-Nicolson method to discretize equation (A.3) (two-dimensional) or the Euler predictor-corrector method to discretize (A.11) (one-dimensional), we obtain the velocity potential \( \dot{\phi}_{i,j} \). At each step (\( i \)), we add the whole wave amplitudes as

\[ |\ddot{\phi}| = \left| \sum_{l=1}^{L} \sum_{m=1}^{M} \ddot{\phi}_{lm} \right| \]  
(A.16)

and test the breaking criterion; that is, if the ratio of total wave height to water depth is greater than the criterion, then we compute the energy dissipation rate \( D_b \) for each wave spectrum with each spreading width by

\[ D_b = 2\gamma \omega_l \frac{(\frac{b_{lm}}{h})^2}{1 - \left(\frac{b_{lm}}{h}\right)^2} = 2\gamma \omega_l \frac{\frac{\omega_l}{g}}{1 - \left(\frac{\omega_l}{g h} |\ddot{\phi}_{lm}|\right)^2} \]  
(A.17)

We get the propagation direction waves \( \theta \) by

\[ \theta_{lm} = \arctan\left(\frac{\frac{\partial \phi_{lm}}{}\partial y}{i k_0 \phi_{lm}}\right) \]  
(A.18)

We compute the velocity potential \( \dot{\phi}_{i+1,j} \).