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Transient spectra from fuel rich to fuel lean at 623 K for a 
nitrogen storage and reduction catalyst. The catalyst is 1.3 
wt% Pt/ 9.0 wt% Fe/ 30 wt% Ba supported on γ- alumina. 
It can be seen that when O2 is introduced to the reactor (t ~ 
60 seconds), the CO is completely oxidized to CO2, the N2O 
band grows and decays and later (t=90 seconds) the NO2 and 
NO bands appear.  

exhaust applications, ammonia decomposition for hydrogen storage applications, and ethylene epoxidation. For example, Co/Pt/Ba NSR catalysts were 
synthesized in this manner and compared to their incipient wetness counterparts in a high-throughput reactor system. The nanoparticles were also 
analyzed using electron microscopy and elemental analysis techniques. 

For the ammonia decomposition reaction, Ru catalysts prepared using reverse micelles were shown to yield much higher conversions than their 
counterparts synthesized via incipient wetness impregnation. 

Recent modeling studies for ethylene epoxidation have identified several bimetallic catalysts that would increase the selectivity toward ethylene oxide. 
However, efficient production of these bimetallics while maintaining a consistent particle size can be difficult. The reverse micelle technique provides a 
possible solution of providing tight size and concentration distributions for the validation of DFT and microkinetic modeling results. 

The ultimate goal of our research approach, high-throughput and combinatorial-based research combined with modeling and advanced 
characterization, is to gain a complete understanding of each system studied, such that the intelligent design of novel catalytic materials with improved 
performance will be possible. 

FTIR Spectroscopic Imaging System; collimated beam of IR radiation 
interacts with 16 reactor effluents flowing through parallel, separate tubes 
that make up a sampling accessory called the gas phase array. Next, the 
focal plane array (FPA) detector, which is the infrared analog of a video 
camera, records the IR spectra as a function of both position and time. 
Each pixel of the image contains a full IR spectrum. 

Model Catalysts for High-Pressure Spectroscopic Investigations

Faculty:  Jochen Lauterbach (Chemical Engineering)
Graduate Student:  John Bedenbaugh (Chemical Engineering)
Funding: NSF-IGERT

Molecular-level catalytic investigations have traditionally been performed using model catalysts consisting of single crystal surfaces under ultra-
high vacuum (UHV) conditions.  However, discrepancies can exist between surface science observations in UHV conditions and industrial catalytic 
performance at higher pressures.  For example, changes in the population of adsorption sites and variation in reaction mechanisms on catalyst surfaces 
have been observed as pressure increases above UHV conditions.  This work addresses this pressure issue through the investigation of model catalytic 
systems over the range from UHV to atmospheric pressures.

In order to study catalytic systems above UHV conditions, investigative techniques capable of functioning in higher pressure environments without 
undue interference from gas phase molecules are required.  To this end, a polarization modulation infrared reflection absorption spectroscopy (PM-
IRAS) system was constructed in our laboratory to enable analysis of surface adsorption behavior from UHV to near-ambient pressure conditions.  This 
technique is capable of removing contributions from gas phase molecules to yield surface vibrational spectra.  We have recently successfully demonstrated 
the ability to obtain surface spectra in the presence of near-ambient conditions in our laboratory.

(continued on page 22)
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Non-linear Phenomena in Heterogeneous Catalysis

Faculty:  Jochen Lauterbach (Chemical Engineering)
Graduate Student:  Danny Bilbao (Chemical Engineering)
Funding: U.S. Department of Energy, Basic Energy Sciences

Catalyst operation and design in the chemical process industry 
have traditionally involved the use of simple mechanistic models 
to describe the dynamics of processes occurring on the catalyst 
surface. The Langmuir- Hinshelwood mechanism, for example, 
has enjoyed considerable application in the description of reaction 
mechanisms of most common industrial reactions. Simplifications 
in such descriptions are frequently made by practitioners, based on 
ideas of model reduction owing to the proper identification of the rate 
determining step, and/or the use of the steady state assumption to 
simplify matters. There are a number of simplifications made in this 
regard with respect to the behavior of the catalyst, as well as the role 
of dynamic behavior exhibited by the catalyst surface atoms. A priori, it is easy to see that transport of mass and energy (diffusion limited reactions or 
non-isothermal effects) can seriously invalidate all the above assumptions. Experimentally, however, it is possible to bypass these limitations, so that 
the kineticist can afford to make these assumptions in the use of simple dynamic models. More serious limitations to the above-simplified approach 
have come to light by virtue of the discovery of dynamic and spatial patterns on the surface of low index single crystal catalysts. The presence of non-
linear phenomena like rate oscillations and patterns on crystal facets in supported catalysts is a confirmed fact. Clearly, simple Langmuir-Hinshelwood 
type models are inapplicable and will lead to serious errors in the extraction of the microkinetics from experimental data. A systematic and detailed 
effort is therefore needed to (a) increase our understanding of pattern formation, (b) improve existing models in terms of their rigor as well as the 
physics captured, and (c) come up with practical strategies to make the extraction of microkinetic information about rate processes from experimental 
data more reliable and accurate in the light of our understanding of pattern formation. 

Experiments in our group are motivated by trying to understand and correlate spatio-temporal pattern formation with macroscopic behavior of the 
reaction rate. Photoemission electron microscopy (PEEM) and ellipsomicroscopy for surface imaging (EMSI) are used to follow, in real time, pattern 
formation on micron length scales. Using PEEM, spatiotemporal pattern formation can be observed in the 10-5 mbar pressure range. In an attempt to 
bridge the “pressure-gap,” EMSI is used to follow pattern formation up to atmospheric pressure. The features of the nonlinear phenomena, observed 
in different pressure regimes, are markedly different. This is shown by comparison of various qualitative and quantitative features of spatio-temporal 
pattern formation as well as the dynamics of the macroscopic reaction rate. 

In work currently being performed in our laboratory, we seek to explore the role of spatial coupling, via the gas-phase, in communicating local 
reactivity variations to distant locations on a surface. As a model system, we employ CO oxidation on polycrystalline Pt where, under particular 
conditions, individual grains exhibit self-sustained rate oscillations which are not necessarily synchronized across the surface, even under vacuum 
conditions. By locating these chemical oscillators on the surface using EMSI, while simultaneously monitoring the local gas-phase concentration using 
a scanning mass spectrometer, we are able to detect local variations in the gas-phase composition due to kinetic activity on individual catalyst grains. 
This analysis provides a more detailed picture of the surface/gas-phase interaction under reaction conditions, while allowing for the estimation of gas-
phase coupling length scales which are crucial to the collective, global behavior of a catalytic system. 

Angular reactant (CO-red) and 
product (CO2-blue) distributions 
associated with kinetic oscillations 
on a single grain (outlined in white) 
of a polycrystalline Pt foil. The CO2 
desorption distribution is slightly 
peaked towards the surface normal 
relative to the CO distribution which 
follows more closely a cos relation. 
Ultimately, the expanse of the CO 
adsorption distribution above a single 
grain will determine the spatial limits 
for the synchronization of activity 
on distant grains and in turn global 
catalyst performance. (pO2=2.4x10-3 
mbar, pCO=1.5x10-4 mbar, T = 534 K)

PM-IRAS study of the 
adsorption of CO on Pt(100) at 
325 K for pressures from 1-200 
Torr CO.  A linear C-O stretch 
(~2090 cm-1) was observed 
corresponding to CO adsorbed 
on atop sites.  Frequency 
shift and peak sharpening 
of the adsorption band were 
observed at higher pressures.  
These results indicate higher 
CO coverages and peak band 
positions not achievable under 
UHV conditions.

In work currently being performed in our 
laboratory, we seek to explore surface adsorption 
behavior in higher pressure environments during 
simple reactions, such as CO oxidation and NH3 
decomposition.  Studying adsorption behavior on 
a catalyst surface using vibrational spectroscopy 
yields information about the site a molecule is 
adsorbed on as well as the environment a molecule 
is in.  The PM-IRAS technique is also capable of 
identifying the predominant adsorbates present in 
a system, potentially yielding information about 
reaction mechanisms.  This work is motivated 
by trying to understand and correlate surface 
adsorption behavior at higher pressures with 
mechanistic information during reaction. 

(continued from page 21)
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Selective Oxidation of Propylene to Acrolein Over Bi-V-Mo-O and Bi-V-Nb-Mo-O Catalysts

Faculty: Mark Barteau, Doug Buttrey (Chemical Engineering)
Graduate Student: Xin Li (Chemical Engineering)
Funding: Robert L. Pigford Professorship

Selective oxidation catalysis produces about 25% of the most important organic chemicals and intermediates.  One example is selective oxidation of 
propylene to acrolein over bismuth molybdate-based multicomponent catalysts. Significant research efforts have been carried out aimed at replacing 
propylene with the more abundant and less expensive propane. Based on extensive studies already done, particularly on Mo7.8V1.2NbTe0.94O28.9 for 
ammoxidation of propane to acrylonitrile, it is believed that V+5 is the key element for paraffin activation and Nb helps improve the selectivity.  
Previous work in our group showed that adding a limited amount of V to β-Bi2Mo2O9 increased the activity for propylene oxidation, but not for 
propane. The objective of this research is to explore structure-activity relationships of Bi-V-Mo-O and Bi-V-Nb-Mo-O catalysts for propylene 
oxidation, in order to develop an improved catalyst system for selective oxidation of propane or other paraffin feedstocks.

Two groups of catalysts: BiVxMo1-xO4.5-x/2 and BiVxNbyMo1-x-yO4.5-x/2-y/2 were synthesized with nominal compositions by coprecipitation methods derived 
from β-Bi2Mo2O9 with various x and y values. Reaction studies in a fixed-bed reactor showed that for Bi-V-Mo-O catalysts, adding small amounts of V 
improves the activity by facilitating the oxygen availability. Specifically, activity increases with adding V up to x=0.05, around which the approximate 
solubility limit is reached. Beyond this limit (x=0.0625), low conversions were obtained. For Bi-V-Nb-Mo-O catalysts, when x+y=0.06 (above the 
approximate solubility limit), activity is also relatively low compared to Bi-V-Mo-O catalysts. XRD data showed that for both groups of samples, new 
phases formed when the approximate solubility limit was exceeded, which could be related to the drop in performance. Also when x+y=0.06, XRD 
peaks with odd k values were reduced significantly, indicating a new phase that possibly maintains the β structure but with the b parameter halved 
(β variant phase). Current efforts are focused on synthesis of M1 and M2 phase catalysts that have also shown promise for selective oxidation and 
ammoxidation of propane. 

Mechanistic Investigations of Olefin Epoxidation and Combustion Pathways

Faculty: Mark Barteau, Doug Buttrey (Chemical Engineering)
PhD 2009: Adrienne Lukaski (Chemical Engineering)
Graduate Student: Ashay Javadekar (Chemical Engineering)
Funding: U.S. Department of Energy, Basic Energy Sciences

Our previous surface science and computational studies have identified the central intermediate in epoxidations of both ethylene and butadiene by 
examination of the reverse reactions.  This intermediate is a surface oxametallacycle that can be formed in UHV experiments by opening the epoxide 
ring. The oxametallacycle controls the selectivity of epoxidation through competing steps: ring-closure to form the epoxide and isomerization 
to aldehyde species. The aldehyde is the gateway species to combustion products. Stable, spectroscopically verified oxametallacycles have been 
synthesized from 2-iodo-ethanol on Ag(110) and Ag(111), ethylene oxide on Ag(111), epoxybutene on Ag(110) and Ag(111), and styrene oxide on 
Ag(110) and Ag(111). 

We have carried out investigations of the combustion pathway for ethylene oxide (EO) on Ag(110) and (111) surfaces, utilizing both EO and 
acetaldehyde as entry points into the reaction sequence.  EO ring-opens following adsorption at 250 K on both clean and O-covered Ag(110) to form a 
stable oxametallacycle. On the clean Ag(110) surface, the oxametallacycle reacts to reform the parent epoxide at 280 K during TPD, while the aldehyde 
isomer, acetaldehyde, is observed at higher oxametallacycle coverages. In the presence of coadsorbed oxygen atoms, a portion of the oxametallacycles 
dissociate to release ethylene. However, of those that react to form oxygen-containing products, the fraction forming ethylene oxide is similar to that 
on the clean surface. The acetaldehyde product of oxametallacycle reactions combusts via formation of acetate species; the acetates react to form CO2 
at temperatures as low as 360 K on the O-covered surface. This pathway was also demonstrated for combustion of acetaldehyde in excess oxygen on 
Ag(111).  No evidence was observed for other combustion channels on either surface. This work provides experimental evidence for the connection of 
oxametallacycles to combustion via acetaldehyde formation as well as to ring-closure to form ethylene oxide. 
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Growth Mechanisms of Zeolite Catalysts

Faculty: Raul Lobo (Chemical Engineering)
Graduate Student: Nathan Hould (Chemical Engineering)
Funding:  National Institute of Standards and Technology

High-silica zeolites are a prototypical example of materials that self-
assemble from mixtures of inorganic and organic moieties. This complex 
mixture evolves from an ‘amorphous gel’ into a highly organized hybrid 
crystalline material, where an inorganic host framework surrounds 
an organic guest or structure-directing agent.  Much effort has been 
devoted to understanding the nucleation and growth mechanisms of 
these materials and in particular a model system —the so-called clear 
gel synthesis of silicalite (siliceous ZSM-5) using tetrapropylammonium 
hydroxide (TPA OH) as structure director—has been closely examined.  
The most general finding has been that before the observation of any 
crystals, the silica-TPAOH-water mixture rapidly microsegregates 
forming two metastable phases:  a continuous water-rich phase 
containing most of the water, a fraction of the TPAOH and a small 
amount of silica, and a discontinuous silica-rich phase that is observed 
in the form of nanoparticles of ~3-5 nm.  The nanoparticles’ role before 
and during crystal growth remains unclear. 

We have recently investigated the synthesis of zeolite beta, another 
important industrial zeolite catalyst that can be prepared through 
nanoparticle precursors as zeolite ZSM-5.  Compared to ZSM-5, zeolite 
beta is prepared using tetraethylammonium as the structure director 

Figure 1: 

(a and b) show TEM 
images of the tertiary 
particles soon after 
they are first observed 
in the synthesis gel.  
These images show 
they are formed by the 
addition of smaller 
(secondary) units.  
Figures (c and d) also 
show that over time 
the morphology of the 
particles changes and 
reaches the well-known 
square pyramidal 
morphology usually 
observed for zeolite 
beta.

and the synthesis gel must contain some aluminum in addition to silicon 
for successful zeolite beta formation.  We also find that initially silica 
nanoparticles (~5 nm) form spontaneously at room temperature but 
upon heating these primary nanoparticles aggregate into secondary 
nanoparticles (20-30 nm in diameter). After six days, these secondary 
nanoparticles start to form tertiary nanoparticles  (300 nm) that have 
the structure of zeolite beta (by XRD). The tertiary particles separated 
early from solution are clearly formed from subunits that are identical 
in size to the secondary particles. These subunits have also the structure 
of zeolite beta. It seems that zeolite beta initially forms by the selective 
aggregation of the secondary particles that have changed over time 
into zeolite beta. These studies show that the population of secondary 
particles consists of units that change structurally over time at different 
rates.  As they change structurally, colloidal interparticle forces also 
change and the small fraction of secondary particles that eventually 
form the crystals of zeolite beta aggregate selectively forming the 
observed tertiary particle population. Aluminum is essential for particle 
aggregation and without it the secondary particles do not progress to 
form the structure of zeolite beta. 
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Redox Sites in Acid Zeolites

Faculty: Raul Lobo (Chemical Engineering)
Graduate Students: Dustin Fickel, Khalid Al-Majnouni (Chemical Engineering)
Funding:  U.S. Department of Energy, Basic Energy Sciences

We study the chemistry of zeolites at high 
temperatures to determine the properties and 
structure of sites responsible for redox processes 
observed when organic molecules are adsorbed on the 
zeolite after heating. The model of Scheme 1 is 
generally accepted as the mechanism of zeolite 
dehydroxylation and appears to be the dominant 
mechanism of dehydroxylation for zeolites with high 
aluminum content. However, in zeolites with low 
aluminum content, the Brønsted acid sites are isolated 
from each and there is an energetic cost associated with the charge 
separation depicted in Scheme 1. We have recently investigated the 
dehydroxilation of high-silica H-zeolites using mass spectrometry-
temperature programmed desorption (MS-TPD) and we have found that 
the main product is hydrogen gas. Moreover, the amount of hydrogen 
correlates with the amount of aluminum in the sample.  We have 
repeated the experiment in other H-zeolites with similar results.  These 
experiments show that Brønsted acid sites high-silica zeolites thermally 
decompose by a redox process, not by dehydration. This is a very 
unexpected result suggesting that some of what is believed to be acid 
catalysis at high temperatures in zeolites is in fact redox chemistry.  Our 
group is trying to understand the potential role of the redox sites formed 
in the zeolite upon dehydrogenation in hydrocarbon catalysis. The 
understanding of redox processes in zeolites could help tailor future 
catalysts compositions to improve yield and selectivity in FCC catalysts. 

A plausible path for the formation of hydrogen from BAS (Scheme 2) 
suggests that the product should lead to the formation of [AlO4]

0 sites in 
the zeolite. Formally [AlO4]

0 sites can more clearly be described as 
[AlO4/h]0 where h is a hole located (at low temperatures) on one of the 
oxygen atoms surrounding the aluminum —that is, one oxygen atom is 
oxidized to a formal oxidation state of 1–. This oxidized oxygen atom 
could be the source of the radical cations formed when organic 
molecules with low ionization potentials are adsorbed on acid zeolites.

In related research and in collaboration with Prof. Doren, we have found 
that zeolite Silicalite-1 also desorb hydrogen gas at high temperatures.  
This observation can be explained by a self-oxidation of the silica 
framework as depicted in Scheme 3.  Again we observe that oxygen 
atoms in the zeolite framework are changing their oxidation state from 
2– to 1– in this case forming peroxo sites that we have also identified by 
UV/vis diffuse reflectance spectroscopy.  The potential catalytic role of 
these sites remains unclear and we are currently studying the reactivity, 
formation and decomposition of the peroxo sites to determine under 
what conditions they can affect the expected catalytic chemistry of other 
sites such as Brønsted acid sites. 

Scheme 1:  Dehydroxylation via heterolytic decomposition of Brønsted acid sites
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Scheme 2:  Proposed homolytic decomposition of Brønsted acid sites
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Photoelectrochemical Splitting of Water Using N:TiO2 Anode

Faculty:  Ismat Shah (Physics and Materials Science)

The principle of photocatalytic reaction in colloidal systems is to oxidize 
the electron rich solutes (i.e. soluble organic compounds), through 
either a direct hole oxidation or an indirect oxidation by hydroxyl 
radical generated at the valence band. In such a reaction scheme, 
photoexcited electrons are scavenged mainly by dissolved oxygen 
molecules to complete the electron transfer cycle. Clearly, this leads to a 
waste of photo-generated electrons. 

We use such a photocatalytic system to produce hydrogen from water; 
hydrogen being one of the most promising sustainable energy resources. 
For water electrolysis in a semiconductor particulate system, the energy 
of the conduction band edge must be higher than the upper water 
stability limit E(H+/ H2) on the absolute energy scale. This, in fact, is a 
difficult requirement to meet in a particulate system without appropriate 
energy alignment between Fermi energy of soluble species and valence/
conduction band edges of the semiconductor photocatalyst. 

Fujishima and Honda first reported photocurrent generation using TiO2 
semiconductor electrodes in 1972. Their attempt showed the feasibility 
of conversion of photon energy into chemical energy (H2) without 
wasting of photo-induced electron excitation in photocatalytic systems. 
The photoelectrochemical system (PEC) consists of a photoelectrode 
and a counter electrode. When electron-hole pairs are generated due to 
efficient photo excitation, the holes created on the anode will oxidize 
adsorbed OH- and discharge the O2 via an oxidation reaction:   

2p+ + 2OH– → ½O2 + H2O 

Simultaneously, the photo-excited electrons migrate to the cathode 
through external circuit and generate H2 via a reduction
 reaction: 

2e– + 2H2O → H2 + 2OH–   or   2e– + 2H+ → H2   

To improve the quantum conversion efficiency in a TiO2-based 
PEC system, the most efficient approach is to reduce the bandgap 
of the semiconductor. Theoretical studies based on first-principles 
orthogonalized linear-combinations of atomic-orbitals (OLCAO) and 
full-potential linearized augmented plane-wave (FLAPW) have revealed 
that upper valence band is predominately consists of O2p states and 
minimum of the conduction band is mainly constructed with Ti3d 
states. In principal, if energy states could be introduced within this 
forbidden energy band, considerable reduction in the bandgap could 
be obtained. Therefore, quantum efficiency is enhanced by an increase 
in the visible light photon absorption. The most promising method 
to approach this goal is to dope the impurities into TiO2 lattice. The 
reported substitutional doping of cation and anion of TiO2 catalysts 
have often been proven to improve the photocatalytic performance of 
TiO2. Among all dopants reported, nitrogen doped TiO2 is consistently 
recognized as one of the most visible light sensitive photocatalyst, both 
theoretically and experimentally. The density of states (DOS) calculation 
based on spin restricted local density approximation (LDA) from Asahi 

predicted that substitutionally doped TiO2-xNx creates localized N2p 
states just above the valance band edge. This results a mild reduction 
in band gap (~0.3 eV) and red shifts the optical absorption edge 
around 100 nm beyond the UV light region. Asahi also showed that the 
interstitial and mixture of substitutional and interstitial N doped TiO2 
could introduce deep N2p states within the forbidden band. Although 
this significantly reduces the bandgap of TiO2, it also encourages the rate 
of recombination and reduces the charge carrier mobility, which could 
be a hindering effect for photocatalysis. For the soluble organic removal 
in a colloidal suspension system, the oxidative power not only depends 
on how low the valence band edge is in absolute energy scale, but it also 
requires the energy of the conduction band edge to be higher than the 
bottom of water stability limit (O2/H2O) to promote the conduction 
band electron scavenging and prolonging the electron transfer kinetic. 
Thus, deep N2p localized states created by interstitial doping may give a 
detrimental effect to photocatalysis.

To optimize the water splitting performance in a PEC system, the 
semiconductor photoanode is required to have its valance band edge 
positioned below the lower water stability limit. Several semiconductors 
that meet this requirement have been reported. Among these materials, 
Fe2O3 has the lowest band gap (Eg = 2.3 eV).  However, it is unstable in 
aqueous environments due to corrosion problem.

The most commonly used semiconductor oxide for the PEC application 
have been reported to be TiO2 and SrTiO3. Although TiO2 has lower band 
gap energy than that of SrTiO3, it has been reported that SrTiO3 yields 
one order higher quantum efficiency in photoelectrolysis comparing to 
TiO2 electrode without additional voltage bias condition due to the lower  
electron mobility in TiO2 which is caused by band bending.

The characteristic energy positions [(e.g. Fermi energy EF, conduction 
and valance band edges (EC and EV)] of a semiconductor material are 
most commonly expressed on the absolute vacuum energy scale (AVS). 
However, electrochemistry usually positions the redox couple energy 
of a specific element with respect to the normal hydrogen electrode 
(NHE). The absolute vacuum energy scale has been reported to be 
offset by -4.5 eV from redox energy at normal hydrogen electrode scale 
at temperature of 25oC. Figure 1 is a schematic energy diagram of an 
n-type semiconductor/electrolyte interface (a good example of the TiO2/
solution junction system). From the figure, we can see both valance and 
conduction band edges bend upward from its flat band potential due to 
the presence of depletion region (Schottky barrier) which, in turn, gives 
a plausible effect if a reduction reaction is desired, but a hindering effect 
when oxidation reaction is wanted. The direction of electron flow in a 
semiconductor/liquid junction PEC system is dictated by the relative 
energy position between the semiconductor band edges (EC and EV) and 
the Fermi energy of the redox couple species (EF

o
redox) at the solid/liquid 

interface. Hence, the greater difference between the Fermi energy of the 
redox couple and energy at valance band edge, the higher driving force 
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Figure 1: Energy band diagram of the interface between an n-type 
semi-conductor surface and an electrolyte

for promoting oxidation process is created. Hence, using an electron 
rich electron donor rather than direction oxidation of water molecular is 
another approach to enhance the performance of PEC system. 

For reduction reaction (hydrogen evolution), catalyst with higher redox 
potential is normally preferred as cathode material. Platinum 
(E(Pt2+/Pt) = 1.19 V v.s. NHE) is the most commonly used material in 
PEC system. However, the energy difference between redox potential 
of cathode material and upper water stability limit (H+/H2) is fixed at 
constant pH value. Thus, the only way to enlarge the driving force for the 
reduction reaction (H2 generation) is to apply a forward biased potential 
between the working electrode and counter electrode. By applying a 
forward or reversed biased potential, the magnitude of band bending and 
the direction of electron injection can be maneuvered, yielding a high 
resolution energy band  tunability. The energy alignment between redox 
species and band edges of semiconductor electrode can be achieved by 
controlling type and concentration of dopant, material of cathode and 
photoanode substrate, types of reactant, and direction/magnitude of bias 
voltage in PEC systems.  

There are two main factors that affect the quantum conversion efficiency 
of PEC systems:

1.	 Band gap of the semiconductor material, which governs 
the amount of the photon that can be utilized through 
photoexcitation process. The reduction of semiconductor band 
gap can be done by doping of impurities that creates impurity 
electronic states within its intrinsic forbidden band and reduces 
its effective band gap.

2.	 Relative energy positions between the redox species and Fermi 
energy or band edge energy of electrodes. This dictates the 
direction of electron flow and determines the performance of 
PEC system. 

We have used a N doped TiO2 thin film anode to allow broader photon 
spectrum harvesting. Using this electrode, a photoelectrochemical cell is 
fabricated, shown in the figure 2. Although the successful operation of the 
cell for H generation can be seen in the figure under a visible light source, 
the cell is currently being evaluated for its performance efficiency.  

Figure 2: 

A photoelectro-
chemical cell using 
N:TiO2 as the anode
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Cyclohexanones by Rh-Catalyzed Intramolcular C-H Insertion   

Faculty: Doug Taber (Chemistry and Biochemistry)
Postdoc: Peiming Gu (Chemistry and Biochemistry)
Funding:  NIH, GM42056

We have found that the Rh carbenes derived from a-diazo benzyl ketones 
are significantly more discriminating than are the Rh carbenes derived from 
b-ketoesters.   When an electron rich C-H site is available six atoms away, 
cyclohexanone formation can dominate.  This is in marked contrast to the 
cyclizations of a-diazo b-ketoesters, that consistently deliver cyclopentanone 
products. (Figure 1) 

Bicyclic Construction by Net Fe-Mediated [1 + 4 + 1] Cycloaddition
Faculty: Doug Taber (Chemistry and Biochemistry)
Graduate Student: Pengfei Guo (Chemistry and Biochemistry)
Funding:  NIH, GM42056

     Carbocycles, as exemplified by calcitriol and taxol, can be potent drugs.  
Although computationally-driven lead generation often suggests potential 
new drug candidates that are polycarbocyclic, such candidates are usually 
not pursued, because of the assumption that a polycarbocyclic drug would 
be impractical to manufacture. We report a simple two-step route to the 
enantiomerically-pure carbobicyclic scaffold 3a from the acyclic ketone 1a.  
(Figure 2) 

Asymmetric Organocatalytic Conjugate Allylation of Cyclic Enones
Faculty: Doug Taber (Chemistry and Biochemistry)
Graduate Student: David Gerstenhaber (Chemistry and 
Biochemistry)
Funding:  NIH, GM42056

Several procedures have been put forward in 
recent years for enantioselective conjugate addition 
to prochiral cyclic enones.  To date, however, no 
method has been published that is effective with 
an α-alkyl cyclic enone such as 1  It occurred to 
us that enantioselective 1,2-allylation followed 
by KH-mediated oxy-Cope rearrangement could 
offer a solution to this problem. In our hands, the 
current most effective catalyst for the allylation is 
3,3’-dibromo binol, introduced by Schaus for the 
enantioselective allylation of aromatic ketones. 

Figure 2

Figure 1

Figure 3



	 Center for Catalytic Science & Technology | Research	 29

research

Chemical Modification of Semiconductor Materials

Faculty: Andrew Teplyakov (Chemistry & Biochemistry)
Collaborators: Robert Opila (Materials Science & Engineering), George Flynn (Chemistry, Columbia University)
Graduate Students: Timothy Leftwich, Keith Douglass, Mark Madachik (Chemistry & Biochemistry) 
Funding: NSF, ACS-PRF

Semiconductor substrates are widely used in many applications. Multiple practical uses involving these materials require the ability to tune their 
physical (bandgap, electron mobility) and chemical (functionalization, passivation) properties to adjust those to a specific application. The goal 
of this research direction is to develop new strategies for manipulating the surface properties of semiconductor materials in a controlled way. Our 
expertise allows us to selectively tune the chemical and physical properties of semiconductor surfaces by an appropriate choice of elemental or III-V 
semiconductor, or by chemical modification. Our approach focuses on chemical passivation, on molecular switches and on the use of a variety of 
functionalized self-assembled monolayers. The findings of these investigations will be relevant for future applications in molecular and nanoelectronics, 
sensing, and solar energy conversion. Because of its interdisciplinary nature, selected topics from this work have become a team effort within the 
Integrative Graduate Education and Research Traineeship program at the University of Delaware entitled “Sustainable Energy from Solar Hydrogen.” 
In addition to surface modification, this project also focuses on the potential modification schemes and uses of graphenes. A major part of the effort is 
directed towards understanding reactivity and catalytic properties of surface silicon nitride sites with specifically designed basicity. 

Thin Solid Films for Microelectronics
Faculty: Andrew Teplyakov (Chemistry & Biochemistry)
Collaborators: Robert Opila (Materials Science & Engineering), Chaoying Ni (Chemical Engineering), Thomas P. Beebe Jr. (Chemisty & Biochemistry), Steven Brown (Chemistry & 
Biochemistry), Brian Willis (Chemical Engineering, Univ. of Connecticut)
Graduate Students: Kathryn Perrine, Juan Carlos Rodrígues-Reyes, Keith Douglas, Jia-Ming Lin (Chemistry & Biochemistry) 
Funding: NSF

Figure 1: Cross-sectional TEM micrograph of a TiNC film before (left) and after (right) NH3 post-annealing. The TiNC film is composed of 
crystalline nanostructures (A) embedded in an amorphous matrix (B) deposited onto a single crystalline silicon substrate (C). Upon post-
annealing, the top layers of the film are mostly polycrystalline (A) and the inner portion of the film (B) remains amorphous. Crystallization 
in the top layers is attributed to the nitridation of the TiNC film to form TiN.

The main goal of this project 
is to develop molecular-level 
understanding, control, and predict 
chemical reactions relevant for 
the formation and properties 
of complex ultra-thin diffusion 
barrier films on semiconductor 
substrates. The current technologies 
dictate that the thickness of 
diffusion barriers will approach 
just a few nanometers within the 
next 15 years, as estimated by the 
International Technology Roadmap 
for Semiconductors.  Therefore 
the questions of scaling the 
physical properties of the films 
enter a qualitatively new era: these 
properties now have to be analyzed and understood at the atomic 
level. The key objective of this project is to promote desired surface 
chemical reactions for clean Ta- and Ti-based film deposition, while 
preventing impurity incorporation (C, O, F) at the interfaces formed 
during this process. Our group employs thermal and photochemical 
methods to achieve this control. The structure of these amorphous or 
polycrystalline films presents many challenges. Our group has developed 
a novel approach to understand their properties. It combines a newly 
established experimental strategy with novel computational models 
designed recently in our laboratory to investigate local interactions in 
these complex systems. As summarized in Figure 1, we can deposit a 

predominantly amorphous Ti-based film and alter its surface properties 
by nitridation with ammonia. The surface chemisty of the film can 
be reversinly tuned by chemical methods. Modern deposition and 
characterization techniques designed for and tested on Ti-based films 
will be further applied to investigate the poorly characterized Ta-, Hf-, 
and W-based materials. With the new deposition precursor molecules 
becoming available, this project will both rely on the materials that are 
currently predicted to be suitable as diffusion barriers and branch into 
novel materials. 
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Covalently Attached Macromolecules on Semiconductor Substrates

Faculty: Andrew Teplyakov (Chemistry & Biochemistry)
Collaborators: Junghuey Chen, Thomas P. Beebe, Jr. (Chemistry and Biochemistry), Sylvain Cloutier (Electrical and Computer Engineering)
Graduate Students: Xiaochun Zhang, Timothy Miller, Fangyuan Tian (Chemistry & Biochemistry) 
Funding: NSF

Figure 2: AFM images of (a) the rectangular DNA molecules with thiol linkers on mica (b) the rectangular 
DNA molecules with thiol linkers on SSMCC modified amine-terminated Si(111)

We have used C60 Buckminster fullerenes as spectroscopic and microscopic probes 
to establish the covalent nature of their binding to appropriately terminated self-
assembled monolayers on silicon. We have investigated this chemistry using multiple 
spectroscopic and microscopic techniques and have verified the formation of a 
covalent link using computational investigation of core level energy shifts in N 1s 
spectral region and vibrational signatures of covalently bonded fullerenes. Current 
studies, as illustrated in Figure 2, focus on shape-restricted DNA molecules covalently 
bonded to SAM-covered Si(111) single crystal surface. These DNA structures 
are designed in the research group of our collaborator, Professor Junghuei Chen 
(Department of Chemistry and Biochemistry, University of Delaware). We have 
successfully bonded triangular and rectangular DNA molecules to the self-assembled 
monolayers on silicon, confirmed that they are bonded covalently, and analyzed their 
apparent height. The plan for further development of this research direction in the 
future includes design of the 3D structures using DNA molecules for preferential 
binding to the semiconductor surface on one side of the structure, design of the 
covalently linked scaffolds with specific biochemical binding sites located within the 
Debye length from the interface, and testing the sensing capabilities of a device based 
on this approach, as well as ultimately designing a biosensor based on these studies. 
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Small Molecule Activation with Sterically Hindered Tris(pyrazolyl)
borate Metal Complexes

Faculty:  Klaus Theopold (Chemistry & Biochemistry)
Postdoc:  Ahmet Gunay (Chemistry & Biochemistry)
Graduate Students:  Eric Sirianni, Fang Dai (Chemistry & Biochemistry)
Funding: U.S. Department of Energy

Chromium Dioxygen Complexes: We have prepared a series of 
chromium(III) superoxide complexes via binding of O2 to coordinatively 
unsaturated chromium(II) precursors.  These complexes are the first 
structurally characterized representatives of their kind [i.e. chromium(III) 
superoxide complexes], and they all adopt the rare “side-on” binding 
mode of superoxide that we first discovered in TptBu.MeCo(O2).

Dioxygen Activation: Reaction of the dioxygen complexes with their 
precursors results in splitting of the O-O bond and the formation of 
reactive chromium(IV) oxo intermediates. Avoiding all hydrogen atom 
donors in the reaction of [TptBu.MeCr(pz’H)]BARF with PhIO has allowed 
the isolation and full characterization of [TptBu.MeCr(O)(pz’H)]BARF. The 
redox chemistry of the latter was investigated in collaboration with Prof. 
D.H. Evans, in order to estimate the affinity of the oxo complex for a 
hydrogen atom.

Hydrocarbon Activation: [TptBu.MeCr(O)(pz’H)]BARF reacts with organic 
molecules containing weak C-H bonds (DC-H <90 kcal/mol) by hydrogen 
atom abstraction to yield the chromium(III) hydroxide [TptBu.MeCr(OH)
(pz’H)]BARF. Activation parameters and isotope effects for several 
reactions have been determined. For example, the kinetic isotope effect for 
the hydrogen atom abstraction from 9,10-dihdroanthracene at 293 K is 
kH/kD = 25.2. 

Determination of the temperature dependencies of the H- and 
D-abstraction reactions revealed large differences (∆Ε0 = 6.7(8) kcal/mol 
and AH/AD = 2.7 x 10-4).  These values indicate a significant contribution 
of quantum mechanical tunneling to the hydrogen atom transfer. H-atom 
tunneling has been invoked for several oxidation enzymes, and this small 
molecule reaction provides a valuable model system for the study of 
H-atom tunneling.

Cobalt Imido Complexes: Our investigation of cobalt dioxygen chemistry 
has yielded evidence for the intermediacy of the terminal cobalt oxo species 
TptBu.MeCo=O in several reactions; however, this compound is apparently 
too reactive for even spectroscopic detection. We have thus pursued the 

Figure 1 Figure 2

Homogeneous Models for Chromium Polymerization Catalysts
Faculty:  Klaus Theopold (Chemistry & Biochemistry)
Graduate Students:  John Young, Jingmei Shen (Chemistry & Biochemistry)
Funding: NSF

Chromium Alkyls: We are constructing a homogeneous model system 
for the Phillips catalysts for ethylene polymerization (i.e. inorganic 
Cr/SiO2, see “A” below). To mimic the coordinatively unsaturated 
chromium on a hard oxide support, we have chosen N, N’-disubstituted 
diketiminate ligands [“(R)2nacnac”, as in B], i.e. bidentate nitrogen 
ligands that confer variable steric protection upon the chromium.

We have prepared a series of neutral and cationic chromium alkyls supported 
by (Ar)2nacnac ligands (Ar=Ph, 2,6-Me2Ph, 2,6-iPr2Ph). These paramagnetic 

complexes feature chromium 
in a range of formal oxidation 
states (II–V). Structurally 
characterized cationic 
Cr(III) alkyls of the general 
type [(Ar)2nacnacCr(R)
(OEt2)]

+BARF- (Ar=2,6-Me2Ph, 
2,6-iPr2Ph; R=Me, CH2SiMe3) 

catalyze the polymerization of ethylene and the copolymerization of ethylene 
with α-olefins in the absence of any cocatalysts.

Extraordinarily low polydispersities (Mw/Mn=1.1-1.4) provide evidence 
for “living” polymerization catalysis, and the polymer microstructure of 
polyethylene produced with sterically encumbered [(2,6-iPr2Ph)2nacanac 
Cr(OEt2)Me]BARF shows evidence for ”chain walking.”

Supported Polymerization Catalysts:  Taking our earlier work on 
cyclopentadienyl chromium alkyls, which serve as models for the Union 
Carbide catalyst, one step closer to the actual heterogeneous catalyst, we have 
fixed Cp*Cr(py)Me2 on a zeolite (MCM-22) and characterized the resulting 
olefin polymerization catalysts by a variety of spectroscopic methods. 

chemistry of isoelectronic imido complexes, TptBu.MeCo=NR, as chemical 
models. For example, reaction of TptBu.MeCo(N2) with Me3SiN3 yielded a 
cobalt(III) amido species resulting from hydrogen atom abstraction from 
the ligand by the inferred imido complex TptBu.MeCo=NSiMe3.

Stable Cobalt Imido Complexes: To our surprise, tertiary alkyl azides 
(e.g. R=tBu, Ad) have produced isolable cobalt(III) imido complexes. 
However, the thermal reactivity of these compounds also includes the 
functionalization of ligand C-H bonds. The mechanism of this C-H 
activation and the exact nature of the unusual products are currently 
under investigation. 

Figure 3
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Model-based Design of Experiments and Catalysts

Faculty: Dion Vlachos (Chemical Engineering), Vinay Prasad (Visiting Faculty), 
Matteo Maestri (Visiting Scholar)
Postdocs: Ayman Karim, Yiannis Mpourmpakis, Ying Chen (Chemical Engineering)
Graduate Students: Danielle Hansgen, Justin Federici, Michael Salciccioli (Chemical Engineering)
Undergrad Students: Zachary Ulissi, Anshu Arya (Chemical Engineering)
Funding: NSF-CBET

Experiments are typically carried out at certain conditions, and it is often found that only a 
small number of kinetic parameters are important (active) under those conditions. A natural 
question is whether one could design experiments based on a model, rather than statistical 
design, in order to increase the number of active model parameters and the accuracy of 
parameter estimation from data. We have developed a theoretical framework that enable 
us to increase the information content of models in order to use them reliably for catalyst 
and process optimization. In particular, a global search in experimentally feasible parameter 
space is conducted on the computer, using a Monte Carlo global search algorithm. At 
each point in parameter space, a reactor simulation is run using the current detailed 
kinetic model along with a local sensitivity analysis of experimentally measured responses 
with respect to kinetic parameters. Our objective is to identify suitable combinations of 
experimental variables that sensitize the maximum number of kinetic steps.

DFT-based rational catalyst design, while promising, is far from becoming a reality for complex reaction systems. Furthermore, what initially 
appears as a very active catalyst may be unsuitable due to reactor scale (e.g., heat/mass transfer, hot spots) effects. Our thesis is that development of 
a hierarchical multiscale theoretical framework can be invaluable in the course of catalyst design by gathering and extracting kinetic and catalyst 
information from quantitative experiments and characterization data and integrating it with multiscale modeling that links from the quantum to the 
macroscopic, processing scales. By developing such models for many catalysts, we create libraries of kinetics models that we subsequently use for 
catalyst design. An example of catalyst design is shown in Figure 1. 

Figure 1: Example of predicted volcano mountain 
projected to two-dimensions for identification of optimal 
catalysts for ammonia decomposition to hydrogen: 
ammonia conversion (normalized scale) vs. element 
heats of adsorption (kcal/mol). The elements indicate the 
performance of known catalysts.

Rational Strategies for Nanomaterials Design

Faculty: Dion Vlachos, Raul Lobo (Chemical Engineering), Michael Tsapatsis (University of Minnesota), Stavros Caratzoulas (Visiting Researcher)
Graduate Student:  Khalid Al-Majnouni (Chemical Engineering)
Funding: NSF-NIRT

The demand for subnanometer control for nanomaterial fabrication and applications has refocused attention on microporous materials (e.g., 
zeolites). Their ordered crystalline microstructure and finely tuned nanometer-sized pores, coupled with well-established techniques for fabricating 
thin, oriented films, makes them attractive for a wide range of current and future applications. Despite decades of research leveraging microporous 
materials for catalytic (e.g., hydrocarbon cracking, shape-selective catalysis) and non-catalytic applications (e.g., pressure swing adsorption, gas 
separation), rational design of new microporous films and fine tailoring of current materials demand a comprehensive understanding of these 
materials over a wide range of scales. Research in our group is focused on development of a comprehensive, fundamental understanding of zeolites 
and nanomaterial applications. This requires a multifaceted, multiscale approach involving research on understanding and controlling:

•	 Silica phase behavior and self-assembly of nanoparticle zeolite precursors 
•	 Nucleation and mechanisms of zeolite growth 
•	 Zeolite particle morphology 
•	 Growth and preferential thin film (membrane) orientation 
•	 Multiscale modeling of diffusion, separation, and reaction of interacting guest molecules in zeolite thin films under non-equilibrium conditions 
•	 Non-destructive characterization of polycrystalline zeolite thin films 
•	 Multiscale modeling of quantum dot formation

We employ an integrated experimental (e.g., SAXS, SANS, DLS, FTIR, TGA, SEM, XRD, fluorescence confocal optical microscopy) and theoretical 
(e.g., molecular dynamics, kinetic Monte Carlo, hierarchical parameterization techniques, continuum mesoscopic theories) approach to elucidate 
critical understanding at each scale. 
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Hierarchical Multiscale Microkinetic Model Development

Faculty: Dion Vlachos (Chemical Engineering), Vinay Prasad (Visiting Faculty), Matteo Maestri (Visiting Scholar)
Postdocs: Ayman Karim, Yiannis Mpourmpakis, Ying Chen (Chemical Engineering)
Graduate Students: Danielle Hansgen, Justin Federici, Michael Salciccioli (Chemical Engineering)
Undergrad Students: Zachary Ulissi, Anshu Arya (Chemical Engineering)
Funding: DOE - Hydrogen, NSF-CBET

Predictive mathematical modeling based on fundamental fluid mechanics, multicomponent transport, and detailed chemistry is an invaluable 
tool in guiding experiments and reactor optimization. While computational fluid dynamics (CFD) simulators are commonplace, detailed reaction 
mechanisms are generally lacking for most important industrial processes. One approach for mechanism development is to extract all parameters from 
experimental data. The other is to do it based on quantum mechanical density functional theory (DFT). Both approaches have serious limitations.

In our group we develop “elementary-like” reaction mechanisms for catalytic reactions. We use a hierarchical multiscale approach to construct 
reaction mechanisms that capitalizes on the power of DFT, molecular modeling, and CFD but only on an as-needed basis (on demand). Hierarchical 
modeling means that we employ simple and inexpensive tools first to identify the “key” steps of a process and then apply higher level, more expensive 
tools only for the few key steps. This approach combines the predictive power of high-level theory with the computational efficiency of lower level 
semi-empirical methods.

We develop detailed reaction mechanisms for a variety of processes on noble metals and 
oxides. Examples include:

•	 Catalytic combustion of hydrogen, carbon monoxide, and hydrocarbons
•	 Water-gas shift
•	 Selective oxidation of carbon monoxide in the presence of hydrogen
•	 Reforming (steam, dry, and autothermal)
•	 Partial oxidation and steam reforming at short contact times for syngas production
•	 Hydrogenation of alkenes and dehydrogenation of alkanes
•	 Oxidative dehydrogenation of alkanes to olefins
•	 Ammonia decomposition for hydrogen production

An example of the predictive capability of a detailed microkinetic model is depicted in Figure 
2. The power of our hierarchical multiscale approach is that we develop predictive reaction 
mechanisms that can describe multiple experiments from UHV conditions to high pressures 
(pressure gap) and from single crystals to industrial catalysts (materials gap) over a wide 
range of operating conditions. Our close collaboration with industry is essential in developing 
reaction mechanisms of practical interest. Due to the hierarchical approach, we can develop 
mechanisms in short periods of time and improve important parameters with higher-level 
theory only when needed. 

Figure 2: Comparison of experimental data (points) 
and simulations using our newly developed full 
microkinetic model (lines) for methane partial 
oxidation on Rh/Al2O3 catalysts.

0

0.005

0.01

0.015

400 500 600 700 800

M
ol

e 
Fr

ac
tio

n 
[-

]

Temperature [°C]

H
2

H
2
O

CO CO
2

O
2

CH
4

Thermodynamic and Kinetics of Nanozeolitic Precursor Formation

Faculty: Dion Vlachos, Stavros Caratzoulas, Raul Lobo (Chemical Engineering), 
Michael Tsapatsis (University of Minnesota)
Graduate Student: Khalid Al-Majnouni (Chemical Engineering)
Funding: NSF-NIRT

We employ a variety of tools, such as classical chemical equilibria, population balances, 
surface complexation models, the Poisson-Boltzmann equation, and molecular dynamics 
to unravel the thermodynamic driving force for nanoparticle formation and the kinetics 
of nanoparticle formation. Furthermore, we study nucleation of zeolites and the role of 
templates (organic and inorganic cations) on nanoparticle stabilization. A snapshot from 
a molecular dynamics simulation investigating templating effects is shown in Figure 3. 

Figure 3: Snapshot from 
molecular dynamics 
simulation. The silica 
octamer in the center 
gets decorated by cations 
(tetramethyl ammonium 
cation), which expel 
water molecules from the 
bridged Si-O-Si oxygens 
protecting nanoparticles 
from hydrolysis.
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Non-destructive Characterization of Polycrystalline Microporous Thin Films

Faculty: Dion Vlachos, Raul Lobo (Chemical Engineering), Michael Tsapatsis (University of Minnesota), Stavros Caratzoulas (Visiting Researcher)
Graduate Student:  Khalid Al-Majnouni (Chemical Engineering)
Funding: NSF-NIRT

A challenge in the development of theory and detailed simulation of diffusion through microporous thin films has been the prediction of permeation 
performance for real membranes that exhibit permeation anomalies (e.g., unexpectedly low selectivities and deviations from single-crystal theory). 
This underscores the need for quantitative characterization of microporous membrane polycrystallinity. Fluorescence confocal optical microscopy 
(FCOM) studies involving selective adsorption of dye molecules in polycrystalline features have highlighted the extent of this polycrystallinity in 
zeolite membranes. An example is shown in the figure below. Quantitative interpretation of FCOM images, however, has remained relatively elusive. 
Consequently, we are developing new experimental and image analysis protocols to more quantitatively characterize confocal images of dye-saturated 
zeolite membranes. 

a) Non-destructive fluorescence 
confocal optical microscopy (FCOM) 
imaging of zeolite membranes (e.g., 
silicalite-1, NaX) with fluorescent dyes 
selectively adsorbed in non-zeolitic 
pathways, characterizes b) membrane 
polycrystallinity comparable to that 
observed via c) SEM.  
Images shown here are for c-oriented 
silicalite-1 membranes.

Process Intensification in Multifunctional Microchemical Systems

Faculty: Dion Vlachos (Chemical Engineering), Erich Wetzel (Army Research Lab)
Postdoc: George Stefanidis (Chemical Engineering)
Graduate Students: Justin Federici, Matthew Mettler (Chemical Engineering)
Undergrad Student: Megan Zagrobelny (Chemical Engineering)
Funding: NSF-CBET

Future energy production will most probably happen at much smaller scales in a decentralized fashion. Since cost escalates with reduction of plant 
size, it is important to intensify processes. In order to achieve this, we employ microreactors whose transport rates are much faster than their large-
scale counterparts. In addition, we impart multifunctionality in these microsystems, for example, by integrating endothermic and exothermic 
reactions via fast heat transfer through a separating wall to further intensify the system. As another example, we study catalytic membrane 
reactors. Our work employs multiscale modeling that builds on reduced kinetic models derived from fundamental microkinetic models along with 
computational fluid dynamics (CFD) simulations. In addition, we fabricate tunable microreactors with variable surface area, wall conductivity, 
surface to volume ratio, and no moveable parts for various energy generation applications. Processes of interest include partial oxidation, steam 
and dry reforming, autothermal reforming, dehydrogenation, hydrogenation, and ammonia decomposition for hydrogen production for fuel cells. 
Furthermore, we develop guidelines for fast ignition, optimal packing and statistic mixer structures, thermal management (e.g., recuperative and 
regenerative heat integration, such as reverse flow), and optimum operation of microreactors. In a related project, microreactors are coupled with 
thermoelectric elements to produce electricity in the Watt range or to produce compact reformers. 

(a) Photograph of and (b) schematic side view (not to 
scale for ease of visualization) of a composite wall, tunable 
microreactor. 
(c) Scanning electron micrograph (SEM) of a porous anodized 
alumina wafer ~75 μm thick (top view). The pores’ diameter 
is ~50 nm. 
(d) SEM of pores running across the wafer. Catalyst is 
deposited within the wafer via dip-coating. Pt nanoparticles 
are indicated at the right-most TEM images (red circles) at the 
pore mouth but mainly within the pores and are confirmed by 
elemental analysis. Micromixers 27 are also embedded.
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Reflection of the Past Year
This past year has been remarkable for CCST. In the spring of 2009, we were awarded 

an Energy Frontier Research Center (EFRC) grant by the Department of Energy (DOE) to 
establish a new center on heterogeneous catalysis for biomass conversion to chemicals, fuels, 
and electricity. This new center, the Center of Catalysis for Energy Innovation (CCEI), is 
being funded at $17.5M for 5 years and is one of 2 DOE centers to focus on heterogeneous 
catalysis of renewables. It will be founded based on CCST and will encompass 6 more 
universities as well as the Brookhaven National Laboratories. While we are very excited 
about this opportunity to grow and diversify our research portfolio, we plan to continue the 

breadth of CCST activities, which have been an attraction pole for industrial collaborations and the cornerstone for 
our students’ education. 

Our faculty and students have won numerous awards. Jingguang Chen won the Excellence in Catalysis Award 
from the New York Catalysis Society and became a Fellow of the American Vacuum Society; Mark Barteau won the 
Giuseppe Parravano Award of the Michigan Catalysis Society following his selection in the “One Hundred Engineers 
of the Modern Era” by the AIChE; Dion Vlachos was selected in the Top 100 Engineers (International Biographical 
Centre) and was named the Elizabeth Inez Kelley Professor of Chemical Engineering; Doug Buttrey was a Visiting 
Professor in the Catalysis Research Center of Hokkaido University in Japan. A large number of publications in high 
impact journals including a number of journal covers were published by many of the CCST faculty. CCST faculty, 
including Klaus Theopold, Doug Doren, Mark Barteau, and Jingguang Chen, continue to provide leadership in key 
administrative positions at UD. The quality and productivity of our research efforts continue to make CCST one of the 
leading academic catalysis centers worldwide. 

We hope you will find this report of the CCST’s activities informative and valuable. We invite your questions, 
comments and visits, whether in person, in an email, or via our website at www.che.udel.edu/ccst. We look forward to 
continuing fruitful collaborations with our industrial sponsors. 

Spotlight on the New Center of Catalysis for Energy Innovation (CCEI)
The Center of Catalysis for Energy Innovation (CCEI) aims at developing innovative, science-based heterogeneous 

catalytic technologies for transformation of biomass materials into fuels, chemicals, and electricity. Biomass offers 
a unique opportunity for a sustainable society with unprecedented impact on the U.S. economy, energy security 
and independence. For this vision to be realized, major scientific hurdles need to be overcome due to the inherent 
complexity of biomass materials and associated processes. Reactions typically take place in a complex multiscale 
environment that renders the rational design of these processes and catalysts very challenging.

The overall objectives of the CCEI-EFRC are to develop the enabling science that can eventually lead to viable, 
economic operation of biorefinery technologies from various biomass feedstocks and to educate the workforce needed 
for these new positions that can lead to further, sustainable economic growth of the U.S. 

We plan to exploit 3 complementary catalytic technological platforms that are anticipated to play key roles in 
biorefineries and energy/chemical production: Non-aqueous phase processing to produce fuels; aqueous phase 
processing to selectively produce chemicals; and direct conversion of biomass derivatives to electricity using novel 
direct carbon fuel cells. 

In order to overcome the scientific barriers arising from handling these feedstocks, the CCEI will develop 3 
crosscutting research thrusts: (1) multiscale modeling, to handle the inherent complexity of the environment in which 
reactions take place; (2) hierarchical multiscale materials that are hydrothermally stable, possess tunable porosity 
with bio-inspired functionality grafted, and minimize molecular traffic resistance while allowing shape selectivity; (3) 
cutting-edge characterization methods to probe reactions often under in situ environment. 

UD faculty members of the new center include D.G. Vlachos (director), J.G. Chen (co-director), R.F. Lobo 
(outreach co-director), M.A. Barteau, J.A. Lauterbach, D.J. Buttrey, D.J. Doren, S.I. Sandler, and K.H. Lee. The center 
will also include faculty from the University of Pennsylvania (R.J. Gorte and J.M. Vohs), Lehigh University (M.A. 
Snyder), University of Massachusetts, Amherst (S.M. Auerbach, G.W. Huber), University of Minnesota (M. Tsapatsis, 
A. Bhan), California Institute of Technology (M.E. Davis), University of Southern California (H. Wang), and 
Brookhaven National Laboratories (A. Frenkel). 

From the Director:

www.che.udel.edu/ccst

Facilities
Located in Colburn, Spencer, Brown, Drake 

and DuPont Laboratories, the Center has a wide 
array of equipment for preparation and advanced 
characterization of catalysts through spectroscopy 
and reaction. Included in these items are 
computational facilities for chemical and reaction 
engineering modeling. The following highlights 
facilities dedicated to catalysis studies:

Reactors
A variety of flow and batch reactor systems 

operate at pressures ranging from a few torr to 
5000 psi. These reactors are interfaced with GC, 
MS, or GC/MS instruments for on-line product 
analysis.

Fourier Transform Infrared 
Spectrometers

Five Fourier transform spectrometers are 
employed for catalyst characterization and 
reactant adsorption studies, using transmission, 
photoacoustic, and diffuse reflectance techniques.

Scanning Probe Microscopes
Five Scanning Probe Microscopes with 

collective capability for air, liquid or vacuum 
operation, provide real space imaging of the 
atomic structure of surfaces by STM and AFM. 
These instruments facilitate study of the relation 
of the structure of modern catalytic materials to 
their surface reactivity.

Microbalance Reactor Laboratory
This laboratory houses three microbalance 

reactors which permit measurement of catalyst 
mass changes during reaction. These include 
a dual pan electrobalance, and a TEOM 1500 
Inertial Mass Analyzer (Rupprecht and Patashnick, 
Inc.) configured to operate as a differential reactor 
with no dead volume or bypass.

UV-Visible Spectrometer
This instrument is a new HP 8453 

spectrophotometer with a single-beam, 
microprocessor-controlled collimating optics. 
A Labsphere RSA-HP53 diffuse reflectance and 
transmittance accessory for solids, turbid or 
strongly scattering samples is utilized for the study 
of heterogeneous catalysts.

Adsorption Instruments
We have added a new Micromeritics ASAP 

2010 instrument to the CCST laboratories. The 
instrument can be used to measure adsorption 
capacities, surface areas, pore-size distributions 
at 77 K up to 300 K. We have also added an 
Altamira Instruments (Model AMI-200ip) 
for chemisorption, physisorption, and TPR 
measurements.

Surface Analysis Instruments
Fifteen ultra-high vacuum surface analysis 

instruments are housed in the center. These 
instruments are all equipped for multiple electron 
spectroscopic techniques for determining surface 
composition, surface structure, and surface 
reaction chemistry. Techniques include Auger 
Electron Spectroscopy (AES) , Low Energy 
Electron Diffraction (LEED), mass spectrometry, 
Temperature Programmed Desorption 
(TPD). X-ray and Ultraviolet Photoelectron 
Spectroscopies (XPS and UPS), Ion Scattering 
Spectroscopy (ISS), High Resolution Electron 
Energy Loss Spectroscopy (HREELS), FT-IR, 
Ellipsomicroscopy for Surface Imaging (EMSI), 
and Photoemission electron microscopy (PEEM).

Solid State NMR Spectrometers
Two NMR spectrometers with capabilities 

for analysis of solid samples are housed in the 
Chemistry Department, and are used to study the 
properties of catalyst surfaces. One instrument 
operates at low field and can probe carbon-
containing reactants, surface intermediates, 
and products. The second instrument operates 
at 300 MHz and can probe heavier nuclei such 
as silicon and aluminum in the catalysts under 
investigation.

Short Contact Time Reactors
Two reactor systems have been constructed 

for studying extremely fast and/or high 
temperature reaction systems. Catalyst contact 
times of milliseconds are routinely examined with 
reaction temperatures in excess of 1000°C. Short 
contact time reactions can be studied over both 
monolithic and standard supported catalysts with 
feasible contact times as short as 0.5 milliseconds 
over monolithic catalysts.

Xray Diffraction
A Phillips X’Pert-MPD diffractometer has been 

added for the characterization of polycrystalline 
samples. The instrument is equipped with an 
attachment for the analysis of thin films. In 
addition, it has an environmental chamber to 
carry out variable temperature (77-750 K) and 
controlled atmosphere x-ray powder diffraction 
studies. A new Anton-Paar SAXSess camera is 
used for small angle x-ray studies of catalysts 
and catalyst supports. A state-of-the-art Siemens 
single crystal diffractometer with a CCD detector 
is accessed through the Department of Chemistry 
and Biochemistry.

 Computer Facilities and Modeling 
Software

The CCST computational facilities include 
six Beowulf clusters, all running CentOS Linux 
version 4.2 deployed with Warewulf. These 
clusters have a total of ~300 processors available 
for computation: 16 1.8 GHz Xeons, 44 2.4 
GHz Xeons, 36 2.6 GHz Xeons, and 42 AMD 
Opteron 248 processors. Taken together, peak 
computational power is nearly a trillion floating-
point operations per second (1 teraflops). These 
systems have a combined total disk storage 
capacity of 2 terabytes. The use of a single 
operating system over the clusters creates full 
binary compatibility between systems, which 
drastically reduces software development time. 
The newest of these clusters is using Ammasso 
RMDA Ethernet cards for extremely efficient 
parallel communications. The center also has 
several legacy systems - Silicon Graphics Solid 
Impact R10000 workstations (195 MHz, 64 bit 
microprocessor), and a Silicon Graphics Indigo 
XZ R4400 (150 MHz and 32 bit microprocessor). 

Commercial software packages available on 
these machines include the Cerius and Insight 
II, ADF, Gaussian 98/03, Dacapo, Fluent, 
CHEMKIN, Matlab and Femlab. In-house 
software development ranges from simple 
reactor models to MPI based parallel molecular 
dynamics codes. Analysis of experimental data, 
such as Rietveld refinement of powder diffraction 
data and transmission electron microscopy 
simulations, is also done. To assist in-house 
software development we have the Portland 
Group Compiler Suite, Intel Fortran Compiler, 
Intel Math Kernel Library, and a wide range of 
scientific libraries, licensed under the GPL or a 
similar open-source license.

High-throughput Screening Laboratory
A 16-well reactor with temperature 

measurement and flow control for each reactor 
is available for high-throughput experiment. 
Attached to the reactor is an FTIR imaging set-up 
as truly parallel, quantitative high-throughput 
technique. It is used to study supported catalysts 
under realistic reaction conditions as well as 
under transient conditions (temporal resolution 
less than 2 seconds for the quantification of 16 
reactor effluents).

 Thermogravimetric Analyzer
A Cahn TGA 121 thermogravimetric analyzer 

is part of the Center’s facilities (up to 1.5 g,  
0.1 mg resolution). The instrument can be used 
for temperatures up to 1100°C, for adsorption 
capacity measurements, controlled atmosphere 
experiments, etc.
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