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Abstract—Roundabouts in conjunction with other traffic scenarios, e.g., intersections, merging roadways, speed reduction zones, can induce congestion in a transportation network due to driver responses to various disturbances. Research efforts have shown that smoothing traffic flow and eliminating stop-and-go driving can both improve fuel efficiency of the vehicles and the throughput of a roundabout. In this paper, we validate an optimal control framework developed earlier in a multi-lane roundabout scenario using the University of Delaware’s scaled smart city (UDSSC). We first present conditions where the solution is optimal. Then, we demonstrate the feasibility of the solution using experiments at UDSSC, and show that the optimal solution completely eliminates stop-and-go driving while preserving safety.

I. INTRODUCTION

Roundabouts generally provide better operational and safety characteristics over other types of intersections [1]–[5]. However, the increase of traffic becomes a concern for roundabouts due to their geometry and priority system, even with moderate demands, some roundabouts may quickly reach capacity [6]–[8]. Moreover, all incoming traffic may experience a significant delay if the circulating flow is heavy. Previous research has focused mainly on enhancing roundabout mobility and safety with improved metering, or traffic signal controls [7]–[11]. Zohdi and Rakha [12] showed that by using a cooperative adaptive cruise controller, they could improve the fuel efficiency and reduce the travel delay in a single lane roundabout compared to traditional roundabouts. As we move to increasingly complex emerging transportation systems, with changing landscapes enabled by connectivity and automation, future transportation networks could shift dramatically with the large-scale deployment of connected and automated vehicles (CAVs).

Several efforts have been reported in the literature towards coordinating CAVs to reduce spatial and temporal speed variation of individual vehicles throughout the network. These variations can be introduced to the system through the environment, such as by breaking events, or due to the structure of the road network, e.g., intersections [13]–[19] and cooperative merging [20]–[22]. One of the earliest efforts in this direction was proposed by Athans [23] to efficiently and safely coordinate merging behaviors as a step to avoid congestion. Since then, several research efforts have been reported in the literature proposing coordination of CAVs in traffic scenarios, such as merging roadways, urban intersections, and speed reduction zones. In earlier work, a decentralized optimal control framework was established for online coordination of CAVs in such traffic scenarios. The analytical solution, without considering state and control constraints, was presented in [20], [24] for online coordination of CAVs at merging roadways, a solution for two adjacent intersections was presented in [25], [26], and coordination in single-lane roundabouts were investigated in [27]. A thorough review of the state-of-the-art methods and challenges of CAV coordination is provided in [28], [29].

Previously, we have experimentally validated the solution of the unconstrained problem using 10 robotic CAVs at the University of Delaware’s scaled smart city (UDSSC) considering a merging roadway scenario [30] and a corridor [31]. Other efforts [32], [33] have demonstrated CAV maneuvers in a scaled environment either by utilizing 2–3 CAVs [32] or by focusing on highway driving conditions [33].

In this paper, we validate a decentralized optimal control framework developed earlier [34], [35] in a multi-lane roundabout scenario using UDSSC. Unlike previous work, we guarantee that all safety, state, and control constraints are satisfied by our analytical solution. We demonstrate the feasibility of our framework using experiments in UDSSC. In particular, we implement the solution in real time for 9 CAVs in a multi-lane roundabout with 3 areas for the potential lateral collision. Finally, we verify that our optimal solution completely eliminates stop-and-go driving while preserving safety.

The remainder of the paper is organized as follows. In Section II, we introduce our modeling framework. In Section III, we provide the analytical solution of the optimal control problem. Then, we present experimental validation and results in Section IV, and finally, we draw concluding remarks and discuss future work in Section VI.

II. PROBLEM FORMULATION

A. The Roundabout Scenario

In this paper, we consider a multi-lane roundabout with three CAV inflows and three areas where lateral collisions between CAVs may occur shown in Fig. 1. However, our proposed solution does not depend on the specific paths presented in this work and can be applied in any scenario in a
roundabout. To navigate the roundabout, we define a control zone, which starts upstream from the roundabout and ends at each roundabout exit (Fig. 1). The control zone has an associated coordinator, which stores information about the geometry of the roundabout and the trajectory information of each CAV in the control zone. The coordinator does not make any decisions and only acts as a database.

Let \( Q(t) \subset \mathbb{N} \) be the set of CAVs at time \( t \in \mathbb{R}^+ \) which are inside the control zone. Upon entering the control zone at time \( t_i^0 \in \mathbb{R}^+ \), CAV \( i \in Q(t) \) retrieves the trajectory information of every other CAV \( j \in Q(t) \setminus \{i\} \) and generates an energy-optimal safe trajectory through the control zone. Then, CAV \( i \) broadcasts its trajectory to the coordinator. Finally, when CAV \( i \) exits the control zone at time \( t_i^f \), it is removed from the set \( Q(t) \). A detailed discussion about the communication of the coordinator with the CAVs is presented in [31].

**Definition 1.** We define each lateral node with a unique index, \( n \in \{1,2,3\} \), at each area inside the roundabout where there might be a potential lateral collision (Fig. 1).

**Definition 2.** For each CAV \( i \in Q(t) \), we define \( N_i \) as the set of all lateral nodes on the path of CAV \( i \).

For instance, if CAV \( i \) is traveling along the path 1 (Fig. 1), the set of collision nodes is \( N_i = \{2,3\} \).

**Definition 3.** For each CAV \( i \in Q(t) \), upon entering the control zone at time \( t_i^0 \), we define the set of lateral nodes shared with each CAV \( j \in Q(t_i^0) \setminus \{i\} \) as,

\[
C_{i,j} = \{n | n \in N_i \cap N_j\}.
\]

**B. Vehicle Model and Constraints**

We model dynamics of each CAV \( i \in Q(t) \) as a double integrator

\[
\begin{align*}
\dot{p}_i &= v_i(t), \\
\dot{v}_i &= u_i(t),
\end{align*}
\]

where \( p_i(t) \in \mathcal{P}_i \), \( v_i(t) \in \mathcal{V}_i \), and \( u_i(t) \in \mathcal{U}_i \) denote the position, speed and acceleration/deceleration (control input) of each CAV \( i \) inside the control zone. The sets \( \mathcal{P}_i \), \( \mathcal{V}_i \), and \( \mathcal{U}_i \) are complete and totally bounded subsets of \( \mathbb{R} \).

For each CAV \( i \in Q(t) \) the control input and speed at time \( t \in [t_i^0, t_i^f] \) are bounded by

\[
\begin{align*}
0 &< u_{\min} \leq u_i(t) \leq u_{\max}, \\
0 &< v_{\min} \leq v_i(t) \leq v_{\max},
\end{align*}
\]

where \( u_{\min}, u_{\max} \) are the minimum deceleration and maximum acceleration, and \( v_{\min}, v_{\max} \) are the minimum and maximum speed limits respectively.

**Definition 4.** For any CAV \( i \in Q(t) \), if there exists a CAV \( k \in Q(t) \) which leads CAV \( i \), we define \( d_i(t) \) as the bumper-to-bumper distance from CAV \( k \) to CAV \( i \). If no such CAV \( k \) leads CAV \( i \), then we let \( d_i(t) \to \infty \).

To guarantee no rear-end collision occurs between CAV \( i \in Q(t) \) and the preceding CAV \( k \in Q(t) \), we impose the following rear-end safety constraint,

\[
d_i(t) \geq \delta_i(t),
\]

where \( \delta_i(t) \) is the safe distance that depends on CAV’s speed,

\[
\delta_i(t) = \gamma + \varphi v_i(t),
\]

where \( \gamma, \varphi \in \mathbb{R} \) are the standstill distance and reaction time, respectively.

For each CAV \( i \in Q(t) \), the distance to a node \( n \in N_i \) is denoted by the function \( l_i : N_i \to \mathcal{P}_i \). To guarantee lateral collision avoidance, we impose the following time headway constraint for every CAV \( i \in Q(t) \),

\[
[p_i^{-1}(l_i(n)) - p_j^{-1}(l_j(n))] \geq t_h, \\
\forall n \in C_{i,j}, \forall j \in Q(t) \setminus \{i\},
\]

where \( t_h \in \mathbb{R}^+ \) is the minimum time headway between any two vehicles entering node \( n \). Note that as position is strictly-increasing for all \( t \in [t_i^0, t_i^f] \), the inverse position (6) has a closed-form representation [34], [35].

**Remark 1.** The lateral safety constraint (6) can relax the first-in-first-out coordination policy for CAVs \( i, j \in Q(t) \), which is common in the literature.

Next, we formulate a decentralized optimal control problem for each CAV \( i \in Q(t) \) in order to minimize their energy consumption over the interval \( t \in [t_i^0, t_i^f] \).

**Problem 1.** When a CAV \( i \in Q(t) \) enters the control zone, it solves the following optimal control problem:

\[
\begin{align*}
\min_{u_i(t) \in \mathcal{U}_i} & \quad \frac{1}{2} \int_{t_i^0}^{t_i^f} u_i^2(t) \, dt, \\
\text{subject to : } & \quad (2), (3), (4), (6), \\
& \quad p_i(t_i^0), v_i(t_i^0), p_i(t_i^f).
\end{align*}
\]

To derive the analytical solution to Problem 1 we may follow the standard methodology used in optimal control problems with state and control constraints [16], [36], [37]. This is a recursive process which grows in computational complexity.
complexity with the number of constraints that may become active in the system. In general, there is no analytical expression for the solution of Problem 1 when a safety constrained arc becomes active. Additionally, finding a piecewise-continuous state trajectory that optimally pieces the different arcs together is very computationally challenging, and it may become prohibitively difficult for a CAV to solve the optimal control problem onboard in real time [38].

In our approach, we consider the unconstrained solution to Problem 1. This has the advantage of guaranteed energy-optimality while being significantly easier to implement on a real vehicle. The optimal unconstrained trajectory in this case can be found by Hamiltonian analysis [16],

\[
\begin{align*}
p_i(t) &= a_i t^3 + b_i t^2 + c_i t + d_i, \\
v_i(t) &= 3a_i t^2 + 2b_i t + c_i, \\
u_i(t) &= 6a_i t + 2b_i,
\end{align*}
\]

with the boundary conditions

\[
\begin{align*}
p_i(t_i^0) &= p_i^0, & v_i(t_i^0) &= v_i^0, & p_i(t_i^f) &= p_i^f, & u_i(t_i^f) &= 0, \quad (10)
\end{align*}
\]

where \(u_i(t_i^f) = 0\) results from the final velocity being unspecified (the transversality condition) and \(t_i^f\) is unknown.

To derive an energy-optimal control input that can be computed in real time, we seek to minimize the exit time of CAV \(i \in Q(t)\) from the control zone and impose (7) - (9) as an energy-optimal motion primitive. This results in a new set of boundary conditions,

\[
\begin{align*}
p_i(t_i^0) &= 0, & v_i(t_i^0) &= v_i^0, \\
u_i(t_i^f) &= 0. \quad (11)
\end{align*}
\]

Next, we substitute (11) into (7) and (8) yielding

\[
\begin{align*}
p_i(t_i^0) &= 0 = d_i, \\
v_i(t_i^0) &= c_i = v_i^0. \quad (13)
\end{align*}
\]

which must always hold for Problem 2. Next, we substitute (12) into (9), which yields, \(u_i(t_i^f) = 6a_i t_i^f + 2b_i = 0\). This implies that

\[
a_i = -\frac{b_i}{3f_i^2}. \quad (15)
\]

Next, we substitute (13)-(15) into (7) yielding

\[
p_i(t_i^f) = \frac{b_i}{3f_i^2} + b_i t_i^f + v_i^0 t_i^f = S_i. \quad (16)
\]

Hence, equation (16) simplifies to

\[
b_i = \frac{3(S_i - v_i^0 t_i^f)}{2t_i^f}. \quad (17)
\]

We may further simplify Problem 2 by finding a compact domain of feasible \(t_i^f\) by explicitly applying the speed and control constraints. Let \(t_i^f_{\min}\) and \(t_i^f_{\max}\) denote the lower bound and upper bound on \(t_i^f\) respectively, which is imposed by the state and control constraints.

**Proposition 1.** For each CAV \(i \in Q(t)\), the lower bound on exit time of the control zone, \(t_i^f_{\min}\), is computed as follows

\[
t_i^f_{\min} = \min\{t_i^f, t_i^f_{\max}\}, \quad (18)
\]

where

\[
t_i^f_{\max} = \frac{\sqrt{9v_i^0 + 12S_i v_i^0 - 3t_i^0}}{2v_i^0}, \quad (19)
\]

\[
t_i^f_{\min, v_{\max}} = \frac{3S_i}{v_i^0 + 2v_i^0,} \quad (20)
\]

**Proof.** There are two cases to consider: Case 1: CAV \(i\) achieves its maximum control input at entry of the control zone, as \(u_i(t_i^f) = u_{\max}\). Case 2: CAV \(i\) achieves its maximum speed at the end of control zone, as \(v_i(t) = v_{\max}\).

In case 1, by (9), we have

\[
u_i(t_i^0) = 2b_i = u_{\max}. \quad (21)
\]

Substituting (17) into (21) and solving for \(t_i^f\), yields the quadratic equation

\[
u_{\max} t_i^f + 3v_i^0 t_i^f - 3S_i = 0, \quad (22)
\]
which has two real roots with opposite signs, as \( t_{i,1}^f t_{i,2}^f = -\frac{3S_i}{u_{\text{max}}} < 0 \). Thus, \( t_{i,1}^f u_{\text{max}} > 0 \) is computed by

\[
t_{i,1}^f u_{\text{max}} = \sqrt{9v_0^2 + 12S_i u_{\text{max}} - 3v_0^2} \frac{2u_{\text{max}}}{2u_{\text{max}}}.
\]

(23)

For case 2, by (8), we have

\[
v_i(t_i^f) = \frac{a_i}{3} t_i^f + b_i t_i^f + v_i^0 = v_{\text{max}}.
\]

(24)

Substituting (15) and (17) into (24) yields

\[
v_i(t_i^f) = 3\left(\frac{-b_i}{3t_i^f}\right) t_i^f + 2b_i t_i^f + v_0
\]

= \( b_i t_i^f + v_0 = \frac{3(S_i - v_i^0 t_i^f)}{2t_i^f} + v_0 = v_{\text{max}}, \)

which simplifies to

\[
t_{i,\text{max}}^f = \frac{3S_i}{v_i^0 + 2v_{\text{max}}}.
\]

(26)

Thus, our lower bound on \( t_i^f \) is given by

\[
t_{i,\text{min}}^f = \min\{t_{i,1}^f, u_{\text{max}}, t_{i,2}^f, v_{\text{max}}^f\}.
\]

(27)

\[ \blacksquare \]

**Proposition 2.** For each CAV \( i \in Q(t) \), the upper bound on exit time of the control zone, \( t_{i,\text{max}}^f \), is computed as follows

\[
t_{i,\text{max}}^f = \begin{cases} t_{i,\text{min}}^f, & \text{if } 9v_0^2 + 12S_i u_{\text{min}} < 0, \\ \max\{t_{i,\text{min}}^f, t_{i,\text{max}}^f\}, & \text{otherwise}. \end{cases}
\]

(28)

where

\[
t_{i,\text{min}}^f = \frac{3S_i}{v_i^0 + 2v_{\text{min}}}, t_{i,\text{max}}^f = \frac{\sqrt{9v_0^2 + 12S_i u_{\text{min}} - 3v_0^2}}{2u_{\text{min}}}.
\]

(29)

**Proof.** Similar steps to Proposition 1 can be followed to find the upper bound for \( t_i^f \). Note that when \( 9v_0^2 + 12S_i u_{\text{min}} < 0 \) there is no real value of \( t_i^f \) which satisfies all of the boundary conditions simultaneously. In this case the lower bound is given by the \( v_{\text{min}} \) case. The proof for the \( v_{\text{min}} \) case is identical to Proposition 2 and is omitted. \[ \blacksquare \]

Finally, we may write an equivalent formulation of Problem 2, which optimizes a single variable, \( t_i^f \) over a compact set \([t_{i,\text{min}}^f, t_{i,\text{max}}^f]\).

**Problem 3.** When CAV \( i \in Q(t) \) enters the control zone it derives the minimum exit time such that the resulting unconstrained trajectory does not violate any safety constraints.

\[
\min t_i^f,
\]

subject to:

\[
(4), (6),
\]

\[
(13), (14), (15), (17),
\]

\[
t_i^f \in [t_{i,\text{min}}^f, t_{i,\text{max}}^f].
\]

Problem 3 can then be numerically solved in real time by each CAV \( i \in Q(t) \) upon entering the control zone. In the next section, we describe our experimental testbed and the implementation of the proposed approach.

**IV. EXPERIMENTAL VALIDATION AND RESULTS**

To experimentally validate our method, experiments were carried out in UDSSC, using nine scaled CAVs traveling along three different conflicting paths (Fig. 1). UDSSC is a 1:25 scale testbed designed to replicate real-world traffic scenarios and test cutting-edge control technologies in a safe and scaled environment (see [31] for more details). Upon entering the control zone, CAV \( i \in Q(t) \) determines its trajectory by solving Problem 3 numerically. CAV \( i \), then, follows this fixed trajectory until it exits the control zone.

During the experiment we used the following parameters in Problem 3: \( v_{\text{max}} = 0.15 \text{ m/s}, v_{\text{min}} = 0.5 \text{ m/s}, u_{\text{max}} = 0.45 \text{ m/s}^2, u_{\text{min}} = 0.45 \text{ m/s}^2, \) and \( t_h = 1.0 \text{ s} \). We repeated the experiment five times to collect multiple data sets and to give an estimate on the noise and disturbances present in the system. The CAV inflows were explicitly configured to lead to lateral collisions in the uncontrolled case. Next, we present and discuss the results of these experiments.

To validate our proposed controller in UDSSC, several pieces of data were collected throughout the five experiments. First, the position, speed, location within the UDSSC, and a timestamp for each CAV was streamed back to the mainframe at a rate of 20 Hz. Furthermore, the state and time of each CAV entering the control zone were recorded, as well as the computed and achieved exit time. These results are summarized in Table I. Note that the minimum speed of any CAVs at \( 1 : 25 \) scaled testbed across all five experiments is 0.12 m/s (7 mph at full scale), which demonstrates that stop and go driving has been completely eliminated. Additionally, the average CAV speed is 0.42 m/s (24 mph at full scale), which implies that most CAVs are traveling near \( v_{\text{max}} \) and must apply minimal control effort.

**TABLE I: Average velocity and travel time results for the 5 experiments.** RMSE is normalized by travel time for each CAV.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>( v_{\text{min}} ) [m/s]</th>
<th>( v_{\text{avg}} ) [m/s]</th>
<th>Travel Time RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.16</td>
<td>0.41</td>
<td>2.71 %</td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.45</td>
<td>1.54 %</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.41</td>
<td>4.03 %</td>
</tr>
<tr>
<td>4</td>
<td>0.12</td>
<td>0.43</td>
<td>1.92 %</td>
</tr>
<tr>
<td>5</td>
<td>0.21</td>
<td>0.42</td>
<td>1.38 %</td>
</tr>
</tbody>
</table>

The exit time data for each CAV is visualized in Fig. 2, where the grey bars represent the feasible space of \( t_i^f \), the wide black bars correspond with the solution of Problem 3, and the thin red bars show the achieved exit time for each CAV. From Table I, the error between desired and actual exit time varies between \( 2 - 4 \)%. This error comes from the CAV’s ability to track the desired trajectory and shows that Assumption 2 is reasonable for well-tuned CAVs in UDSSC.

The position trajectory of an ego-CAV following path 2 is given in Fig. 3. The ego-CAV’s position is denoted by the dashed red line, while the positions of two other CAVs are represented by dotted black lines. The lateral collision constraints are denoted by vertical black bars, and the rear-end safety constraint is the hashed region on the graph. There
are two other CAVs shown; one is on Path 3 and merges in front of the ego-CAV at collision node 1 (Fig. 1) and the second CAV leads the ego-CAV on path 2. Figure 3 demonstrates that, in reality, Assumption 1 is too strong. The trajectory generated by the ego-vehicle may not violate any constraints, but the actual trajectory violates the rear-end safety constraint by a car length (0.2 m). However, at this speed, the rear-end safety constraint requires a three-car length gap, so a robust control formulation of Problem 3 could likely guarantee collision avoidance. This can also be seen in the lateral collision avoidance constraint in Fig. 3, where a later CAV crosses node 3 in a way that violates the time headway constraint (again, without leading to an actual collision).

Finally, the average, maximum, and minimum speed for each CAV across all experiments are given in Fig. 4. Each figure corresponds to a single path (see Fig. 1) and is taken over 15 CAV (3 CAVs per path over five experiments). The CAVs’ positions are taken directly from VICON and numerically derived using a first-order method.

From Fig. 4, the average speed for CAVs on each path is very close to constant. Path 1 shows the most variance, which is due to the distance between collision nodes 2 and 3 on path 1 (see Fig. 1). In order for a CAV $i \in Q(t)$ which is traveling along path 1 to reduce its arrival time at node 2, it must make a proportionally larger reduction in the value of $t_{f}^{i}$. This is a side effect of enforcing the unconstrained trajectory on each CAV over the entire control zone. Additionally, the entrance to the control zone along path 3 follows a sharp right turn. This results in a relatively lower average trajectories in Fig. 4(c), as the dynamics of the CAVs reduce their speed while rounding these turns, causing them to enter the control zone at a lower speed. Finally, there are instances in Fig. 4(b) where the maximum vehicle speed surpasses the speed limit. This is a result of stochasticity in the vehicle dynamics and sensing equipment, as well as environmental disturbances, on our deterministic controller.

V. CONCLUSION

In this paper, we validated experimentally a decentralized optimal control framework, developed earlier [34], [35], in a traffic scenario that included coordination of CAVs in a multi-lane roundabout. We demonstrated that the framework can be implemented in real time when multiple locations for potential lateral collisions exist. In our experiment, we used 9 CAVs over a series of 5 experiments and showed that the CAVs can cross the roundabout without stop-and-go driving while avoiding collisions. The next step is to enhance the problem formulation to account for noise, disturbances, communication delays, and low-level tracking error in the CAVs. Exploring the trade-off between the state and control constraints (increasing the feasible space of $t_{f}^{i}$) and the safe lateral time headway (decreasing the feasible space of $t_{f}^{i}$) is another direction for future research.
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Fig. 4: Speed range and average for all CAVs on (a) path 1, (b) path 2, and (c) path 3 across all experiments.