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Abstract. In this paper we present a review of
advances made and problems still existing in-the
application of the theory of chaos and dynamical
systems to time series. In particular we discuss is-
sues pertaining the estimation of dimensions, Lya-
punov exponents and nonlinear prediction from an
observable. We analyze the problems and discuss
proper ways to deal with them.

1 Introduction

Lately, ideas from the theory of nonlinear dynam-
ical systems and chaos have been applied to many
problems from many different disciplines. The ma-
in goal is the search for low-dimensional chaos and
the extraction of the properties of the underlying
attractors, if any. The procedure often involves
one observable (time series) and a reconstruction
of the attractor. The reconstruction is achieved by
taking a scalar time series z(t;) and its successive
time shifts (delays) as coordinates of a vector time
series given by:

X(t;) = {x(ti),x(ti + 1), . Lx(ty + (n — 1)7}(1)

where n is the dimension of the vector X(t;) (of-
ten referred to as the embedding dimension) and
7 is an appropriate delay (Packard et al. 1980;
Ruelle 1981; Takens 1981). For proper reconstruc-
tions the embedding dimension n should be equal
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or greater to 2D + 1, where D is the dimension
of the manifold containing the attractor. Such an
embedding preserves the topological properties of
the attractor. More specifically the embedding will
be a diffeomorphism, a differentiable mapping with
differentiable inverse from the true phase space to
the delay space. This is Whitney’s theorem and,
strictly speaking, is valid only when we have an in-
finite and dense set in our disposal. When we only
have a limited dataset the theorem may not be
valid. In fact, in those cases the word embedding
is used loosely as any topologist will argue.

2 The first problem

Even before we begin to discuss methods to extract
properties of the attractors we are faced with our
first problem. What is a proper delay parameter
7 in equation (1)?

When we reconstruct the attractor by producing
a cloud of points at a given embedding dimension,
those points should be independent of each other.
If they are not the correlation dimension could be
underestimated (Figure 1). Therefore, 7 must be
chosen so as to result in points that are not cor-
related to previously generated points. Thus, a
first choice of 7 should be in in terms of the decor-
relation time of the time series under investiga-
tion. The question now arises: How do we define
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Fig. 1. a) Autocorrelation function of time series obtained
from a dynamical system that has a 2-torus attractor.

b) Reconstruction in an embedding dimension three using
+ — 100. Note this T corresponds to highly correlated val-
ues and as a consequence we obtain a limit cycle.

¢) Reconstruction using 7 = 50 which corresponds to vir-
tually uncorrelated values. Now we obtain a drastically

different picture closer to the true torus.
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the decorrelation time? A straightforward proce-
dure is to consider the decorrelation time equal'
to the lag at which the autocorrelation function
for the first time attains the value of zero. Other
approaches consider the lag at which the autocor-
relation function attains a certain value like 1/e,
0.5, or 0.1 (Tsonis and Elsner 1988). Another sug-
gestion for the choice is to take 7 equal to T'/n
where T is the dominant periodicity (as revealed
by Fourier analysis) and n is the embedding di-
mension. In this way T gives some measure of sta-
tistical independence of the data average over an
orbit and it is an appropriate approach if the auto-
correlation function is periodic. As it was pointed
out, however, by Frazer and Swinney (1986) the
autocorrelation function measures the linear de-
pendence among successive points and may not be
appropriate when we are dealing with nonlinear
dynamics. They argue that what should be used as
7 is the local minimum of the mutual information
that measures the general dependence among suc-
cessive points. Evidently, no one of the aforemen-
tioned rules has emerged as the undisputed rule for
choosing 7, but the mutual information approach
appears to have the edge. Nevertheless, a very re-
assuring practice is experimenting with various T’s
(while repeating the aforementioned constraints)
in order to address possible effects of the choice of
T.

Once a delay T has been chosen, the character-
ization of a dynamical system commonly includes
estimation of the various dimensions, estimation
of Lyapunov exponents and nonlinear prediction.
As Figure 2 depicts there are several problems for
each and every one of those procedures. Below we
discuss and we propose ways to deal with those
problems.

3 Estimating Dimensions
3.1 Existence of scaling

For an n-dimensional phase space, a “cloud” or
a set of points will be observed. From this set
the various dimensions and exponents that charac-
terize the underlying attractor can be calculated.
The most popular approach is to calculate the cor-







