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Replicability has become a major issue in the behavioral and biological sciences, and one of the goals of Biological Psychiatry: Cognitive Neuroscience and Neuroimaging is to publish articles that are designed and analyzed in a manner to ensure that they provide both novel and reliable insights into the cognitive and neural mechanisms underlying mental disorders and the mechanisms of treatment response. Essential to this process are methods for type I error control, given the massive univariate testing that is often used in whole-brain imaging studies. The most widely used approach involves cluster-based correction (1), in which a height threshold for significance is established at the voxel level and a minimum number of contiguous voxels is required to exceed the likelihood that a given cluster would occur by chance alone. This approach was introduced by Forman et al. (1) and has remained popular for several reasons. First, correcting for multiple comparisons using Bonferroni and related methods at the voxel level requires very large effect sizes that are beyond the sizes typically seen in neuroimaging studies. Second, correction methods focused on a single voxel fail to capitalize on the fact that in blood oxygen level-dependent imaging studies, most “true-positive” activations extend beyond a single voxel.

Concerns have been raised as to what the appropriate height threshold should be when cluster correction is applied. There are at least three competing concerns when making such a choice: false positives, false negatives, and the precision of spatial localization. Different researchers may prioritize different subsets of these concerns, depending on the type of study being conducted. For example, Woo et al. (2) used simulations to demonstrate that when lower height thresholds are used, clusters are larger, making it harder to detect activation in very small structures and limiting the ability to make precise anatomic inferences regarding the location of significant voxels. This constraint is important in studies in which a primary goal is testing hypotheses regarding functional specialization in subregions of the brain that are in close proximity. Based on these results, the authors suggested that height thresholds of at least \( p < .001 \) should be used in functional imaging studies that use cluster-based correction for multiple comparisons. In addition, Woo et al. noted that at low height thresholds (e.g., \( p = .01 \)), the false-positive rate at the whole-brain level may be higher than expected. At much higher height thresholds (e.g., \( p = .001 \)), the whole-brain false-positive rate is accurate or even conservative under some conditions (e.g., whole-brain false-positive rate < .05 with higher signal-to-noise levels).

Studies such as the one by Woo et al. (2) are very important as the field of clinical neuroimaging matures and addresses the complex statistical challenges that face us and the need to maximize the informativeness and replicability of results. However, there are additional complexities to the issue of using cluster-based correction that were not highlighted in the study by Woo et al., especially as they apply to clinical neuroimaging studies. Woo et al. focused on single-group studies and prioritized concerns related to false-positive results and precise spatial localization. Clinical neuroimaging studies often involve two or more groups being contrasted, which leads to additional sample size and power challenges. Furthermore, clinical neuroimaging studies are also concerned with false-negative results and in some cases may be testing strong a priori hypotheses that may not always necessitate the same narrow spatial localization (e.g., hypotheses involving differential activation in segregated, distributed functional neural circuits). There may be informative studies that have aims or goals that might prioritize reducing false-negative results and enhancing power, at the expense of the narrowness of spatial localization.

The original motivation for introducing cluster-based correction was the reality that unrealistically large effect sizes were needed to detect significance at the voxel level with Bonferroni correction in a well-powered study. This raises the question as to what is a well-powered study. To assess this question, we generated power curve plots for effect sizes of .5 and .7 (moderate effects that would generally be considered meaningful in most areas of psychology and neuroscience) with \( \alpha \) set at \( p < .01, p < .005, p < .001, \) and \( p < .0001. \) Power curves were calculated using G*Power 3.1 and indicate the total combined sample size needed at a range of power levels given two independent groups and a two-tailed \( t \) test (3). These power curves reflect the sample size necessary for a given voxel to reach a threshold of significance before subsequent cluster-level correction. Inspection of the power curves in Figure 1 suggests that for the moderate effect sizes tested, sample sizes needed to obtain .8 power vary greatly according to the voxel height threshold. For reference, the effect size averaged across nine regions of interest in the working memory task versus rest described by Desmond and Glover (4) was approximately .6, although power curves were displayed for a wide range of effect sizes in that article. It can be seen in Figure 1 that given a voxelwise threshold of \( p < .0001, \) the required combined sample sizes for each effect size (.7 and .5) are 192 and 366. For \( p < .001, \) a combined sample size of 146 and 280 is needed. The required combined sample sizes are 114 and 218 for \( p < .005 \) and 100 and 192 for \( p < .01. \)

As in the parent journal Biological Psychiatry, in Biological Psychiatry: Cognitive Neuroscience and Neuroimaging we expect that all articles submitted will apply a principled and
Figure 1. Plots indicating sample sizes required for .8 power to reject the null hypothesis at the voxel level at different statistical thresholds. The top panel shows these plots for data with an effect size of .5, and the bottom panel shows the data for an effect size of .7.

well-justified method for correction for multiple comparisons and protecting against type I error (5). Given the tradeoffs evident in the above-reviewed data as well as in studies such as those by Woo et al. (2), we believe there is no single approach that is appropriate for all studies or even within a method such as cluster-based correction that is optimal for all studies. For example, for studies seeking activation in very small regions or attempting to establish functional dissociations between adjacent regions, it would be most appropriate to use a high voxel threshold (e.g., $p < .001$ or less). For a study in which precise localization is not required for meaningful inference, the particular advantage afforded by spatial precision by a high threshold might not be required, and concerns related to false-negative results may have higher priority. When studies are testing for effects across the whole brain, the use of a high threshold comes at a cost regarding power and increases type II error. It can be seen in Figure 1 that at a given sample size, the cost in power when going from $p < .01$ to $p < .005$ is much smaller than when going from $p < .005$ to $p < .001$. Also, no matter what threshold is used, studies that have $<100$ subjects (i.e., 50 per group) have limited power unless large additional data reduction methods (i.e., a priori regions of interest) to reduce the risk of type II error.

In conclusion, in the rapidly developing field of neuroimaging, there is a need for ongoing analysis and method development to address concerns about replicability and provide appropriate type I and type II error protection. Cluster-based correction is likely to remain a popular method for type I error control for some time to come. At the present time, there appears to be no single voxel height threshold that is optimal for all studies. Rather, a given approach needs to be justified in light of the aims of the specific study and the experimental design and with the understanding that the limitation of enhanced spatial precision is decreased power and the need for larger sample sizes. Furthermore, there is a chance for error in any study, even the most rigorously designed and analyzed; therefore, in addition to such rigorous studies in *Biological Psychiatry: Cognitive Neuroscience and Neuroimaging* we will also be interested in seeing rigorous replications, as this might be considered the optimal test of reliability.
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