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Over the past 10 years, there has been a growing availability of sophisticated computational resources and algorithms that allow data-driven exploration of a wide range of data types in the service of enhancing our understanding of the structure, causes, course, and treatment of psychopathology. These approaches involve a whole family of related computational techniques, including both supervised and unsupervised machine learning approaches, such as support vector machines, random forest algorithms, and deep learning, to name a few, as well as more traditional data-driven clustering and factor analytic approaches. These methods rely on high-performance computational resources and the availability of sufficiently large data sets to drive robust learning and results. Such advances have generated much excitement about a potential revolution in our understanding of mental illness, with the hope that the outcomes of these innovations will lead to better prevention and treatment of a range of mental health conditions. There are a variety of applications that have been the target of data-driven exploration, including 1) generating novel understanding of the structure of psychopathology (e.g., new dimensions or categories that differ from traditional conceptions); 2) subtyping existing categories; 3) predicting risk for the development of mental health conditions; 4) predicting a course or outcome once an individual has been identified as having a mental illness; 5) predicting treatment response; 6) determining informative features that might guide further theory development; and 7) aggregating or integrating data across levels of analyses (i.e., multimodal data integration).

While there has been huge energy around the potential advances afforded by the availability of these techniques, it is not yet clear to what extent they are generating new and robust data that are reshaping our understanding of mental illness. Thus, the goal of this special issue of Biological Psychiatry: Cognitive Neuroscience and Neuroimaging is to review the progress that has (or has not) been made in a number of domains using data-driven approaches to better understand the structure of psychopathology, etiological mechanisms, risk factors, and treatment outcomes. In addition, the goal was to ask authors to identify best practices that will hopefully further spur robust and replicable innovative findings, as well as to identify barriers to progress and considerations for future work that will drive additional advancements.

Nosological Organization. Given the goals outlined above, it is fitting that the first article is this special issue outlines the progress to date on the program of research being conducted as part of the B-SNIP (Bipolar–Schizophrenia Network for Intermediate Phenotypes) consortium, designed to identify novel biotypes among individuals experiencing forms of mental illness that involve psychotic features (1). This program of research has arguably been the most successful to date in identifying a novel categorical structure for individuals experiencing mental illness in the psychosis spectrum domain (2), though the HiTOP (Hierarchical Taxonomy of Psychopathology) consortium, among others, has also had good success in identifying a hierarchical dimensional structure of psychopathology that includes psychosis (3,4). The B-SNIP consortium has used a deep phenotyping approach coupled with data-driven clustering of cognitive and electrophysiological measures to identify 3 clusters (biotypes) that cut across diagnoses of schizophrenia, schizoaffective disorder, and bipolar disorder, with follow-up work using a variety of neural and behavioral measures to validate these biotypes (5). In their contribution to this special issue, Clementz et al. (1) provide novel data by analyzing the clinical characteristics of the biotypes in relationship to traditional diagnoses, providing evidence that the clinical features of these biotypes are dissociable from those of traditional diagnostic categories. Further, they use the information about the clinical features that distinguish the biotypes to drive novel predictions for future research on personalized treatment selection and response, and they outline additional research directions that are needed to test these hypotheses. For example, they point out that individuals in Biotype 1 seemed to be characterized by impaired cognitive function coupled with altered sensory responses to salient stimuli. They hypothesize that such individuals may specifically benefit from treatment focused on sensory processing, and as such, biotype classification may be a useful predictor of, or selection criterion for, targeted interventions.

In service to a similar goal, Rokham et al. (6) present a novel data-driven approach for identifying inaccurate diagnostic “labels” using structural imaging data as an example. These authors also used data from the B-SNIP consortium and used support vector machine learning to identify individuals whose given diagnosis did not seem well-captured by the structural imaging data. They in turn used the information from the structural imaging data to suggest different diagnostic labels (i.e., schizophrenia rather than bipolar disorder) that created more homogeneous groups. Critically, by examining the features used to identify noisy labels and that predicted more “accurate” membership in diagnostic groups, one can isolate key neurobiological features that are relevant to identify neurobiological characteristics that might inform clearer nosological boundaries or even novel structure or subtyping.
Subtyping. In addition to attempts to more fundamentally revise our overall nosological frameworks, data-driven analyses can also be used in the service of identifying meaningful subtypes within existing diagnostic categories. The contribution by Nigg et al. (7) in this special issue outlines the growing body of work attempting to do so in the domain of attention-deficit/hyperactivity disorder. Nigg et al. point out the many computational and conceptual approaches that have been taken to attempt robust subtyping, ranging from using traditional symptom domains to cognitive function, temperament, and other trait-level characteristics, to neurobiological characteristics, to evidence about etiological mechanisms (e.g., genes, environmental exposures). They highlight the success and promising evidence for broadly replicable subtypes but also outline important limitations in the existing efforts and key directions for next steps and enhancements.

Prediction. Another key domain that holds promise for data-driven approaches is predicting future outcomes, whether that be development of a disorder, course or outcome, or response to treatment. The contribution by Worthington et al. (8) in this special issue reviews the evidence in this regard for predicting illness onset specifically in the domain of conversion from clinical high risk for psychosis to full-blown psychosis. Outside of predicting Alzheimer’s disease, this is the domain in which the most conversion prediction work has been done, particularly in terms of attempts to replicate prediction across samples. These efforts have been supported by large-scale consortia and transnational efforts that are generating the type of data that allow for integration across studies and replication. As reviewed by Worthington et al. (8), to date the most accurate prediction algorithms at the individual level are those include features such as symptoms, family history, social function, and functional decline. Worthington et al. (8) also review efforts to determine whether brain features can add predictive utility. However, these authors note that most of these efforts have focused on group-level discrimination and relatively few have provided evidence of individual-level prediction, though they do review several promising efforts, such as those focused on using brain age discrepancies as predictors (9). The contribution by Yip et al. (10) reviews progress in data-driven prediction for treatment outcome, focusing in particular on addiction and response to substance abuse treatment. Yip et al. review distinctions among different key aspects of treatment response, including whether an individual completes treatment, his or her response to treatment, and whether he or she relapses posttreatment. Interestingly, Yip et al. (10) found that for most studies, neural variables was comparable to or even better than clinical variables in predicting these various components of treatment response. At the same time, Yip et al. (10) point out the many limitations of the existing work, including small sample sizes, the need for additional validation, and the challenges of interpreting the meaningfulness of predictive features.

Novel Features for Use in Prediction. Much of the work described in this special issue uses either clinical features or brain imaging. However, there are a range of data types that are amenable to data-driven analyses. Some examples of these additional types of data are provided in the contributions by Washington et al. (11) and Corcoran and Cecchi (12). In addition to outlining sophisticated approaches to using machine learning to identify salient features in diagnostic interviews, Washington et al. (11) provide intriguing examples of other types of data, such as the computer vision approach to analyze video data sets, eye-tracking metrics that may reflect attention to characteristics of other humans and in the environment, the use of crowdsourcing for labeling data for use in training algorithms, and the use of mobile artificial intelligence to help administer treatments and track outcomes. Corcoran and Cecchi (12) review the use of natural language processing approaches for diagnosis of a range of disorders, using schizophrenia as a more in-depth review case. They highlight the array of methodologies that can be used that fall within the domain of natural language processing but also highlight some of the challenges with standardization and harmonization.

Testing Etiological Theories and Identifying Neurobiological Mechanisms. As noted above, another important use for data-driven analytic approaches is to identify novel features that better inform our understanding of the etiology of mental illness. The contribution to the special issue by Zhang et al. (13) reviews advances in network science that are beginning to contribute to our understanding of psychopathology in this way, as well as being able to inform nosology. For example, they highlight the potential utility of generative network modeling (GNM) as way of organizing our understanding of structural and functional brain network disruptions in mental illness. GNM provides formalisms that instantiate hypotheses about the development and function of brain networks based on proposed rules about how brain regions are connected and communicate with each other, providing an in silico experimental platform for testing computational hypotheses based on empirical data. They also outline the potential utility of network control theory, an advance derived from dynamical systems models arising out of engineering. Like GNM, network control theory models can be used to develop, instantiate, and test hypotheses about how dynamic brain systems operate and the ways in which they may be disrupted in various forms of mental illness. While these approaches have not yet seen widespread use in the field, Zhang et al. (13) provide several examples of recent innovations in their application to schizophrenia, autism, traumatic brain injury, and response to neurostimulation treatment.

Best Practices, Challenges, Opportunities, and Future Directions. One of the repeated themes across many contributions to this special issue is the need to use best practices in data-driven analyses that promote robustness and replicability and that facilitate substantive interpretation of results. The contribution by Nielsen et al. (14) is an explicit outline of such best practices, including the need to identify useful applications that move the field forward, key issues with regard to ensuring generalizability through the use of both within-sample (e.g., k-fold cross-validation) and out-of-sample replication (i.e., testing performance on an untouched sample), and suggestions regarding how to assess the robustness of
prediction performance. Further, Nielsen et al. (14) also highlight the need to use best practices that facilitate interpretation of the results of data-driven analyses, which can be challenging when using a high-dimensional feature set. For example, they discuss methods for determining whether there are feature components that play a unique or important role in prediction, the conundrum of interpreting individual features in the context of results that involve complex interactions among features, and the challenges of determining when machine learning approaches actually provide added utility over and above more traditional univariate approaches.

These best practice suggestions are echoed in several other papers in the special issue, in particular in the contributions of Yip et al. (10) and Nigg et al. (7). These authors also emphasize the importance of both in-sample and out-of-sample replication, but also emphasize the need to balance between theory-driven and data-driven approaches. One of the advantages of data-driven approaches is that it allows for a broad exploration of a space of features that might have utility rather than focusing on only a specific set of features specified a priori by a particular theory. At the same time, the choice of the features to include in any data-driven analysis is always theory-driven to some extent, even if that theory is quite general (i.e., the brain is important!). Further, more explicit theoretical frameworks can significantly enhance the utility and generalizability of data-driven results, such as the use of GNN outlined by Zhang et al. (13) as a means to test hypotheses about neural organization. In addition, in the absence of any theory, it is often quite difficult to interpret the results of data-driven analyses. Thus, ideally progress in the domain of data-driven analyses will involve a cyclic interplay between bottom-up and top-down approaches that are mutually informative, with the strengths of one approach complementing the weaknesses of the other.

As noted above, the best practice suggestions consistently highlight the need to establish out-of-sample replication. Many papers in the field have primarily focused on within-sample replication, with the assumption that robust practices such as k-fold cross-validation and analytic approaches that penalize for complexity will help avoid capitalizing on sample-specific variance that might not facilitate replication. However, the contribution by Boeke et al. (15) to this special issue is a cautionary tale of why out-of-sample replication is so critical to establish generalizability. These authors used machine learning to identify biomarkers for trait anxiety, first in a discovery sample and then with attempted replication in an unseen test sample. They found robust results in the discovery sample, but the prediction model failed to replicate in the holdout sample. Such null replication results are important to publish, as they provide further evidence of the need to assess generalizability before making stronger inferences about findings based only on within-sample replication.

While it is easy to say that best practice is to test any data-driven analysis in an unseen sample, in practical reality this is often hard. Robust generation of a predictive model requires large sample sizes, and relatively few researchers have access to samples that are sufficiently big enough to allow them to hold out an “unseen” test set that affords an adequate test of out-of-sample generalization. Boeke et al. (15) were fortunate to have a sufficiently large sample to allow a reasonable size for the discovery data set as well as the unseen test sample, but their data set used a relatively limited set of features (functional connectivity and structural data). The more complex and multidimensional the data set, the harder it is to collect an ample number of participants to conduct both within-sample and out-of-sample generalization. Further, it is often hard to convince funders of the need to collect a second large data set that is essentially the same as a previously collected one, though that is exactly what is needed to rigorously test replication. As such, it will be important for funders and the field to value the collection of such replication data sets in the service of validating the generalizability and clinical utility of novel results identified through data-driven analyses. This requires us to respect the need to establish replicability as highly as innovation, since a priority only on the latter can make establishing generalizability more challenging. More recently, there are several studies that are recruiting sample sizes large enough to allow robust replication, such as the ABCD (Adolescent Brain and Cognitive Development) study and the UK Biobank, but such data sets are still relatively rare. Efforts to support replication are also an area in which promoting and facilitating the use of common measures across studies is highly valuable because this affords the ability to use different studies as mutually informative train and test data sets (16). For example, the Human Connectome Project Development explicitly adopted a number of the same measures as the ABCD study to facilitate using the two data sets to establish replicability of data-driven analyses. Overall, however, it has been challenging to establish widespread adoption of common measures across studies in ways that facilitate harmonization, as many scientists also prioritize innovation over replication. Both are critically important, and both are needed to move the field forward in ways that translate to clinical useful measures. Hopefully the advances and promising findings reported in the articles in this special issue convince readers that it is worth the effort, and will help to promote the use of best practices in new studies employing the range of increasingly sophisticated computational approaches available to investigators in their pursuit of understanding the etiology, structure, course, and treatment of mental illness.
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