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ABSTRACT

The Incomplete Distributed Constraint Optimization Problem (I-DCOP) extends the distributed constraint optimization problem, where constraint costs are allowed to be unspecified. A distributed variant of the Synchronous Branch-and-Bound (SyncBB) search algorithm has been proposed to solve I-DCOPs, where unspecified constraint costs are elicited during its execution. In this paper, we propose two heuristics that can be used in conjunction with SyncBB to solve I-DCOPs. Our proposed heuristics speed up the algorithm by pruning those parts of the search space whose solution quality is sub-optimal. Thus, our model and heuristics extend the state of the art in distributed constraint reasoning to better model and solve distributed agent-based applications with user preferences.
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1 INTRODUCTION

The Distributed Constraint Optimization Problem (DCOP) [2, 7, 10, 13] are well-suited to model many problems that are distributed by nature and where agents need to coordinate their value assignments to minimize the aggregated constraint costs. DCOP researchers have proposed a wide variety of solution approaches, from complete search- and inference-based approaches [4, 7, 10, 17] to incomplete search-, inference-, and sampling-based methods [1, 6, 8, 9, 15, 18].

A key assumption in all of these approaches is that the constraint costs in a DCOP are known a priori. This assumption restrains the applicability of DCOPs as it does not hold in many real-world problems, where constraints encode human user preferences. As such some of these constraint costs might be unspecified and must be elicited from human users. To address this limitation, researchers proposed the Incomplete DCOP (I-DCOP) model [16], which integrates both the elicitation and solving problems into a single integrated optimization problem. In an I-DCOP, some constraint costs are unknown and can be elicited. Elicitation of unknown constraint costs will incur elicitation costs, and the goal is to find a solution that minimizes the sum of constraint and elicitation costs incurred. To solve this problem, they adapted a complete algorithm — Synchronous Branch-and-Bound (SyncBB) [5]. In this paper, we propose heuristics that can be used by SyncBB to trade off solution quality for faster runtimes and fewer elicitations. The proposed heuristics provide quality guarantees for I-DCOPs when elicitation costs are zero.

2 BACKGROUND: INCOMPLETE DCOPs

An Incomplete DCOP (I-DCOP) [16] extends a DCOP by allowing some constraints to be partially specified. It is defined by a tuple \( \langle A, X, D, F, \tilde{F}, E, \alpha \rangle \): Where \( A = \{a_1, \ldots, a_p\} \) is a set of agents; \( X = \{x_1, \ldots, x_m\} \) is a set of decision variables; \( D = \{D_x\}_{x \in X} \) is a set of finite domains; \( F = \{f_x\}_{x \in X} \) is a set of constraints, each defined over a set of decision variables: \( f_x : \prod_{x \in X} D_x \rightarrow \mathbb{R} \cup \{\infty, -\infty\} \), where \( \alpha \) is a special element denoting that the cost for a given combination of value assignment is not specified. \( E = \{e_x\}_{x \in X} \) is a set of elicitation costs, where each elicitation cost \( e_x : \prod_{x \in X} D_x \rightarrow \mathbb{R} \) specifies the cost of eliciting the constraint cost of a particular \( f \); \( \alpha : X \rightarrow A \) is a mapping function that associates each decision variable to one agent. An explored solution \( \tilde{x} \) is the union of all solutions explored so far by a particular algorithm. The cumulative elicitation cost \( E(\tilde{x}) = \sum_{e_x \in E} e(x) \) is the sum of the costs of all elicitations conducted while exploring \( \tilde{x} \). The total cost \( F(\tilde{x}, x) = \alpha_f \cdot F(\tilde{x}) + \alpha_e \cdot E(\tilde{x}) \) is the weighted sum and the cumulative elicitation cost \( E(\tilde{x}) \) of the explored solution space \( \tilde{x} \) such that \( \alpha_f + \alpha_e = 1 \). The goal is to find an optimal complete solution \( x^* \) while eliciting only a cost-minimal set of preferences from a solution space \( \tilde{x}^* \). More formally, the goal is to find \( (x^*, \tilde{x}^*) = \text{argmin}_{(x, \tilde{x})} F(x, \tilde{x}) \).

The SyncBB [16] algorithm evaluates a node \( n \) after exploring search space \( \tilde{x} \), it considers the cumulative elicitation cost so far \( E(\tilde{x}) \) and the constraint costs of the CPA at node \( n \), which we will refer to as \( g \)-values, denoted by \( g(n) \). And \( f(n, \tilde{x}) = \alpha_f \cdot g(n) + \alpha_e \cdot E(\tilde{x}) \) denotes the weighted sum of these values. To speed up SyncBB, one can use cost-estimate heuristics \( h(n) \) to estimate the sum of the constraint and elicitation costs needed to complete the CPA at a
particular node $n$. And if those heuristics are underestimates of the true cost, then they can be used to better prune the search space, that is, when $f(n, \tilde{x}) = \alpha_f f(n) + h(n) + \alpha_c E(\tilde{x}) \geq F(x, \tilde{x})$, where $\tilde{x}$ is the best complete solution found so far and $\tilde{x}$ is the current explored solution space.

3 BRANCH-AND-BOUND HEURISTICS

We now describe below cost-estimate heuristics that can be used in conjunction with SyncBB to solve I-DCOPs. These heuristics make use of an estimated lower bound $L$ on the cost of all constraints $f \in F$. Such a lower bound can usually be estimated through domain expertise and can be set to 0 in the worst case since all costs are non-negative. The more informed the lower bound, the more effective the heuristics will be in pruning the search space. Additionally, these heuristics are parameterized by two parameters - a relative weight $w \geq 1$ and an additive weight $\epsilon \geq 0$. When using these parameters, SyncBB will prune a node $n$ if $w \cdot f(n, \tilde{x}) + \epsilon \geq F(x, \tilde{x})$, where $x$ is the best complete solution found so far and $\tilde{x}$ is the current explored solution space.

Child’s Ancestors’ Constraints (CAC) Heuristic: This heuristic is defined recursively from the leaf of the pseudo-chain (i.e., last agent in the variable ordering) used by SyncBB up to the root of the pseudo-chain (i.e., first agent in the ordering). Agent $x_i$ in the ordering computes a heuristic value $h(x_i = d_i)$ for each of its values $d_i \in D_i$ as follows: $h(x_i = d_i) = 0$ if $x_i$ is the leaf of the pseudo-chain. Otherwise, $h(x_i = d_i)$ is:

$$\min_{d_i \in D_i} \{ \alpha_f \hat{f}(x_i = d_i, x_c = d_c) + \alpha_e \epsilon(x_i = d_i, x_c = d_c) + h(x_c = d_c) \} +$$

$$\sum_{x_c \in A(x_i) \setminus \{x_k\}} \min_{d_c \in D_c} \{ \alpha_f \hat{f}(x_c = d_c, x_k = d_k) + \alpha_e \epsilon(x_c = d_c, x_k = d_k) \} \tag{1}$$

where $x_c$ is the next agent in the ordering (i.e., child of $x_i$ in the pseudo-chain), $A(x_i)$ is the set of variables higher up in the ordering that $x_i$ is constrained with, and each estimated cost function $\hat{f}$ corresponds exactly to a partially-specified function $\hat{f}$, except that all the unknown costs $\epsilon$ are replaced with the lower bound $L$. Therefore, the estimated cost $\hat{f}(x)$ is guaranteed to be no larger than the true cost $f(x)$ for any solution $x$. As the heuristic of a child agent is included in the heuristic of the parent agent, these summations of costs are recursively aggregated up the pseudo-chain. It is fairly straightforward to see that this heuristic can be computed in a distributed manner - the leaf agent $x_i$ initializes its heuristic values $h(x_i = d_i) = 0$ for all its values $d_i \in D_i$ and computes the latter term in Equation (1):

$$\sum_{x_c \in A(x_i)} \min_{d_c \in D_c} \{ \alpha_f \hat{f}(x_i = d_i, x_k = d_k) + \alpha_e \epsilon(x_i = d_i, x_k = d_k) \} \tag{2}$$

for each of its values $d_i \in D_i$. It then sends these heuristic values and costs to its parent. Upon receiving this message, the parent agent $x_p$ uses the information in the message to compute its own heuristic values $h(x_p = d_p)$ using Equation (1), computes the latter term similar to Equation (2) above, and sends these heuristic values and costs to its parent.

Agent’s Descendants’ Constraints (ADC) Heuristic: Just like the CAC heuristic, this heuristic is also defined recursively from
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the leaf of the pseudo-chain used by SyncBB up to the root of the pseudo-chain. Agent $x_i$ in the ordering computes a heuristic value $h(x_i = d_i)$ for each of its values $d_i \in D_i$ as follows: $h(x_i = d_i) = 0$ if $x_i$ is the leaf of the pseudo-chain. Otherwise, $h(x_i = d_i)$ is:

$$\min_{d_i \in D_i} \{ \alpha_f \hat{f}(x_i = d_i, x_c = d_c) + \alpha_e \epsilon(x_i = d_i, x_c = d_c) + h(x_c = d_c) \} +$$

$$\sum_{x_j \in D(x_i) \setminus \{x_k\}} \min_{d_j \in D_j} \{ \alpha_f \hat{f}(x_j = d_j, x_k = d_k) + \alpha_e \epsilon(x_j = d_j, x_k = d_k) \} \tag{3}$$

where $x_c$ is the next agent in the ordering, $D(x_i)$ is the set of variables lower down in the ordering that $x_i$ is constrained with, and each estimated cost function $\hat{f}$ is as defined for the CAC heuristic above. Both heuristics start from the leaf agent of the pseudo-chain and continue until the root agent computes its own heuristic values, at which point it starts the SyncBB algorithm.

Empirical Results: Figure 1 plots our empirical results on random graphs, where we vary the user-defined additive bound (weight) for the problems when all elicitation costs are zero. Each data point in the figure shows the result for one of the algorithms with one of the values of $\epsilon$. Data points for smaller values of $\epsilon$ are in the bottom right of the figures and data points for larger values are in the top left of the figures. We plot the tradeoffs between total cost ($= \text{cumulative constraint and elicitation costs}$) and number of elicitation costs. As expected, as the additive bound $\epsilon$ increases, the number of elicitation costs decreases. However, this comes at the cost of larger total costs. Between the three algorithms, SyncBB with CAC is the best.

4 CONCLUSIONS AND RELATED WORK

Incomplete DCOPs (I-DCOPs) extend DCOPs by allowing some constraints to be partially specified and the elicitation of unknown costs in such constraints incur elicitation costs. We employed the SyncBB search algorithm as the underlying solver for I-DCOPs and proposed two heuristics to speed up the algorithm by pruning the sub-optimal solutions from the search space.

Aside from I-DCOPs, researchers have also proposed the preference elicitation problem for DCOPs [12], where constraint costs are initially unknown and must be elicited from human users. However, they assume that the cost of eliciting constraints is uniform across all constraints which is an unrealistic assumption. In contrast, we associate non-uniform costs for elicitation of unknown constraints. Additionally, another model that is closely related is Incomplete Weighted CSPs [3, 11, 14], which can be seen as centralized versions of I-DCOPs.
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