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Abstract—Many diseases including cancer, Parkinson’s disease and heart diseases are caused by loss or malfunction of regulatory mechanism of an oscillatory system. Successful treatment of these diseases might involve recovering the healthy behavior of the oscillators in the system, i.e., achieving synchrony or a desired distribution of the oscillators on their periodic orbit. In this paper, we consider the problem of controlling the distribution of a population of cellular oscillators described in terms of phase models. Different practical limitations on the observability and controllability of cellular states naturally lead to an ensemble control formulation in which a population-level feedback law for achieving a desired distribution is sought. A systems theoretic approach to this problem leads to Lyapunov- and LaSalle-like arguments, from which we develop our main contribution, novel necessary and sufficient conditions for the controllability of phase distributions in terms of the Fourier coefficients of the phase response curve. Since our treatment is based on a rather universal formulation of phase models, the results and methods proposed in this paper are readily applicable to the control of a wide range of other types of oscillating populations, such as circadian clocks, and spiking neurons.
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I. INTRODUCTION

PERIODIC fluctuations in biological processes are found at all levels of life and are often the result of changes in gene expression. These rhythms play key roles in a variety of important processes, including the cell cycle, circadian regulation, metabolism, embryonic development, neuron firing and cardiac rhythms [1], [2]. Biological oscillators function as finely tuned dynamic systems in which time-delayed negative feedback gives rise to sustained rhythms. The rhythms are robust to noise while remaining acutely sensitive to various environmental and intracellular cues. Malfunction in these highly controlled oscillators is linked to various diseases, including Parkinson’s and Alzheimer’s disease, sleep disorder, cardiovascular diseases and cancer [3]–[5]. Cause and cure of these diseases are two sides of the same coin, and thus understanding oscillatory mechanisms and approaches to control it are subjects of ongoing research.

Mathematically, these oscillatory systems can be described as dynamical system with dynamics of the general form

\[
\dot{x} = f(x, u),
\]

exhibiting a stable limit cycle [6], [7]. Therein, the states \(x\) represent different molecular species in the cell which can be affected by external inputs \(u\) such as media, drugs, optogenetic approaches or environmental factors. Besides the agent-based description, with each agent being a cellular oscillator with dynamics (1), oscillating cell populations are modeled in terms of the distribution of cells in state space [8]. The resulting dynamics are governed by partial differential equations, belonging to the class of Liouville equations [9] of the general form

\[
\partial_t \varrho(t, x) = -\langle \partial_x, f(x, u) \varrho(t, x) \rangle.
\]

Nonlinear oscillating systems are often studied by transforming the complex dynamic equations that describe their behavior into a phase coordinate representation [10], [11]. This approach yields simplified yet accurate reduced phase models that capture essential properties of an oscillating system with a stable periodic orbit and is especially compelling from a control-theoretic perspective [12], [13]. Control design can be achieved for systems where the phase, but not the state, can be observed, and where the input response can be approximated experimentally when the dynamics are unknown [14]–[16].

Control of cellular oscillators is significant in biology, with a particular relevance in neuroscience [17], [18]. Applications in clinical medicine include protocols for coping with jet lag [5], [19]–[21], clinical treatments for neurological disorders including epilepsy [22] and Parkinson’s disease [23]–[26]. Furthermore, control of cellular oscillators takes place in cardiac pacemakers and during cancer treatment [27]. A common goal is to recover the healthy behavior of the oscillators, e.g., by achieving synchrony or a desired distribution of the oscillators on their periodic orbit. The above mentioned applications are based on various theoretical results. For instance, optimal control approaches are widely studied with different focus based on the field of application [25], [28]. Furthermore, controllability of oscillators is studied within the framework of Lie algebra [29], [30] where Lie brackets of drift and control vector fields are used to, e.g., compute reachable sets for a population of non-identical oscillators [28]. Recently, [26] proposed a common control law for synchronizing and desynchronizing neural populations which is equivalent to the formulation from which we develop our controllability conditions.

In this paper we address the problem of finding a control input \(u\) such that a population of identical oscillators converges to a desired distribution on their limit cycle. Several constraints imposed by the nature of cell biology complicate the task: First, experimental observation of the phase of individual agents over time is barely possible. A more realistic experimental observation is composed of representative samples drawn from the population from which the distribution of oscillators on their limit cycle must be reconstructed [16], [31].
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Secondly, only broadcast input signals can be realized, giving rise to an ensemble control problem [21], [32]. We address this task by relating the control problem to the Fourier series of the phase response curve, thereby providing necessary conditions for control of the population to a desired distribution.

Our approach to solve the above stated control problem is organized as follows. Section II first introduces the theoretic foundation of our control approach, comprising the concept of reduced phase models for weakly coupled oscillators and the representation of circular distributions by Fourier series. The control methodology including conditions for controllability of the population is developed in Section III. Furthermore, the special case of synchronization is discussed. Section IV examines the control methodology in different scenarios, illustrating the derived controllability conditions in simulation examples. Section V contains concluding comments.

II. BACKGROUND AND PROBLEM FORMULATION

As motivated in the introduction, we seek to find a broadcast input signal which steers the population of oscillators to a desired distribution on their limit cycle. We will develop the control methodology on the concept of reduced phase models, reviewed below. At the end of this section we state the density control problem (see also [26]) and relate it to a control problem for the moments of the population, cf. [33], [34].

A. Reduced phase models

In the following we review the basic concept of reduced phase models and phase response curves briefly and refer the interested reader to the book [2] and references therein. The notion of reduced phase models greatly simplifies the system to be controlled. The main statement of the concept of reduced phase models is the following: Consider a family of dynamical systems of the form

\[ \dot{\xi}(t) = f(\xi(t)), \quad \xi(t) \in \mathbb{R}^n, \]  

with an exponentially stable limit cycle \( \gamma \subset \mathbb{R}^n \) with period \( T_\gamma \). Then

\[ \dot{\theta}(t) = \omega, \quad \theta(t) \in S^1, \]  

is a local canonical model for such oscillators, where \( \theta(t) \) is called the phase of the oscillator with frequency \( \omega = \frac{2\pi}{T_\gamma} \). This statement is based on the notion of isochrons introduced by Winfree [35] and its basic idea, illustrated in Fig. 1, is to find a neighborhood \( W \) of \( \gamma \) and a function \( \psi : W \rightarrow S^1 \), such that \( \theta(t) = \psi(\xi(t)) \) is a solution of (4). Winfree called the set of all initial conditions \( z(0) \in \mathbb{R}^n \) of which the solution \( z(t) \) approaches the solution \( \xi(t) \), with \( \xi(0) \in \gamma \), an isochron of \( \xi(0) \) defined as

\[ M_{\xi(0)} = \{ z(0) \in W : \| \xi(t) - z(t) \| \rightarrow 0 \text{ as } t \rightarrow \infty \}. \]

Furthermore, Guckenheimer [36] showed that there always exists a neighborhood \( W \) of a limit cycle that is invariantly foliated by the isochrons \( M_{\xi} \), \( \xi \in \gamma \), in the sense that the flow maps isochrons to isochrons. Consider the function \( \psi_2 : W \rightarrow \gamma \), sending a point in the neighborhood \( z \in M_{\xi} \subset W \) to the generator of its isochron \( \xi \in \gamma \). Additionally, the periodic orbit of an oscillator is homeomorphic to the unit circle. One can therefore define the function \( \psi_1 : \gamma \rightarrow S^1 \) which maps the solution \( \xi(t) \) with \( \xi(0) \in \gamma \) to the solution of (4). The function \( \psi : W \rightarrow S^1 \) is a composition of \( \psi_1 \) and \( \psi_2 \), \( \psi = \psi_1 \circ \psi_2 \), mapping \( \xi(t) \in W \) uniquely to its corresponding phase \( \theta(t) \) of the reduced phase model (Fig. 1).
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Applying the theory of reduced phase models to a weakly forced oscillator

\[ \dot{\xi}(t) = f(\xi(t), u(t)), \quad \xi(0) = \xi_0 \in W, \quad u(t) \in \mathbb{R} \]

where the term \( u(t) = \varepsilon v(t) \) denotes an exogeneous input, one obtains the reduced phase model of the form

\[ \dot{\theta}(t) = \omega + Z(\theta(t)) u(t). \]

Here, weakly forced refers to the situation where \( \varepsilon \) is sufficiently small such that \( \xi(t) \) stays inside the neighborhood \( W \) for all \( t > 0 \). The function \( Z \) is called the phase response curve (PRC) and describes the magnitude of phase changes after perturbing an oscillatory system. Based on Malkin's Theorem [37], [38] the PRC is the solution of the adjoint problem

\[ \frac{d Z(t)}{dt} = - (Df(\xi(t)))^T Z(t), \]

with the normalization condition \( Z(\xi) = 1 \) for any \( t \), where \( Df \) is the Jacobian matrix which is evaluated along the periodic orbit, \( \xi(t) \in \gamma \).

B. Problem statement

Given a family of weakly coupled identical oscillators in its reduced phase representation (7), the corresponding Liouville equation for the time evolution of the density, \( p : \mathbb{R}_+ \times S^1 \rightarrow \mathbb{R}_+ \), of oscillators on the unit circle reads

\[ \partial_t p(t, \theta) + \partial_\theta (\kappa(\theta, u) p(t, \theta)) = 0 \]

with the boundary condition \( p(t, 0) = p(t, 2\pi) \) and the initial condition \( p(0, \theta) = p_0(\theta) \). Here, the (controlled) vector field is obtained from the reduced phase model, i.e., \( \kappa(\theta, u) = \omega + Z(\theta) u \). The target distribution, \( q : \mathbb{R}_+ \times S^1 \rightarrow \mathbb{R}_+ \), is supposed to be \( 2\pi \)-periodic with angular velocity \( \omega \) and can thus be described by the PDE

\[ \partial_t q(t, \theta) + \omega \partial_\theta q(t, \theta) = 0 \]

with the boundary condition \( q(t, 0) = q(t, 2\pi) \) and the initial condition \( q(0, \theta) = q_0(\theta) \). This PDE has the explicit solution

\[ q(t, \theta) = q_0((\theta - \omega t) \mod 2\pi) \]
positive on $[0, 2\pi]$, which results in the positivity of $p_t$ and $q_t$ for all $t \geq 0$. These definitions lead to the control problem as described similarly in [26]:

**Problem 1:** Given the system defined by (8) and (9), find a control input $u$ depending on population-level data, such that the density $p(t, \theta)$ converges towards a desired periodic distribution $q(t, \theta)$.

As will become apparent in our subsequent analysis, Fourier coefficients of the densities and of the phase response curve will play a crucial role in both the formulation and the solution of the problem. This is not too surprising since all the functions involved in our problem setup can be viewed as $2\pi$-periodic functions. We define the Fourier coefficients of a distribution $p(t, \cdot) \sim m_k := \int_{0}^{2\pi} p(t, \theta) e^{-i k \theta} \, d\theta$, similarly for the desired distribution we have $q(t, \cdot) \sim \alpha_k$ and for the phase response curve we have $Z(\cdot) \sim c_k$. For better readability we will define a shorthand notation for frequently used expressions. Let $p(t, \theta)$ be a distribution function on the unit circle at time $t$. We will use $p_t(\theta) = p(t, \theta)$ especially when referring to the function in a $L_2$ inner product $\langle \cdot, \cdot \rangle$, i.e., we denote the $L_2$-norm of $p(t, \theta)$ by

$$
\langle p_t, p_t \rangle = \int_{0}^{2\pi} p(t, \theta) p(t, \theta) \, d\theta.
$$

### III. Ensemble Control for Oscillator Moments

The starting point will be the introduction of a natural cost functional $V$ by which the control problem can be formulated as the minimization of $V$. In investigating the dynamics of $V$, we eventually arrive at the very favorable dynamic structure $\frac{d}{dt} V(t) = \phi(t) u(t)$, where $\phi$ incorporates population-level data. Thus, we are immediately led to the simple (population-level) feedback law $u(t) = -\phi(t)$, resulting in $\frac{d}{dt} V(t) = -\phi(t)^2 \leq 0$. A LaSalle-like argument then establishes the convergence $V(t) \to 0$ rigorously.

**A. Controller design for arbitrary distributions**

Given the model (8) and (9), we introduce a cost functional that measures the distance between the actual density $p(t, \theta)$ and the reference density $q(t, \theta)$. It is natural to choose this cost functional as the $L_2$-norm of the difference between both distributions

$$
V(t) = \frac{1}{2} \langle \Delta_t, \Delta_t \rangle
$$

where $\Delta_t = p_t - q_t$. The time derivative of the storage function (10) under the dynamics given by (8) and (9) can be obtained from a straightforward but somewhat involved computation as

$$
\frac{d}{dt} V(t) = \left( \int_{0}^{2\pi} (\partial_{\theta} \Delta_t) Z p_t \, d\theta \right) u(t).
$$

This result was independently obtained in [26] where also a detailed derivation can be found. Given this result, it is immediate to apply the population-level feedback law

$$
u(t) = -\left( \int_{0}^{2\pi} (\partial_{\theta} \Delta_t) Z p_t \, d\theta \right),
$$

which clearly results in $\frac{d}{dt} V(t) \leq 0$. To guarantee that $V(t) \to 0$, as $t \to \infty$, we need to study the set of solutions under which $\frac{d}{dt} V(t) \equiv 0$ similarly to the idea of LaSalle’s invariance principle for the classical finite-dimensional case. Our main result on the convergence properties reads as follows.

**Theorem 1:** Consider (8) and (9) in closed loop with the control (12). Suppose all Fourier coefficients of $Z$ are non-zero, then, for all choices of $p_0$ and $q_0, p_t \to q_t$ as $t \to \infty$.

**Proof:** It is clear that, with the given feedback law, we have $V \leq 0$. To conclude the result, we need to additionally show that under the stated assumptions for the PRC $Z$, we can rule out the existence of solutions $p_t$ and $q_t$ for which $\Delta_t \neq 0$ but $V \equiv 0 \iff u \equiv 0$. This would correspond to the system $p_t$ evolving without external input, i.e., $\partial_{\theta} p_t = -\partial_{\theta} (\omega p_t)$, the solution of which is of the form $p_t(\theta) = p_0(\theta - \omega t)$. Similarly, we have $\Delta_t(\theta) = \Delta_0(\theta - \omega t)$, and thus $(\partial_{\theta} \Delta_t)(\theta) = (\partial_{\theta} \Delta_0)(\theta - \omega t)$. Under this assumption, we have

$$
\int_{0}^{2\pi} (\partial_{\theta} \Delta_0) Z p_t \, d\theta = \int_{0}^{2\pi} Z \Psi_t \, d\theta = \langle Z, \Psi_t \rangle
$$

with $\Psi_t : \theta \mapsto (\partial_{\theta} \Delta_0)(\theta - \omega t)p_0(\theta - \omega t)$. Suppose for the sake of contradiction that $\Delta_0 \neq 0$. As $\Delta_0$ is a difference of two probability densities, it furthermore cannot be a constant function, so that we can conclude $\partial_{\theta} \Delta_0 \neq 0$. As the product of two non-zero functions, of which one is positive, we can conclude that $\Psi_0$ is non-zero and thus has a non-vanishing sequence of Fourier coefficients $(\psi_k)$. Now, by Parseval’s theorem, we have

$$
u(t) = -\int_{0}^{2\pi} Z \Psi_t \, d\theta = -\langle Z, \Psi_t \rangle = -\sum_{k=-\infty}^{\infty} c_k \psi_k e^{-i k \omega t},$$

where $\psi_k e^{-i k \omega t}$ is the $k$-th Fourier coefficient of $\Psi_t$. We can view the sequence $(c_{-k}, \psi_{-k})$ as the Fourier coefficients of the function $u_\omega : t \mapsto u(t/\omega)$. Since this sequence is non-zero by the assumption that $c_k \neq 0, \forall k \in \mathbb{Z}$ and the non-vanishing of the sequence $(\psi_k)$, we can conclude that $u_\omega$ and thus $u$ is not identically zero, yielding the contradiction. 

![Figure 2. Left: PRCs of the circadian clock in response to a 6.7h and 1h light impulse (green). Curve obtained experimentally and reported in [39]. PRCs of neurons from Hodgkin-Huxley model [40] and from experiments [41] (blue). Right: Absolute values of the Fourier coefficients of the PRCs.](image)

Theorem 1 relies on a PRC with non-vanishing Fourier coefficients. This condition is rarely met in a biological context where the shape of the PRC is determined by rather smooth dynamics in the biological system. Examples of PRCs from circadian clock and neuron activity are shown in Fig. 2. The absolute value of the Fourier coefficients decreases rapidly with the 5th coefficient being practically zero in all cases. Based on Theorem 1 the feedback (12) would not result in convergence of $p_t$ to $q_t$ in these examples. Thus, we considered variants of the cost functional (10) in which we
are not interested in the $L_2$-norm of the difference $\Delta_t$ but rather some projection $P(\Delta_t)$, where $P : L_2 \to L_2$ is an orthogonal projection onto a finite-dimensional subspace of $L_2$. A particularly important special case is given by setting $P = P_N : p_t \mapsto \frac{1}{2\pi}\sum_{k=-N}^{N} e^{ik\omega t}(e^{ik\beta}p_t)$, which would yield a case where we are only interested in the tracking for the first $N$ Fourier coefficients of $p_t$ and $q_t$ as $t \to \infty$. Thus, in the following we will consider the more general cost functional

$$V(t) = \frac{1}{2}(P\Delta_t, P\Delta_t).$$  \hspace{1cm} (13)

For this modified case, we have the following main result.

**Theorem 2:** Let $\nu_Z \in \mathbb{N}$ be such that $c_k \neq 0$ for $|k| \leq \nu_Z$. Then, (8) and (9) in closed loop with the feedback law

$$u(t) = -\left(\int_0^{2\pi} P_{\nu_Z}(\partial_\theta \Delta_t)Z\ dt\right)$$

will result in the convergence of the first $\nu_Z$ moments of $p$ to the first $\nu_Z$ moments of the target distribution $q$.

**Proof:** A direct computation along the lines of the previous case shows that

$$\frac{d}{dt} V(t) = \left(\int_0^{2\pi} P(\partial_\theta \Delta_t)Z\ dt\right) u(t).$$

With $P = P_{\nu_Z}$ and the above feedback law, we clearly have $\frac{d}{dt} V(t) \leq 0$. It is left to show that under the assumption on $Z$, there can be no non-trivial configuration of $p$ and $q$ resulting in $\frac{d}{dt} V(t) = 0 \iff u(t) = 0$. Again, this would correspond to the system $p_t$ evolving without external input, i.e., $\partial_\mu p_t = -\partial_\beta (\omega p_t)$, the solution of which is of the form $p_t(\theta) = p_0(\theta - \omega t)$, and similarly, $\Delta_t(\theta) = \Delta_0(\theta - \omega t)$. Let $d_k$ denote the Fourier coefficients of $\Delta_0$. Then $(\partial_\theta \Delta_t)(\theta) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} (ikd_k e^{-ik\omega t}) e^{ik\theta}$ and thus

$$(P_{\nu_Z}(\partial_\theta \Delta_t))(\theta) = \frac{1}{2\pi} \sum_{k=-\nu_Z}^{\nu_Z} (ikd_k) e^{ik(\theta-\omega t)}.$$

Thus, the integral under consideration can again be written as $u(t) = -\int_0^{2\pi} Z\Psi_t \ dt$, where $\Psi_t : \theta \mapsto (P_{\nu_Z}(\partial_\theta \Delta_0))(\theta - \omega t)p_0(\theta - \omega t)$. $\Psi_t$ is given by $\psi_k = \sum_{t=-\nu_Z}^{\nu_Z} \ell_{t+k} (i\ell_{t+k})$ and the $6\theta$ Fourier coefficient of $\Psi_t$ is given by $\psi_k e^{-ik\omega t}$. Now the mapping $(d_k)_{|k| \leq \nu_Z} \mapsto (\psi_k)_{|k| \leq \nu_Z}$ is a linear mapping involving a Toeplitz matrix generated by the Fourier coefficients $m_k$ of $p_0$ [42]. Since $p_0$ is positive, this Toeplitz matrix is positive definite so that we can conclude that $(\psi_k)_{|k| \leq \nu_Z}$ is non-zero. By the same line of argument as before, the claim follows.

A commonly observed phenomenon is that smoothness of a function correlates with the rate of decay of its Fourier coefficients. The dependence of the statement in Theorem 2 on the coefficients in the phase response curve can be interpreted in light of the smoothness of the functions. The degree of controllability of the distribution of agents on the unit circle is determined by the ruggedness of the PRC. The distribution of agents can be controlled to the same ruggedness as the ruggedness of the PRC by which the input affects the system. Given the well-known relation on rate of decay of Fourier coefficients for continuous periodic functions and their smoothness, our results practically restrict the controllability of oscillators in an ensemble control framework to only few circular moments [43]. However, a fast rate of decay of Fourier coefficients correlates with the rate of convergence of the Fourier transform to the actual function, such that smooth target distribution might be achieved with high precision.

### B. Synchronization of the population

Synchronizing a population of agents on their limit cycle is a common fundamental control goal which is naturally included in the above described setup. A synchronized population is commonly achieved by sending the length of the first moment to one, $|m_1| \to 1$, cf. [34]. Based on Theorem 2 we arrive at the following result: Suppose $\nu_Z \geq 1$ and a target distribution characterized by $|\alpha_1| = 1$, then the feedback law

$$u(t) = -\left(\int_0^{2\pi} P_1(\partial_\theta \Delta_t)Z\ dt\right)$$

will result in synchronization of the population with $|m_1| \to 1$. Thus, in this special case where one tries to achieve a synchronized population, it is sufficient to control only the first moment which is possible if the first moment of the PRC is non-zero.

### IV. Numerical Examples

We illustrate the performance and also limitations of our controller in three different scenarios. To this end artificial phase response curves, as well as target distributions were generated and the number of moments under control was varied. We denote the index of the largest non-zero Fourier coefficient of $q$ and $Z$ by $\nu_q$ and $\nu_Z$, respectively. Furthermore, let $\nu_u$ be the number of Fourier coefficients used in the projection $P$ to calculate the input $u$ as in Theorem 2. The scenarios comprise the following combinations:

1) $\nu_Z$, $\nu_u$ and $\nu_q$ are identically equal to one (Figure 3 a);
2) $\nu_Z$ is smaller than $\nu_u$ and $\nu_q$ (Figure 3 b);
3) $\nu_Z$ and $\nu_u$ are larger than $\nu_q$ (Figure 3 c);

The PRCs were constructed to have identical Fourier coefficients for all moments such that $Z(\theta) = \sum_{k=-\nu_Z}^{\nu_Z} 1 e^{ik\theta}$. The circular moments of the target distributions were chosen to be evenly distributed at equal distance from the origin $q_0(\theta) = \frac{1}{2\pi} \sum_{k=-\nu_q}^{\nu_q} \alpha_0^k e^{ik\theta}$ with $\alpha_0^0 = 1$, $\alpha_0^n = \frac{1}{n} e^{i(\pi/8 + \pi/\nu_q)}$ for $n = 1, \ldots, \nu_q$, and $\alpha_0^0 = 0$ for $n > \nu_q$. The system in scenario 1 is initialized with a distribution with all moments equal to zero except $m_3 = 0.05$. In all other scenarios, the system is initialized with a uniform distribution $p_0(\theta) = (2\pi)^{-1}$.

We will briefly summarize the most important observations in general and individually for the three scenarios. In any case, moments larger than $\nu_Z$ cannot be controlled and might evolve as side effect of the control of the moments smaller or equal $\nu_Z$. This effect can be seen in Scenario 1 where the second moment deviates significantly from zero and the third moment stays close to the value where it was initialized (Fig. 3 a). The effect can be reduced by controlling more moments than present in the target distribution as shown in Scenario 3, where $\nu_Z$ is much larger than $\nu_q$ (Fig. 3 c). Finally, implications of Theorem 2 are clearly demonstrated
in Scenario 2. Only the first moment of the PRC is non-zero and both non-zero moments of the target distribution were used in the controller. The input converges to zero, however, as a consequence of Theorem 2, invariant distributions other than those with \( P(\Delta t) = 0 \) exist, leading to oscillations with a distribution far off the desired one and neither of the moments converges to the corresponding one of the target distribution (Fig. 3 b).

Finally, we study the special case of synchronizing a population of oscillators by tracking a target distribution with \( |\alpha_1| = 1 \). The first moment of \( p \) tends towards the unit circle as the cells approaches a synchronized population (Fig. 4). A synchronized population corresponds to a Dirac delta distribution which by definition has the length of all moments equal to one. As a consequence of synchronizing the population by controlling the first moment, all moments approach the unit circle. A sufficient condition to achieve synchrony is that only the first moment of the PRC is non-zero. This result is in line with previous works on cell cycle synchronization where only the length of the first moment was considered in the controller design [34].

\[ \text{V. CONCLUSIONS} \]

In the present paper, we investigated the control problem of achieving a desired distribution of cellular oscillators on the periodic orbit of their limit cycle. Using the reduced phase model representation of oscillatory systems a cost functional was formulated that promoted a population-level feedback law as the solution. A LaSalle-like argument was used to derive novel analytical conditions for the ability to control phase distributions in terms of the Fourier coefficients of the phase response curve. Our main result states that full control to any desired distribution is only possible if all moments of the PRC are non-zero. Moreover, we derived a condition for convergence of the first \( N \) moments of the population to those of the target distribution, which requires that only the first \( N \) moments of the phase response curve are non-zero. In this light, we also discussed how the task of achieving synchrony is a special case where it is sufficient that the first moment of the PRC is non-zero as a synchronized population is specified already by its first moment (or any other) having length equal to one. The feedback control is applicable to many systems given the input response occurs rapidly and the communication between individual oscillators is weak, i.e., the circadian clock and spiking neurons. The symptoms in Parkinson’s disease, for example, are associated with elevated synchrony of neurons, and the reduction of this synchrony by deep brain stimulation is correlated to the alleviation of the symptoms. A compelling extension of this work is to consider networks of coupled oscillators, whose interactions are characterized by a coupling function acting between each pair of oscillators. In the future, it might be interesting to extend the theory to noisy systems which present more realistic models with regard to real applications. The noise might even
have a positive effect on the control problem as it pushes the moments to the origin so that higher moments in the population which cannot be controlled, due to zero moments of a realistic PRC, might thereby vanish.
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