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ABSTRACT

The identification of drug-target interactions has great significance for pharmaceutical scientific research. Since traditional experimental methods identifying drug-target interactions is costly and time-consuming, the use of machine learning methods to predict potential drug-target interactions has attracted widespread attention. This paper presents a novel drug-target interactions prediction method called LRF-DTIs. Firstly, the pseudo-position specific scoring matrix (PsePSSM) and FP2 molecular fingerprinting were used to extract the features of drug-target. Secondly, using Lasso to reduce the dimension of the extracted feature information and then the Synthetic Minority Oversampling Technique (SMOTE) method was used to deal with unbalanced data. Finally, the processed feature vectors were input into a random forest (RF) classifier to predict drug-target interactions. Through 10 trials of 5-fold cross-validation, the overall prediction accuracies on the enzyme, ion channel (IC), G-protein-coupled receptor (GPCR) and nuclear receptor (NR) datasets reached 98.09%, 97.32%, 95.69%, and 94.88%, respectively, and compared with other prediction methods. In addition, we have tested and verified that our method not only could be applied to predict the new interactions but also could obtain a satisfactory result on the new dataset. All the experimental results indicate that our method can significantly improve the prediction accuracy of drug-target interactions and play a vital role in the new drug research and target protein development. The source code and all datasets are available at https://github.com/QUST-AIBBDRC/LRF-DTIs/ for academic use.

1. Introduction

The identification of drug-target interactions is a hot area of research in the drug discovery process [1–3] because it plays an essential status in the development of finding new protein targeted drug and discovering new drug candidates [4,5]. Targets are specific protein molecules, such as receptors, enzymes, etc., that present in cells of human tissues and interact with drug molecules and confer drug effects [6]. The drug interacts with the target to influence the pharmacological effects of the target to achieve phenotypic effects [7,8]. The identification of drug-target interactions is crucial for understanding the mechanism of action of drugs, and the relationship between drug-targets is not yet fully understood [9].

Although the appearance of molecular medicine and the ongoing human genome project provide more chances for discovering new unknown target proteins. However, many drugs currently have incomplete target proteins. In the past few years, many efforts have been made to use experimental methods to verify drug-target interactions. Because drugs with satisfactory activity have unacceptable toxicity [10], few drug candidates can be marketed through the Food and Drug Administration (FDA) [11]. Furthermore, the use of experimental methods to determine drug-target interactions is time-consuming and expensive. Therefore, there is a pressing demand to develop new computational methods that can effectively identify these potential drug-target interactions.

Traditional calculation methods to predict drug-target interactions have been divided into the ligand-based methods and the target-based methods [12]. Ligand-based methods utilize ligand similarity to
organize pharmacological features and associations between target proteins, rather than based on sequence information or structural information of the target protein. Keiser et al. [13] proposed a method for predicting targets protein using the chemical two-dimensional structural similarity of ligands. However, this method has a significant disadvantage in that information on the protein domain is not used. Target-based methods are highly dependent on the integrity and accuracy of target structure information, and they can be obtained through experimental or computational simulations [14,15]. Molecule docking and scoring functions are a massive challenge in predicting drug-target interactions. Molecular docking is used to predict the optimal orientation of ligand-receptor recognition to form a stable complex, which in turn reflects the affinity between the ligand and the receptor by a scoring function. However, molecular docking methods cannot be applied to protein targets of unknown three-dimensional structure [16]. The above ligand-based prediction method and target-based prediction method respectively predict the ligand-target correlation using the structural similarity of the ligand and the stereo-structure of the target protein. Although more and more potential drug targets and ligands have been discovered, screening for suitable active ligands from millions of small molecule compounds for different targets remains a considerable challenge. Therefore, it is necessary to develop a more efficient calculation method for drug-target interaction prediction based on machine learning.

The rapid development of machine learning techniques provides an effective and efficient method for predicting drug-target interactions [17]. How to extract effective feature-encoding protein sequences is an important part of the use of machine learning to predict drug-target interactions. In past studies, protein feature extraction methods were mainly based on amino acid sequences. Amino acid sequence-based feature extraction methods mainly include amino acid composition (AAC) [18], dipeptide composition (DC) [19], and pseudo-amino acid composition (PseAAC) [20,21]. In addition, in the past two decades, scholars have also proposed many characterization methods for pharmaceutical compounds. For example, Yap et al. [22] used CONCORD software to convert all 2D molecular structures of compounds into 3D structures and then used DRAGON Web to calculate for each compound molecule 18 categories including constitutional descriptors, geometric descriptors, and topological descriptors. Hammann et al. [23] used ChemAxon-related software to calculate 118 descriptors for each molecule, including elemental analysis, charge analysis, geometric features, and connectivity indicator. The National University of Singapore Yap et al. [24] wrote a Java program to develop a free description calculation software Padel-Descriptor. The software can calculate ten molecular fingerprints and more than 800 one-, two-, and three-di-
dimensional descriptors.

In the process of predicting drug-target interactions, the processing of high-dimensional data is a complex issue. Excessive dimensions cause the model to become less efficient or even unable to work. Therefore, dimensionality reduction is an indispensable part of the data preprocessing process. The data dimensionality reduction methods are mainly classified into linear dimensionality reduction and nonlinear dimensionality reduction. The linear dimensionality reduction methods mainly include principal component analysis (PCA) proposed by Hotelling [25], linear discriminant analysis (LDA) proposed by Fisher [26], and linear discriminant analysis proposed by Michail Vlachos et al. [27]. Non-linear dimensionality reduction is mainly based on two methods. One is nuclear based, such as kernel principal component analysis (KPCA), kernel independent component analysis (KICA). The other is a manifold learning related method that recovers low-dimen-
sional popular structures from high-dimensional sampling data. The main methods include isometric mapping (Isomap), local linear embedding (LLE), Laplacian eigenmap, etc.

According to these methods, in recent years, machine learning methods based on similarity and features have made significant progress in drug-target interactions prediction. Machine learning algorithms commonly used in prediction drug-target interactions, such as support vector machine [28,29], K-nearest neighbor [30] and random forest [31], etc. Furthermore, there are limitations in the process of feature extraction based on two types of methods. Considering the advantages of the two methods, some new calculation methods are also being proposed. Table 1 summarized some existing drug-target interactions prediction methods that are relevant to our proposed work.

In this study, we propose a novel method of drug-target interactions prediction based on Lasso dimensionality reduction and random forest classifier, which is called LRF-DTIs. Firstly, we generate a pseudo-position specific scoring matrix (PsePSSM) to characterize the target protein from a position-specific scoring matrix (PSSM), while the FP2 fingerprint is used to represent each drug compound. Secondly, the positive and negative samples are constructed by using the drug-target interactions information on the extracted features. Then Lasso method is used to select features of the extracted features, and the SMOTE method is used to deal with the sample imbalance problem so that the characteristics of each drug-target pair are more significant and resolves the imbalance of the sample. Finally, the processed optimal feature vectors are input into a random forest classifier for the prediction of drug-target interactions. Through 5-fold cross-validation, the optimal parameters of the model are selected. According to the different dimensionality reduction algorithms and the selection of classifiers, a drug-target interactions prediction model is established. On the four datasets enzymes, ion channels, GPCRs, and nuclear receptors, satisfactory overall prediction accuracy are obtained. According to the comparison with other existing prediction methods, the experimental results show that the prediction method proposed in this paper can significantly improve the prediction effect of drug-target interactions.

2. Material and methods

2.1. Datasets

In this study, we use the gold standard dataset studied by Yamanishi et al. [32] as benchmark dataset, which can be downloaded from http://web.kuiirc.kyoto-u.ac.jp/supp/yoshi/drugtarget/. In the gold standard dataset, drug-target interactions information has been obtained from KEGG BRITE [53], BREnda [54], Super-Target [55] and DrugBank [56] databases. This dataset is split into four main datasets including enzymes, ion channels (IC), G-protein-coupled receptors (GPCR) and nuclear receptors (NR). The number of known drugs target in these classes is 445, 210, 223 and 54 respectively, and the number of target proteins in these classes is 664, 204, 95 and 26 respectively. After careful screening of these drugs and targets, a total of 5127 drug-target interaction pairs are obtained, and the number of known drug-target pairs interacting in each class is 2926, 1476, 635 and 90, respectively. Before further analysis, the detailed information on drugs and target proteins are obtained from the KEGG database. Each target protein is represented by an amino acid sequence and then saved in an .txt file. The chemical structure of each drug molecule is transformed as Mol file format, and then the file format is downloaded.

This paper also uses a dataset called DrugBank_approved [57], which contains all FDA-approved drugs and their corresponding protein targets in the DrugBank database [56]. The dataset contains 1556 drugs and 1610 targets. We treat the dataset targets and drugs in the same way as the gold standard dataset. Table 2 lists the information for all datasets.

2.2. Pseudo-position specific scoring matrix (PsePSSM)

Based on the extraction of amino acid sequences of proteins on enzymes, ion channels, GPCRs, and nuclear receptors, in order to express the characteristic information in the amino acid sequence as reasonably as possible, the pseudo-position specific scoring matrix (PsePSSM) features are used to encode the evolution and sequence
is the score of the residue of the protein. We use the position-specific scoring matrix (PSSM) as its descriptor introduced by Jones [58]. The position-specific scoring matrix (PSSM) is a way to represent the protein sample as a matrix of scores for each amino acid type at each position. This matrix can be used to identify patterns in protein sequences and predict their functions.

For a target protein sequence \( P \) with \( L \) amino acid residues, we use the position-specific scoring matrix (PSSM) as its descriptor introduced by Jones [58]. The position-specific scoring matrix (PSSM) with a dimension of \( L \times 20 \) can be expressed as:

\[
P_{\text{PSSM}} = \begin{bmatrix}
E_{1 \rightarrow 1} & E_{1 \rightarrow 2} & \cdots & E_{1 \rightarrow j} & \cdots & E_{1 \rightarrow 20} \\
E_{2 \rightarrow 1} & E_{2 \rightarrow 2} & \cdots & E_{2 \rightarrow j} & \cdots & E_{2 \rightarrow 20} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
E_{i \rightarrow 1} & E_{i \rightarrow 2} & \cdots & E_{i \rightarrow j} & \cdots & E_{i \rightarrow 20} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
E_{L \rightarrow 1} & E_{L \rightarrow 2} & \cdots & E_{L \rightarrow j} & \cdots & E_{L \rightarrow 20}
\end{bmatrix}
\]

where \( j \) is the 20 native amino acid types, \( E_{i \rightarrow j} \) is the score of the residue of the \( i \)-th position in the amino acid sequence changed to the \( j \)-th amino acid residue, which can be searched using the PSI-BLAST [59] in the Swiss-Prot database. A positive score means the residue is mutated more frequently than expected, and the negative score is just the opposite. In this process, the parameters of PSI-BLAST are set as: the threshold of \( E \)-value is 0.001, the maximum number of iterations for multiple searches is 3, and the rest of the parameters are set by default.

Each element in the original PSSM matrix is normalized to the interval (0, 1) using Eq. (2):

\[
E'_{i \rightarrow j} = \frac{1}{1 + \exp(-E_{i \rightarrow j})}
\]

(2)

However, according to the PSSM descriptors, proteins with different lengths will correspond to matrices with different numbers of rows. To make the PSSM descriptor a uniform representation, one possible method is to represent the protein sample \( P \) as

\[
P_{\text{PSSM}} = [E_{1}, E_{2}, \ldots, E_{L}]^T
\]

(3)

where \( T \) is the transpose operator,

\[
E_{i} = \frac{1}{L} \sum_{j=1}^{L} E_{i \rightarrow j}
\]

(4)

where \( E_{i \rightarrow j} \) is the score of the residue of the \( i \)-th position in the amino acid sequence changed to the \( j \)-th amino acid residue after normalization, \( E_{i} \) is the average score of the amino acid residue in protein \( P \) being mutated amino acid type \( j \) during the process of evolution. However, if Eq. (3) is used to represent protein \( P \), all sequence information will be lost. To avoid complete loss of sequence information, in combination with the concept of the pseudo-amino acid composition (PseAAC) initially proposed by Chou [60], we use position-specific scoring matrix (PsePSSM) to represent the protein \( P \)

\[
P_{\text{PsePSSM}} = [E_{1}, E_{2}, \ldots, E_{L}, G_{1}^{1}, G_{1}^{2}, \ldots, G_{2}^{1}, G_{2}^{2}, \ldots, G_{L}^{1}, G_{L}^{2}, \ldots, G_{L}^{L}]^T
\]

(5)

Table 1
The existing drug-target interactions prediction methods.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Datasets</th>
<th>Method</th>
<th>Performance parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yamanihi et al. [32]</td>
<td>Gold standard dataset</td>
<td>a two-way network approach to integrate chemical and genomic spaces</td>
<td>SE, SP, PPV, AUC, AUPR</td>
</tr>
<tr>
<td>Bleakley et al. [33]</td>
<td>Gold standard dataset</td>
<td>bipartite local models to first predict target proteins of a given drug, then to predict drugs targeting a given protein</td>
<td>AUC, AUPR</td>
</tr>
<tr>
<td>Buza et al. [34]</td>
<td>Gold standard dataset, Kinase</td>
<td>represented drugs and targets in a similarly rich feature space, using ECGNN with center-aware regression techniques and constructed projection-based BLM sets.</td>
<td>AUC, AUPR</td>
</tr>
<tr>
<td>Shi et al. [35]</td>
<td>Gold standard dataset</td>
<td>some unstructured information used by enhancing similarity measures</td>
<td>ACC, SE, Precision, MCC</td>
</tr>
<tr>
<td>Wang et al. [30]</td>
<td>Gold standard dataset</td>
<td>stacked autoencoder of deep learning to fully extract raw data information from drug molecule structures and protein sequences</td>
<td>AUC</td>
</tr>
<tr>
<td>Ezzat et al. [36]</td>
<td>DrugBank, Gold standard dataset</td>
<td>uses feature reduction and ensemble learning</td>
<td>AUC, AUPR</td>
</tr>
<tr>
<td>Kuang et al. [37]</td>
<td>DrugBank</td>
<td>core matrix dimensionality reduction method based on the eigenvalue-based kernel matrix transformation method</td>
<td>AUC, AUPR</td>
</tr>
<tr>
<td>Yuan et al. [39]</td>
<td>DrugBank</td>
<td>combine feature-based with similarity-based methods</td>
<td>AUPR</td>
</tr>
<tr>
<td>He et al. [40]</td>
<td>Davis, Metz, KIBA</td>
<td>constructs features for each drug, each target and each drug-target pair</td>
<td>RMSE, AUC, AUPR, CI</td>
</tr>
<tr>
<td>Meng et al. [41]</td>
<td>Gold standard dataset</td>
<td>combined BGP, PSSM, PCA, and RVM</td>
<td>Ac, SE, Precision, MCC</td>
</tr>
<tr>
<td>Li et al. [42]</td>
<td>Gold standard dataset</td>
<td>protein feature: PSSM drug feature: fingerprint developed discriminative vector machine (DVM) classifier</td>
<td>Pre, ACC, SE, MCC, AUC</td>
</tr>
<tr>
<td>Ezzat et al. [43]</td>
<td>Gold standard dataset</td>
<td>two methods of matrix decomposition using graph regularization</td>
<td>AUPR</td>
</tr>
<tr>
<td>Liu et al. [44]</td>
<td>Gold standard dataset</td>
<td>model the probability that a drug would interact with a target by logistic matrix factorization</td>
<td>AUC, AUPR</td>
</tr>
<tr>
<td>Zhang et al. [45]</td>
<td>KEGG</td>
<td>project the original space into a reduced space by randomly projecting the vectors of drug-target pairs with different dimensions</td>
<td>Recall, Precision, ACC</td>
</tr>
<tr>
<td>Luo et al. [46]</td>
<td>DrugBank, HPRD, Comparative Toxicogenomics, SIDER</td>
<td>uses vector space projection to predict new drug target interactions by integrating heterogeneous information</td>
<td>AUPR</td>
</tr>
<tr>
<td>Olayan et al. [47]</td>
<td>Gold standard dataset, DrugBank, FDA</td>
<td>use five trials of 10-fold cross-validation applies a random forest model on different graph-based features extracted from the DTI heterogeneous graph</td>
<td>Precision, Recall, SP, AUPR</td>
</tr>
<tr>
<td>Pahikkala et al. [48]</td>
<td>Gold standard dataset</td>
<td>made model formulation and evaluation settings better able to address the inherent complexity of predictive tasks in practical applications</td>
<td>AUC</td>
</tr>
<tr>
<td>He et al. [49]</td>
<td>Gold standard dataset</td>
<td>drug are encoded with functional groups and proteins encoded by biological features, feature selection: mRMR, nearest neighbor classification algorithm</td>
<td>Jackknife Cross-Validation</td>
</tr>
<tr>
<td>Laarhoven et al. [50]</td>
<td>Gold standard dataset</td>
<td>use the drug-target network define a Gaussian Interaction Profile (GIP) kernel</td>
<td>Test</td>
</tr>
<tr>
<td>Gonen et al. [52]</td>
<td>Gold standard dataset</td>
<td>joint bayesian formulation of projecting drug compounds and target proteins into a unified subspace using the similarities and estimating the interaction network</td>
<td>AUC</td>
</tr>
</tbody>
</table>

Table 2
The datasets used in our study.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Drugs</th>
<th>Targets</th>
<th>Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enzyme</td>
<td>445</td>
<td>664</td>
<td>2926</td>
</tr>
<tr>
<td>IC</td>
<td>210</td>
<td>204</td>
<td>1476</td>
</tr>
<tr>
<td>GPCR</td>
<td>223</td>
<td>95</td>
<td>635</td>
</tr>
<tr>
<td>NR</td>
<td>54</td>
<td>26</td>
<td>90</td>
</tr>
<tr>
<td>DrugBank approved</td>
<td>1556</td>
<td>1610</td>
<td>5877</td>
</tr>
</tbody>
</table>

The existing drug-target interactions prediction methods.
where $G^j_\lambda$ is correlation factor of the $j$-th amino acid and the continuous distance along the protein sequence is $\lambda$. This means that $G^j_\lambda$ represents the relevant factor coupled along the most continuous PSSM score on the protein chain of amino acid type $j$, $G^2_\lambda$ represents the second closest PSSM score by coupling, and so on. Therefore, a protein sequence can be expressed as Eq. (5) using PsePSSM and generates a $20 \times 20 \times \lambda$-dimensional feature vector.

The PsePSSM algorithm converts the protein sequences with different lengths in the dataset into vectors with the same dimension after feature extraction. In this paper, $\lambda$ is set to 10 after executing the optimization program for the training sample by 5-fold cross-validation (see in section 3). So, to facilitate the implementation of the following algorithm, the characteristic dimension of each target protein is 220.

2.3. FP2 molecular fingerprint

To express drug compounds, different types of descriptors can be defined based on various types of drug properties. In specific studies, it has been indicated that some descriptors are molecular structure fingerprints that effectively represent the drug [61–63].

The molecular fingerprint of the drug can be extracted through the following steps:

**Step 1:** For a given drug, a Mol file format containing detailed chemical structure information of the drug is obtained from the KEGG database (http://www.kegg.jp/kegg/) by using its drug code.

**Step 2:** Download OpenBabel Software [64]. The Open Babel software toolkit (available from http://openbabel.org/) can process chemical data between different formats, allowing users to search, convert, analyze, and store different chemical data areas in the fields of molecular modeling, chemical analysis, materials science, biochemistry and so on. OpenBabel can generate four types of fingerprints: FP2, FP3, FP4, and MACCS. In the present study, FP2 format fingerprints were used as drug descriptors.

**Step 3:** The drug molecules with Mol file format are converted into the FP2 format molecular fingerprint file format using the OpenBabel software. The FP2 format molecular fingerprint sequence is a hexadecimal digit sequence of length 256 that can be converted to a decimal digit sequence between 0 and 15 as a drug molecule 256-dimensional vector.

2.4. Constructing positive and negative samples

The drug-target interactions network is generally regarded as a bipartite graph in which each node represents a target protein or drug molecule and each side (only target protein and drug can be linked by a side) indicates a drug-target interaction. All the known interacting drug-target pairs in this paper are regarded as positive samples, in order to isolate the positive and negative samples from the classification framework of a bipartite graph, while the residual sealed interacting drug-targets pairs are considered negative samples. Because the number of interacting drug-target pairs is far less than the non-interacting drug-target pair, the positive and negative samples constructed are fantastically unbalanced, and the number of positive samples is far less than the number of negative samples. To work out the deviation because of imbalanced samples, this paper uses the SMOTE method to make random oversampling on a small scale of positive samples and random undersampling on a large scale of negative samples so that the positive and negative samples are balanced.

2.5. Representing drug-target pair

Molecular representation and coding are one of the decisive steps that affect the results of the binary classification system. To encode each drug-target pair, representations of drug and target protein molecules have been described. Next, to extract more information about the mechanism of action between the drug and the target protein, this article takes into account the structural information from the drug and the target protein to effectively represent the interaction based on the constructed positive and negative samples. Finally, in this study, we used PsePSSM to represent proteins and FP2 fingerprints to represent drugs. Each target was composed of 220-dimensional, and each drug consisted of 256-dimensional. Hence, each interaction (positive or negative) information is represented as a 476-dimensional vector by a combination of the drug molecule fingerprint and the target protein structure information.

2.6. Lasso method

We know that the characteristics of the 476-dimensional data contained in each drug-target pair may contain some noise and redundant information, which may have a negative impact on the performance of the predictive model. To remove useless information and extract the most discriminating features from the descriptors of drug-target pairs, we use the Lasso method to reduce the dimensionality of the original data features.

The Lasso method is a compression estimation method proposed by Tibshirani [65]. The basic idea of Lasso is to minimize the penalty function under the constraint that the sum of the absolute values of the regression coefficients is less than a constant. The specific dimensionality reduction method based on Lasso is as follows:

For a given sample datasets $X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{N \times d}$ where $x_i$ is the eigenvector of the $i$-th sample, $N$ is the number of samples, $d$ is feature dimension, $Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^b$ is the class label of the sample. And then the objective function of the Lasso dimensionality reduction method optimization is [66]:

$$\min_{w} \| Y - Xw \|^2_2 + \lambda \| w \|_1$$

where $w$ is regression coefficients of eigenvectors. Regularization term $\| w \|_1$ adopt $L_1$-paradigm which will generate a sparse solution in the feature space, that is to say, the coefficients corresponding to the irrelevant and redundant features will be set to 0, and the features are corresponding to the non-zero coefficients will be retained for subsequent classification. $\lambda > 0$ is a regularization parameter in the model and its role is to balance the complexity of the model and the degree of data fitting.

2.7. SMOTE method

Because there is a high degree of imbalance in the samples used in this study and the number of negative samples is significantly higher than the number of positive samples, the imbalance of the samples used in the study is shown in Table 3.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Positive samples</th>
<th>Negative samples</th>
<th>Sample ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enzyme</td>
<td>2926</td>
<td>292554</td>
<td>99.98</td>
</tr>
<tr>
<td>IC</td>
<td>1476</td>
<td>41364</td>
<td>28.02</td>
</tr>
<tr>
<td>GPCR</td>
<td>635</td>
<td>20550</td>
<td>32.36</td>
</tr>
<tr>
<td>NR</td>
<td>90</td>
<td>1314</td>
<td>14.60</td>
</tr>
</tbody>
</table>

From Table 3, we can see that for the four datasets used in this study, there are severe imbalance problems between the positive and negative samples.
negative samples. In the four datasets, the imbalance of the enzyme dataset is the most serious and the ratio of negative samples to positive samples reach 99.98%, while the dataset with the least degree of imbalance in the four datasets is a nuclear receptor, and the proportion of positive and negative samples also reach 14.60%. Usually, random undersampling and random oversampling are the two most important methods for dealing with imbalanced datasets. To handle the problems brought by data resampling, this paper uses the Synthetic Minority Oversampling Technique (SMOTE) method proposed by Chawla et al. [67]. The SMOTE method is a method of randomly undersampling a large scale of samples while randomly oversampling a small scale of samples. Its detailed operation is as follows:

For each positive sample \( x \), search its \( k \) (\( k \) value usually takes 5) nearest neighbors, if the sampling rate is \( N \), then randomly select \( N \) samples from the \( k \) nearest neighbors, denoted as \( y_1, y_2, \ldots, y_k \). Random linear interpolation is performed on the line segments formed by \( x \) and \( y_i \) (\( i = 1, 2, \ldots, N \)) to obtain a new positive sample \( z_i \), as shown in the following equation:

\[
z_i = x + \text{rand}(0, 1) \times (y_i - x)
\]

where \( \text{rand}(0, 1) \) means to generate a random number between 0 and 1. Add these newly synthesized samples to the original positive sample and form a new, more balanced dataset. The visual display of SMOTE sample synthesis method is shown in supplementary materials Fig. S1.

2.8. Random Forest

Random Forest (RF) is a new machine learning method proposed by Breiman [68] in 2001. It builds the Bagging integration method on the decision tree and further introduces the random attribute selection in the decision tree training process. As a classifier, RF has a strong classification ability. In recent years, the RF method has been widely used in various problems such as classification, prediction, the importance of variables, dimensionality reduction and abnormal point detection [69–72]. Specifically, the traditional decision tree selects an optimal attribute from the set of attributes of the current node (assuming that there are \( d \) attributes) when selecting the attribute. While in RF, for each node in the base decision tree, a subset containing attributes is first randomly selected from the attribute set of the node, and then an optimal attribute is selected from this subset for the division.

Assuming that there are \( N \) sample units and \( M \) variables in the training sample, the principle and solution algorithm of the random forest are as follows:

1) \( N \) sample units are randomly selected from the training sample to generate a large number of decision trees;
2) \( m < M \) variables are randomly selected at each node of each tree as a candidate variable for dividing the node, and the number of variables at each node should be consistent;
3) Each tree grows maximally without any trimming;
4) The category of the terminal node is determined by the mode corresponding to the node.
5) The generated multiple classification trees constitute a random forest, and the new data is discriminated and classified by a random forest classifier. The classification result is determined by the number of votes cast by the tree classifier.

The flow chart of the random forest classification algorithm is shown in supplementary materials Fig. S2.

2.9. Performance evaluation

In this study, we used 5-fold cross-validation to evaluate the performance of the model. The basic method is to randomly divide the samples into five subsets, and the number of subsets is roughly the same. Then, one subset is taken as the test sample, and the remaining four subsets are used as the training sample until all the samples in each subset are tested. At the same time, the confusion matrix (also known as contingency table or error matrix [73]) will be used to represent the predictive performance of the predictor.

In confusion matrix, \( TP, FP, TN, \) and \( FN \) are abbreviations for true positives, false positives, true negatives, and false negatives, respectively. In this paper, Accuracy (ACC), Specificity (SP), and Sensitivity (SE) are used as evaluation criteria for the prediction model proposed in the experiment. These indicators are defined as follows:

- **Accuracy**

\[
\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}
\]

- **Sensitivity**

\[
\text{SE} = \frac{TP}{TP + FN}
\]

- **Specificity**

\[
\text{SP} = \frac{TN}{TN + FP}
\]

Moreover, AUC is another important tool that can be used to assess the accuracy of classification. AUC can be obtained by summing the areas under the ROC curve. The ROC curve is a plot of true positive rate (TPR) and false positive rate (FPR) at multiple threshold settings. Typically, by establishing a prediction model, a scalar of the predicted target tuple can be calculated to represent the probability that the tuple is true. By setting different conditions, different thresholds can be calculated to predict the TPR and FPR of the model. Finally, with TPR as the \( Y \)-axis and FPR as the \( X \)-axis, the desired pattern can be drawn.

However, it is well known that ROC curves often overestimate predictive performance, especially in the biomedical field, where PR curves are introduced to reevaluate their classifiers. According to the confusion matrix, the precision and recall ratio can be defined. These two indicators are the fundamental factors of the PR curve. The definition is as follows:

\[
P = \frac{TP}{TP + FP}
\]

\[
R = \frac{TP}{TP + FN}
\]

The precision and recall are a contradiction measure. In many cases, we can sort the samples according to the prediction results of the classifier, and predict the samples one by one as a positive example in this order, and then calculate the current recall rate and precision rate each time. The precision is the vertical axis, and the recall rate is plotted on the horizontal axis. The precision-recall curve is obtained, which is referred to as the "PR curve". The PR curve visually shows the recall rate and precision of the classifier on the sample as a whole. When comparing, if the PR curve of one classifier is completely encased by another learner, it can be concluded that the performance of the latter is better than the former, that is, the surrounding area of the two
curves is compared, and the size of the enclosed area is defined as AUPR value, the larger the value, the better the learner performance.

For convenience, the drug-target interactions prediction method proposed in this study is called LRF-DTIs. The general framework is shown in Fig. 1. Our experimental environment is Intel(R) Xeon(R) CPU E5–2650 v3 @ 2.30GHz 32.0GB of RAM, and R x64 3.4.3 programming implementation.

The specific steps of LRF-DTIs for drug-target interaction prediction method are described as:

1) Enter the protein sequence and drug's Mol file format chemical structure for each of the drug-target datasets;
2) Using Open Babel open-source chemical toolbox to extract FP2 fingerprint features of drug molecules, generating 256-dimensional feature vectors. And the PsePSSM is used to extract the \( 20 + 20 \times \lambda \)-dimensional feature vector from the amino acid sequence of the target protein. Fusion of two features to represent drug-target pairs, generating a \((256) + (20 + 20 \times \lambda)\)-dimensional feature vector;

Fig. 1. The process of constructing a drug-target interactions prediction model.
3. According to the accuracy of the prediction, the optimal parameter $\lambda$ in PsePSSM is selected;
4. Lasso, PCA, ReliefF, and Elastic net methods are used to reduce the dimension of the numerical sequence extracted after 2) to eliminate the redundant information in the sequence, and then select the optimal dimensionality reduction method according to the model evaluation indicator.
5. Apply the SMOTE method to balance drug-target datasets;
6. The optimal feature vectors after dimensionality reduction are input into four classification algorithms: random forest, Naïve Bayes, decision tree and logistic regression. The optimal algorithm is selected to perform drug-target interactions prediction;
7. In gold standard dataset, in the light of the optimal parameters of the models obtained in 3), 4) and 6), SE, SP, ACC, AUC are calculated, and the predicted performance of the model is compared with other methods;
8. Test the prediction effect of the new interaction sample in the model on NR dataset;
9. Validate the prediction model in this paper using the DrugBank approved dataset.

3. Results and discussion

3.1. PsePSSM method selection of optimal parameter

In recent years, many scholars have used PsePSSM to extract protein sequences. The selection of parameters $\lambda$ in evolutionary information can directly affect the prediction accuracy of the model. This article uses the PsePSSM method for feature extraction of target proteins. To find the optimal value of $\lambda$, we set values from 6 to 14 in order. For different $\lambda$ values, datasets are processed by Lasso dimensionality reduction and SMOTE method and use random forest classifiers to separate enzymes, ion channels, GPCRs, and nuclear receptors. The prediction accuracy and average prediction accuracy of the four datasets under different parameters $\lambda$ are obtained by using 5-fold cross-validation. The results are shown in Table 4.

As can be seen from Table 4, using PsePSSM method for feature extraction of target proteins, the prediction accuracy and the average prediction accuracy of the drug-target interaction for the four datasets also change with different parameters while other conditions remain unchanged. In the enzyme dataset, the forecast accuracy rate fluctuates between 97.92% and 98.03%, and the highest forecast accuracy rate is 96.71% when $\lambda = 10$. In the ion channel dataset, the forecast accuracy rate fluctuates between 96.92% and 97.22%, and the highest accuracy reached 97.22% when $\lambda = 8$. In the GPCR dataset, the forecast accuracy rate fluctuates between 95.49% and 96.08%, and the highest accuracy rate reached 96.08% when $\lambda = 10$. In the nuclear receptor dataset, the forecast accuracy rate fluctuates between 93.52% and 95.83%. The highest prediction accuracy rate is 95.83% when $\lambda = 10$. To find out the best $\lambda$ value more intuitively, the prediction accuracy rate and average prediction accuracy rate when selecting different values for the four datasets of the enzyme, ion channel, GPCR, and nuclear receptor is shown in supplementary materials Fig. S3.

3.2. Effect of dimensionality reduction on results

The dimensionality reduction algorithm can process the complex redundant information in the feature vector, which can improve the prediction accuracy to some extent. Based on the 220-dimensional feature vectors obtained in PsePSSM and the 256-dimensional feature vectors generated after extracting the FP2 molecular fingerprint, selecting an appropriate method to improve the accuracy rate is of great significance to the establishment of the prediction model. This paper compares the impact of PCA, ReliefF, Lasso, and Elastic net on the prediction results, and chooses the optimal dimensionality reduction method. Among them, after many trials, when the dimensionality reduction is performed using PCA, the feature with a contribution rate of more than 85% is selected. When selecting features by using ReliefF, the first 30% of the features are selected after sorting according to the weight size. When using Lasso and Elastic net for dimensionality reduction, features corresponding to non-zero feature coefficients are selected, and other parameters are default parameters. To ensure a fair comparison during the dimensionality reduction process, in this experiment, random forest classifiers and 5-fold cross-validation are used to predict and evaluate model performance. At the same time, to prevent the problem of over-fitting, when using the 5-fold cross-validation method in the following discussion of this paper, we repeat the prediction model 10 trials, and the average of 10 trials results are used as the final result of the performance of the evaluation model. The prediction results are shown in Table 5.

From Table 5, it can be seen that the Lasso and elastic net methods have great differences in the four-dimensionality reduction methods. The Lasso method has more obvious advantages in the four methods. For the dataset enzymes, using Lasso as the model's dimensionality

### Table 4

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>5-fold cross-validation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>98.01 98.02 97.99 98.02 98.03 97.98 97.97 97.99 97.92</td>
</tr>
<tr>
<td>7</td>
<td>97.19 97.17 97.22 97.06 97.15 96.97 96.92 97.04 96.97</td>
</tr>
<tr>
<td>8</td>
<td>95.84 95.49 95.59 96.08 95.83 95.85 95.55 95.80 95.97</td>
</tr>
<tr>
<td>9</td>
<td>94.07 95.00 94.63 95.02 95.83 94.63 95.28 94.54 93.52</td>
</tr>
<tr>
<td>Average</td>
<td>96.28 96.42 96.36 96.55 96.71 96.36 96.43 96.34 96.10</td>
</tr>
</tbody>
</table>

Note: the corresponding accuracy presented after feature selection method, parameters in SMOTE and classification method of the pipeline has already been optimized.

### Table 5

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Methods</th>
<th>5-fold cross-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>SE (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SP (%)</td>
</tr>
<tr>
<td></td>
<td>ACC (%)</td>
<td></td>
</tr>
</tbody>
</table>

| Enzyme   | Lasso    | 0.9982 97.66 98.51 98.09 |
|          | PCA      | 0.9417 87.30 87.95 87.62 |
|          | ReliefF  | 0.8700 86.02 80.94 83.48 |
|          | Elastic net | 0.8605 80.98 82.36 81.67 |
|          | IC       | 0.9965 96.71 97.93 97.32 |
|          | Lasso    | 0.9305 85.44 86.96 86.20 |
|          | ReliefF  | 0.9487 87.24 97.68 92.46 |
|          | Elastic net | 0.8040 74.67 70.66 72.67 |
| GPCR     | Lasso    | 0.9918 95.26 96.11 95.69 |
|          | Elastic net | 0.7785 67.77 78.19 72.93 |
|          | PCA      | 0.9122 83.56 86.31 84.93 |
|          | ReliefF  | 0.8358 79.06 78.52 78.79 |
|          | Elastic net | 0.7785 67.77 78.19 72.93 |
| NR       | Lasso    | 0.9559 93.85 95.81 94.88 |
|          | PCA      | 0.9049 80.44 89.00 84.72 |
|          | ReliefF  | 0.9185 78.96 98.46 88.71 |
|          | Elastic net | 0.8418 70.06 89.96 80.01 |

Note: the corresponding Performance Parameters (AUC, SE, SP, ACC) presented after Parameters $\lambda$, parameters in SMOTE and classification methods of the pipeline have already been optimized.
reduction algorithm, the SE, SP, and ACC of the model reach 97.66%, 98.51%, and 98.09%, respectively. These evaluation indicators are superior to the other three dimensionality reduction algorithms. Similarly, for the dataset ion channel, the SE, SP, and ACC reach 96.71%, 97.93%, and 97.32%, respectively. These evaluation indicators are superior to the other three dimensionality reduction algorithms. For the dataset GPCR, using the Lasso algorithm as the model's dimensionality reduction algorithm, the SE, SP, and ACC reach 95.26%, 96.11%, and 95.69%, respectively. These evaluation indicators are better than the other three dimensionality reduction algorithms. For the dataset nuclear receptors, the Lasso algorithm is used as the model's dimensionality reduction algorithm. The SE, SP, and ACC of the model reach 93.85%, 95.81%, and 94.88%, respectively, the indicators are higher than the other three dimensionality reduction algorithms except that the SP results are 2.65% lower than ReliefF. The Lasso method in all four datasets can exceed 90% in terms of assessment. In terms of parameter indicator ACC, the Lasso method has more than 10% improvement over the elastic network. Although indicators SE and SP can exceed the Lasso dimensionality reduction method in some datasets, it still has certain advantages in integrating all data. Meanwhile, using the Lasso method for dimensionality reduction has obvious advantages over other methods on the indicator AUC. To compare the size of the AUC more intuitively, the ROC curves on the enzyme, IC, GPCR, and NR datasets for four different dimensionality reduction methods through 10 trials of 5-fold cross-validation are shown in supplementary materials Fig. S4.

Using the Lasso method to reduce dimension can effectively reduce information redundancy and delete some unimportant features, which helps to avoid overfitting of the prediction model and reduce the complexity of the training model. Therefore, in this study, we determine that Lasso is the best dimensionality reduction algorithm for this study.

3.3. Analysis of imbalanced and balanced datasets

In general, the classifier's prediction results are more biased towards a large number of categories, and there are serious imbalance problems between the datasets, which will lead to a decrease in the evaluation performance of the prediction model. However, in the available datasets researched in this paper, the number of drug-target pairs that their interactions are known is significantly smaller than the number of drug-target pairs that are not interacting with each other, which will lead to a decrease in the prediction accuracy of future prediction models. Therefore, to improve the generalization ability of the classifier and reduce the influence of the bias caused by the imbalance of the dataset, we attempt to use the SMOTE method to perform random undersampling on the majority of samples that do not interact with each other before selecting the appropriate classifier. At the same time, random oversampling is performed on a few samples of known interactions to overcome the problem of dataset imbalance.

To achieve data equalization by reasonably deleting or adding some samples, and then reducing the negative impact of data imbalance on the classifier, the SMOTE method is used to balance the positive and negative samples for the Lasso feature-selected data. In the SMOTE method, we set the oversampling parameter to 500, the undersampling parameter to 120, and the nearest neighbor algorithm parameter to 5. For the sake of fairness, this section uses the target evolutionary information obtained from PsePSSM and the drug molecule characteristics obtained from the FP2 molecular fingerprint. After Lasso's dimensionality reduction data, we conduct a comparative analysis of balanced data and unbalanced data. Based on the ten trials of 5-fold cross-validation, the evaluation indicators (i.e., AUC, SE, SP, and ACC) of the model obtained by using the random forest classification algorithm are shown in supplementary materials Table S1.

Due to the imbalance of the dataset, the indicator ACC has no significance in measuring the merits of the algorithm. Meanwhile, since the number of positive examples is much less than the number of negative examples and the indicators SE and SP are proportional to the correct proportion of positive and negative examples in the sample. Therefore, among all the above-mentioned indicators, the indicator that can reasonably measure the evaluation performance of the prediction model is AUC. To more accurately reflect the effect of data balance on the prediction performance of the model, Fig. 2 depicts the comparison of the AUC of the enzyme, ion channel, GPCR, and nuclear receptor datasets on unbalanced datasets and balanced datasets.

Through the Fig. 2, we can see that the dataset after SMOTE processing has achieved a significant improvement in the indicator AUC. After the four datasets are balanced, the evaluation indicator AUC increases by 2.83%–10.53%. For the dataset enzyme, the indicator AUC increases by 3.26% after balancing. For dataset ion channels, the indicator AUC increases by 2.83% after balancing. For the dataset GPCR, the indicator AUC increases by 6.57% after balancing. For the dataset nuclear receptors, after balancing, the indicator AUC increases by 10.53%. Therefore, through the above comparative analysis, we can obtain that the model has a greater improvement in the prediction performance after the SMOTE processing.
3.4. Effect of classification algorithm on results

For a given prediction task, performance depends not only on characteristics but also on the choice of classifiers which play an essential role in predicting the quality of the model. In this study, four classification algorithms are investigated: random forest, decision tree, Naïve Bayes, and logistic regression. These four classification algorithms are used to compare the four datasets of the enzyme, ion channel, GPCR, and nuclear receptor. Under the 5-fold cross-validation test, after many experiments, the parameters selected by the classifier are as follows: the random forest creates an integration that generates 500 lessons, the decision tree uses the C5.0 algorithm to control the number of bootstrap cycles set to 1, the Laplacian estimate of the Naïve Bayes is 0. Logistic regression classifiers are classified by constructing logistic regression models. And all other parameters use default parameters. To ensure fairness, the target protein sequences in the datasets are extracted by PsePSSM for the four datasets constructed in this paper. After feature extraction of FP2 molecular fingerprints for drugs, the Lasso dimensionality reduction method and SMOTE treatment unbalance method is used to further process. Under the 10 trials of 5-fold cross-validation, the main prediction results of the four different classification algorithms are shown in Table 6.

From Table 6, it can be seen that the prediction performance using the random forest model has obvious advantages on the four datasets. For the dataset enzyme, the random forest algorithm is used as the model’s prediction algorithm. The SE, SP, and ACC of the model reach 97.66%, 98.51%, and 98.09%. These evaluation indicators are superior to the other three classification algorithms. However, using the Naïve Bayes algorithm, the SE, SP, and ACC are 73.13%, 67.58%, and 70.36%, which are 24.53%, 30.93%, and 27.73% lower than using random forest algorithm. For the dataset ion channel, the SE, SP, and ACC of the model reach 96.71%, 97.93%, and 97.32% in the random forest model. The results are better than the other three classification algorithms. Compared with the Naïve Bayes classifier, the model increases by 16.45%, 41.42% and 28.94% on SE, SP, and ACC. Similarly, for the dataset GPCR, the SE, SP, and ACC of the random forest model reach 95.26%, 96.11%, and 95.69%, respectively. The results of these indicators are better than the other three classification algorithms. It is 16.19%, 33.86%, and 25.03% higher than the Naïve Bayes evaluation indicator. For dataset nuclear receptors, the SE, SP, and ACC of the model reach 93.85%, 95.81%, and 94.88%, and the results are better than the others. For the indicator AUC, the results obtained by the random forest classifier on the four datasets are all above 95%, significantly exceeding the other three classification algorithms. The ROC curves for four different classification algorithms on the enzyme, ion channel, GPCR, and nuclear receptor datasets through 10 trials of 5-fold cross-validation are shown in supplementary materials Fig. S5.

In order to more accurately measure the predictive performance of the classification algorithm, Fig. 3 shows one of the PR curves of the four datasets of enzyme, ion channel, GPCR and nuclear receptor under different classification algorithms in 10 trials of 5-fold cross-validation and the others PR curves of the four datasets of enzyme, ion channel, GPCR and nuclear receptor under four different classification algorithms in 10 trials of 5-fold cross-validation are shown in supplementary materials Fig. S6.

As can be seen from Fig. 3, when using the random forest as the classification algorithm, the PR curves of the four datasets of the enzyme, ion channel, GPCR, and nuclear receptor surround the PR curves of the other three classifiers. The corresponding AUPR value is also larger, and the performance of using a random forest as a classifier is better.

The AUPR of the random forest in the enzyme dataset reaches 0.9983, which are 2.83%, 13.55%, and 21.82% higher than that of the decision tree, logistic regression, and Naïve Bayes, respectively. Besides, in the ion channel dataset, the AUPR of the random forest model reaches 0.9964. It is 4.65%, 13.50%, and 27.76% higher than the decision tree, logistic regression model and Naïve Bayes. In the GPCR dataset, the AUPR of the model is 0.9913, which are 5.35%, 16.09%, and 27.60% higher than that of the decision tree, logistic regression and Naïve Bayes, respectively. For the nuclear receptor dataset, the AUPR of the model reaches 0.9867. It is 9.60%, 23.33% and 30.70% respectively higher than that of the other three models.

Because the random forest model is easy to use and it is an ensemble learning based on the decision tree classifier. It can get a more accurate prediction result with good comprehensive features, and it has less tendency for overfitting.

3.5. Comparison with other methods

For the prediction of drug-target interactions, many prediction methods have been proposed. To more objectively evaluate the effectiveness of the proposed drug-target interaction prediction model proposed in this paper, we compared the prediction performance with the other prediction method using the same datasets based on 5-fold cross-validation repeat the prediction model 10 trials, and the average of results is used as the final result. Table 8 details the comparison between the methods presented in this paper with other prediction methods on enzymes, ion channels, GPCRs, and nuclear receptors datasets.

From Table 7, we can see that for the dataset of the enzyme, the accuracy rate of the prediction method of this method is 98.09%, which is 0.36%–7.78% higher than other prediction methods. The accuracy of our prediction model is 0.36% higher than that of Meng et al. [41], 7.78% higher than that proposed by Cao et al. [74] and the overall accuracy of the model is significantly improved. In addition, the AUC of the prediction model reaches 0.9982, which is 6.94% higher than the algorithm proposed by Li et al. [42] and 2.02% higher than the algorithm proposed by Laarhoven et al. [50]. In the ion channel dataset, the accuracy of prediction in this paper is 97.32%, which is 4.20%–8.41% higher than other prediction methods. In contrast, our method is 8.41% higher than the prediction method proposed by Cao et al. [74] and 5.59% higher than the method proposed by Li et al. [42]. Our prediction results are better than other methods. For the GPCR dataset, the accuracy rate is 95.69%, which is 6.32%–11.01% higher than other methods. The prediction accuracy of this paper is 8.92% higher than that of Meng et al. [41] and 6.32% higher than that of Li et al. [42]. The prediction accuracy of our model is higher than the others. At the same time, regarding parameter AUC, the method proposed in this paper reaches 0.9918, which is 10.62% and 10.16% higher than that of Li et al. [42] and Cao et al. [74]. Compared with the method of Laarhoven...
et al. [50] and Cheng et al. [51], the AUC has raised 3.78% and 4.58%.

For the nuclear receptor dataset, our prediction method accuracy rate is 94.88%, which is 2.66%–11.14% higher than other prediction methods. It is 11.14% higher than the method proposed by Cao et al. [74] and 7.10% higher than the prediction method proposed by Meng et al. [41].

This paper combines the random forest classifier to classify the data, and the random forest can process very high-dimensional data, and the training speed is faster than other classifiers such as support vector machines. Random forests can balance errors when dealing with unbalanced data. Random forests provide an effective way to balance dataset errors when there is a classification imbalance. When the data is missing, the remaining classifiers do not work well, and random forests have a strong anti-interference ability. In addition, the ability of random forests to deal with overfitting is relatively strong, and most classifiers will have an overfitting phenomenon in the classification process. This random forest can be well avoided. Because of the above, the prediction accuracy of our model can be slightly better than the other three methods. In conclusion, the above results fully demonstrate that our prediction model can significantly improve the prediction accuracy of drug-target interactions, and the prediction results are satisfactory.

3.6. The discussion about false positive predictions

From a biological point of view, the most valuable aspect of drug-target prediction is to reveal possible new drug-target combinations. Aim at this goal, establishing a suitable prediction model can provide a valuable reference for experimental verification. Therefore, it may be beneficial to make the prediction method a bit too sensitive. In this paper, we use 2008 data to study some predictions that are considered to be false positives. Taking the benchmark nuclear receptor dataset as an example, the positive drug-target pairs are selected according to our model in one prediction results of 5-fold cross-validation, which with unknown interactions in 2008. Table 8 lists 23 pairs of drug-target pairs of false positive screened in once 5-fold cross-validation.

For the drug-target pairs screened in Table 8, the newly discovered drug-target pairs were found from the KEGG [53], DrugBank [56] database in the past decade. It can be found that among the 23 pairs of false positive drug-target pairs, 4 pairs have been verified as new interactions in the last decade, hsa2100 and D00067, hsa5915 and D00348, hsa2099 and D00951, hsa2908 and D00690, respectively. The newly discovered four drug-target pairs have important significance in reality. Among them, the drug-target pairs hsa2099 and D00951 can be
used as a contraceptive and treat secondary amenorrhea, abnormal uterine bleeding, renal cell carcinomas and so on [75]. The drug-target pairs hsa2909 and D00690 can reduce inflammation and scar tissue formation by diminishing the release of leukocytic acid hydrolases, and inhibition of histamine and kinin release [76]. This shows that the prediction model established in this paper can provide more practicality for drug discovery.  

3.7. Predictions on new drug-target interactions

To make the LRF-DTIs method more practical in reality, this paper applies the method to the effect of the prediction model built by the new interaction drug-target pairs. Taking the benchmark nuclear receptor dataset as an example, two nuclear receptor targets and 31 corresponding drugs are first collected from the currently published major databases (KEGG [53], DrugBank [56] and ChEMBL [77]). They produce the interaction of 33 new interactions. Then, the features corresponding to the new target and the new drug are extracted as described in 2.2 and 2.3. Finally, the samples generated by the new interaction are used as the testing set. All the samples in the nuclear receptor dataset are used as the training set. The drug-target pair features are input into the constructed model to test the prediction results. Fig. 4 shows the results of the new prediction interactions. The drug-target pairs in the figure have been verified to be interactive, and the solid line indicates that the prediction model constructed by this paper successfully predicts the interaction, and the dotted line indicates the drug that predicts the error.  

As shown in Fig. 4, it can be seen that 29 pairs of 33 pairs new interactions in the nuclear receptor dataset are predicted successfully by experimental data using LRF-DTIs method. That means our prediction method could be applied to predict the drug-target interactions network, indicating that the proposed algorithm is more practical in reality.  

According to material from KEGG [53] and DrugBank [56] database, it is found that among the above 33 drug-target pairs, some of the successful drug-target pairs play an important role in reality. For example, in hsa5241 and D03799, the target hsa5241 is the Estrogen receptor, and the drug D04104 is named Etonogestrel. Etonogestrel is used as a female contraceptive which is a progestin or a synthetic form of the naturally occurring female sex hormone, progesterone. Once bound to the receptor, progestins like etonogestrel will slow the frequency of release of gonadotropin releasing hormone (GnRH) from the hypothalamus and blunt the pre-ovulatory LH (luteinizing hormone) surge [78]. In hsa5241 and D03799, the target hsa5241 is named progesterone receptor, and the name D03799 is Dienogest. Dienogest acts as an agonist at the progesterone receptor (PR) with a weak affinity that is comparable to that of progesterone [79]. It promotes anti-proliferative, immunologic and antiangiogenic effects on endometrial tissue. Once bound to the receptor, Dienogest reduces the level of endogenous production of oestradiol and thereby suppressing the trophic effects of oestradiol on both the eutopic and ectopic endometrium. It is an antagonist at androgen receptors, improving androgenic symptoms such as acne and hirsutism.

3.8. Validation of the proposed model using DrugBank approved dataset

Although the model established in this paper has achieved satisfactory results in the gold standard dataset, it is also important to verify whether the model constructed in this paper produces better results on the new dataset. Therefore, this paper validates the model presented in this paper using a dataset called DrugBank approved [57], which is a dataset constructed by Ba-Alawi et al. [57] in 2016. The data contains all FDA-approved drugs and their corresponding protein targets in the DrugBank dataset.  

Similar to the gold standard dataset, this paper uses the PsePSSM and FP2 molecular fingerprints to extract the corresponding features from the target and drug in the DrugBank approved dataset and then uses the Lasso and SMOTE algorithms to reduce the dimension and deal with the sample imbalance problem. Finally, using 5-fold cross-validation, input the processed data into the random forest classifier. To test the effect of the new dataset in the construction model, the results predicted by the LRF-DTIs method are compared with the evaluation indicators of the model in [44]. Table 9 shows the results of the performance using the LRF-DTIs in the DrugBank approved dataset and the
comparison of the DASPfind method used in [57].

From Table 9, it can be seen that by comparing the parameter AUC, the method of this paper is 10.94% higher than the DASPfind method. The accuracy obtained by using the 5-fold cross-validation prediction in the DrugBank_approved dataset reaches 98.34%. This indicates that our proposed LRF-DTIs algorithm for predicting other drug-target interactions datasets are also valid.

4. Conclusion

The explosive growth of data has prompted the arrival of the era of big data, and a large number of drug molecular information and protein sequences are constantly flowing into the database. Traditional methods of biological experiments have been unable to meet the needs of life science research in today’s society. Therefore, it is important to study a new method for drug-target interactions prediction based on machine learning. This paper proposes a new drug-target interactions prediction method. The four drug-target data sets are combined with the pseudo-position specific scoring matrix (PsePSSM) and medicinal chemical structure information to extract the features of the protein and drug sequences, and the redundant information in the dataset is processed based on the Lasso dimensionality reduction method. The SMOTE method is used to deal with the imbalance of positive and negative samples, and finally, the processed data is input into the random forest classification algorithm for drug-target interactions prediction. PsePSSM feature extraction can generate features that describe the original information of a protein, while the drug chemical structure information methods can extract FP2 molecular fingerprints to describe the molecular structure information. Lasso dimension reduction can effectively remove the redundant information in the drug-target dataset, making the characteristics of the drug-target pairs more obvious. The SMOTE method can effectively avoid overfitting of the model, improve the generalization performance of the model, and make full use of valid data. In addition, the selection of optimal parameters in PsePSSM can significantly improve the prediction accuracy rate. Random forest classification algorithms can handle multiple data types, have faster learning speeds, effectively handle noise data, and build highly accurate classifiers. The overall prediction accuracy of the drug-target interactions for the four datasets based on Lasso and the random forest model reach 98.09%, 97.32%, 95.69%, and 94.88%, respectively, and are compared with other prediction methods. Meanwhile, the proposed model has been tested to predict the new drug-target interaction and have been verified on a new dataset. The results show that the proposed method not only can effectively improve the prediction accuracy of drug-target interactions but also can make efficient predictions for novel drug-target interactions and new drug development.

However, the enzyme dataset in the drug-target interactions dataset is too large, the classifiers used in this study cannot rapidly predict drug-target interactions. Therefore, the improvement of the model’s operating speed during prediction is of great significance to the promotion of the model. In the future work, we will make appropriate improvements to the classifier based on deep learning knowledge, to speed up the speed of the prediction model and improve the prediction accuracy of the model. In addition, the prediction and identification of drug-drug interactions are of paramount importance for patient safety and successful treatment [80,81]. Researching drug-drug interactions prediction based on machine learning is another work of us.
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