UbiSitePred: a novel method for improving the accuracy of ubiquitination sites prediction by using LASSO to select the optimal Chou's pseudo components
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ABSTRACT

Ubiquitination is an essential process in protein post-translational modification, which plays a crucial role in cell life activities, such as proteasomal degradation, transcriptional regulation, and DNA damage repair. Therefore, recognition of ubiquitination sites is a crucial step to understand the molecular mechanisms of ubiquitination. However, the experimental verification of numerous ubiquitination is time-consuming and costly. To alleviate these issues, a computational approach is needed to predict ubiquitination sites. This paper proposes a new method called UbiSitePred for predicting ubiquitination sites combined least absolute shrinkage and selection operator (LASSO) feature selection and support vector machine. First, we use binary encoding (BE), pseudo-amino acid composition (PseAAC), the composition of k-spaced amino acid pairs (CKSAAP), position-specific propensity matrices (PSPM) to extract the sequence feature information; thus, the initial feature space is obtained. Secondly, LASSO is applied to remove the feature redundancy information and selects the optimal feature subset. Finally, the optimal feature subset is input into the support vector machine (SVM) to predict the ubiquitination sites. Five-fold cross-validation shows that UbiSitePred model can achieve a better prediction performance compared with other methods, the AUC values for Set1, Set2, and Set3 are 0.9998, 0.8887, and
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0.8481, respectively. Notably, the UbiSitePred has overall accuracy rates of 98.33%, 81.12%, and 76.90%, respectively. The results demonstrate that the proposed method is significantly superior to other state-of-the-art prediction methods and provides a new idea for the prediction of other post-translational modification sites of proteins. The source code and all datasets are available at https://github.com/QUST-AIBBDRC/UbiSitePred/.
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1. Introduction

Protein post-translational modification (PTM) is the main mode of regulating protein structure and function, which plays a significant role in regulating many cellular processes such as various signaling pathways or networks in cells, gene expression, inactivation and activation of enzymes, and protein-protein interaction [1]. Post-translational modification is also closely related to various pathological states, once a modification abnormality occurs, it is likely to cause disease. As the post-translational modification of proteins is present in dynamically changing living organisms, the type and degree of modification will transform with changes in the internal environment of the organism, and even some of the modifications will be fleeting. Therefore, it is crucial for the further study of protein post-translational modification sites, and also important to help research and design the novel drugs to treat the relevant diseases. At present, the major types of protein post-translational modifications include methylation [2-3], nitrotyrosine [4], phosphorylation [5], SUMOylation [6], prenylation [7], ubiquitination [8], methyladenosine [9,10,11], pseudouridine [12], phosphothreonine [13], crotonylation [14]. Ubiquitination is a process in the most common post-translational modification, which plays a crucial role in the growth and development of organisms, such as protein localization, metabolism, function, regulation, and degradation. At the same time, ubiquitination is also closely related to regulatory function such as cell cycle, apoptosis, transcriptional regulation, signal transduction, and DNA damage repair [15,16]. Besides, ubiquitination imbalance can lead to several human diseases such as cancer, neurodegenerative diseases, muscular dystrophy, immunity diseases and metabolic syndrome [17].

With the life science research entering the post-genome era, the protein sequence data accumulated in the protein database has increased exponentially. Identifying the post-translational modification sites of the protein is of great significance for understanding the post-translational modification process and its functions. Predicting ubiquitination sites provides not only valuable opinion into grasping the ubiquitination molecular mechanisms but also affords useful information for further study of biological sciences and drug development, because of the critical regulatory
role of ubiquitination. Currently, the methods for identifying ubiquitylation sites include site-directed mutagenesis [18] and mass spectrometry [19]. Ubiquitination is a rapid and reversible post-translational modification of proteins; thus, the traditional experimental methods are time-consuming and labor-intensive. Bioinformatics methods combined with machine learning algorithms can efficiently, and large-scale identify the ubiquitination sites [20-21].

Protein sequence feature extraction is an important part of post-translational modification sites prediction, and effective feature extraction methods have a positive effect on the recognition of modification sites. The current feature extraction methods of protein sequences are mainly based on sequence features, physicochemical and biochemical properties features, predicted structural features and evolutionary information features. Qiu et al. [22] used the position weight amino acid composition (PWAA) to extract the sequence position information of amino acid residues to reveal the sequence information around the crotonylation sites. The PWAA feature coding method is also used to identify phosphorylation sites [23] and methylation sites [24]. The composition of k-spaced amino acid pairs (CKSAAP) was widely used to predict post-translational modification sites, such as O-glycosylation sites [25], palmitoylation sites [26], phosphorylation sites [27]. Tung and Ho [21] used 31 physicochemical features to identify ubiquitination sites in protein sequences. Wuyun et al. [28] used the prediction tool PSIPRED [29] to extract secondary structure information of protein sequences for predicting lysine acetylation sites. The position-specific scoring matrix (PSSM) was employed to calculate the evolutionary information of protein sequences through multiple sequence alignments. Abdollah Dehzangi et al. [30] predicted succinylation lysine residues based on PSSM. Jia et al. [31] integrated the sequence coupling information into a pseudo-amino acid composition (PseAAC) to predict the succinylation sites. They also designed the predictor iSuc-PseOpt [32] to process the training dataset using K-nearest neighbor cleansing (KNNC) and insert hypothesis training samples (IHTS) to predict lysine succinylation sites. Ju et al. [33] incorporated the CKSAAP coding into Chou's PseAAC to predict crotonylation sites. Liu et al. [34] identified lysine phosphorylation sites in proteins by incorporating four different levels of amino acid pair coupling information into PseAAC. Qiu et al. [35] proposed a protein phosphorylation site predictor iPhos-PseEn, by fusing different pseudo-components into a set classifier. Xu et al. [36] designed the cysteine S-nitrosylation sites prediction tool ISNO-PseAAC by incorporating position-specific amino acid propensity into PseAAC. They also coupled the amino acid pairing into the PseAAC designed cysteine S-nitrosylation site predictor iSNO-AAPair [37]. Qiu et al. [38] proposed that the protein methylation site predictor iMethyl-PseAAC extracts protein sequence features by the PseAAC algorithm. Protein hydroxylation is closely related to lung cancer and gastric cancer. To understand the mechanism of hydroxylation and help drug development, Xu et al. [39] developed
the predictor iHyd-PseAAC based on the positional specificity of dipeptides into the general form of PseAAC. Hydroxylation of proline and lysine is predicted. Jia et al. [40] integrated the sequence coupling effect into the general PseAAC and identified the carboxylation sites in the protein by Monte Carlo sampling. Based on the covariance discriminant algorithm, they developed the protein SUMO site predictor pSumo-CD [6], which combined the sequence coupling effect into the general PseAAC. Huang et al. [41] developed a method called PredSulSite that incorporated three types of encoding algorithms-secondary structure, grouped weight and autocorrelation function-digging features from tyrosine sulfation proteins, for the identification of tyrosine sulfation sites. Wang et al. [42] constructed a novel malonylation sites online prediction tool, called MaloPred, which can predict malonylation sites by combining sequence-based features, evolutionary-derived information, and physicochemical properties. Liu et al. [43] predicted N-methyladenosine sites by extracting the physicochemical properties of RNA sequences. Qiu et al. [5] incorporated evolutionary information into the general form of PseAAC and applied grey system theory to predict human protein phosphorylation sites.

Feature fusion will bring about redundant information and produce dimension disaster, which also causes troubles for calculation and even affect the forecasting results. Therefore, it is necessary to select the optimal feature subset of the fusion information, reduce noise and eliminate redundant information. At the same time, it can maximally retain valuable features, improve the efficiency, performance, and robustness of the prediction model [44]. In 2007, Liu et al. [45] introduced the concept of feature extraction and selection, using properties sequential forward selection (PSFS) to extract effective properties of amino acids and a novel computational method was developed for SUMO modification sites prediction based on support vector machine (SVM) algorithm. The research team also used maximum relevance minimum redundancy (mRMR) [46], incremental feature selection (IFS) [46] and feature forward selection (FFS) [47] to select features. Cai et al. [48] created a method to predict N-formylation sites based on the maximum relevance minimum redundancy (mRMR) and incremental feature selection method (IFS) to screen the optimal feature subset. Ju et al. [49] constructed a novel bioinformatics tool named PropPred for predicting lysine propionylation sites combined with the F-score feature method and the incremental feature selection algorithm to remove the redundant features, using support vector machine as a classifier and the prediction accuracy rate reached 75.02%. Wang et al. [50] proposed PrAS to predict amidation sites, which incorporated position-based features, physicochemical and biochemical properties features, predicted structure-based features and evolutionary information features, then used positive contribution feature selection (PCFS) to form the optimized features, finally based on support vector machine classifier, PrAS achieved AUC of 0.96, accuracy of 92.1%, sensitivity of 81.2%, specificity of 94.9% and MCC of 0.76 on
the independent test set. Tung and ho [21] proposed an informative physicochemical property mining algorithm (IPMA), the 31 features selected by IPMA from 531 physicochemical properties for ubiquitylation sites prediction. Qiu et al. [51] designed the methylation sites prediction tool PSSMe based on the optimization method of information gain (IG). Wuyun et al. [28] established the lysine acetylation sites prediction tool KA-predictor which used the Pearson correlation coefficient (PCC) and the stepwise feature selection (SFS) method to select the optimal feature subset.

In the past decades, with the rapid development of proteomics technology, the modified protein sequences related to sites with constant output, which greatly promoted the study of post-translational modification sites of proteins. The identification of these sites is of great significance for understanding the mechanism of protein function. Different types of machine learning methods are widely used for sites prediction because of their learning model and predictive power. The current mainstream machine learning prediction algorithms are logistic regression (LR) [52], Naïve Bayes (NB) [53-54], neural network (NN) [55-56], K-nearest neighbor (KNN) [57-59], random forest (RF) [31,61,62], support vector machine (SVM) [63,64], etc. Logistic regression is a regression analysis algorithm based on logical functions. In 2014, Hou et al. [52] proposed logistic regression classifier LAcceP to predict acetylation sites. Naïve Bayes algorithm [52,53] is a powerful probabilistic network model learning method. Xue et al. [54] developed a novel computational method NBA-Palm based on Naïve Bayes to predict palmitoylation sites. The artificial neural network is a simulation of the biological neural system, whose main characteristics include its parallel information processing capabilities, as well as its self-adaptive, self-organizing and fault-tolerant characteristics in the learning process. In 1999, Nikolaj Blom et al. [55] in Denmark first realized the prediction of non-specific protein phosphorylation sites and the effectiveness of the model was verified by using the neural network algorithm. Tang et al. [56] developed GANNPhos to predict phosphorylation sites based on genetic algorithm integrated neural network (GANN). The KNN [57,58] is a commonly supervised learning algorithm according to the similarity between the test sample and the training samples. In 2005, Li et al. [59] designed kinase-specific phosphorylation sites prediction with KNN algorithm. Hu et al. [60] constructed the S-nitrification sites prediction model based on the nearest neighbor algorithm (NNA). Random forest [61] is a simple and effective ensemble learning classification algorithm, which has an excellent classification effect on data with more features. Hasan et al. [62] designed the predictor SulCysSite using the random forest algorithm, to identify protein S-sulfenylation sites with an AUC value of 0.817. Jia et al. [31] developed the predictor pSuc-Lys based on RF algorithm to recognize lysine succinylation sites in proteins with an accuracy of 90.83%. Support vector machine (SVM) is a supervised learning model that map
input samples to high-dimensional space by kernel functions and searches for optimal hyperplane for classification. Zhao et al. [63] developed a new bioinformatics tool named PGluS based on the SVM algorithm for S-glutathionylation sites. The performance of PGluS was measured with an accuracy of 71.41% and an MCC of 0.431. Chen et al. [64] created the prediction tool GSHSite with support vector machine classifier to identify S-glutathionylation sites.

Given the critical regulatory role of ubiquitination, more and more researchers have invested in the prediction of ubiquitination sites and have made significant progress. Tung and Ho [21] developed the UbiPred ubiquitination sites prediction tool, by using SVM with the feature set of 31 informative physicochemical properties selected by IPMA, which can improve the accuracy from 72.19% to 84.44%. Radivojac et al. [65] used amino acid components and physicochemical properties to extract 586 protein sequence features and designed the ubiquitination sites prediction tool UbPred, the accuracy of UbPred reached 72% and an AUC value of 0.8. Cai et al. [66] encoded protein sequences based on PSSM conservation scores, amino acid factors and disorder scores of the surrounding sequence. The mRMR was employed to select optimal features, and the nearest neighbor algorithm (NNA) was chosen as a classifier. The experiments indicated that Mathews correlation coefficient (MCC) of their method was higher than the values of the prediction tools UbPred and UbiPred. Chen et al. [67] by using the composition of k-spaced amino acid pairs (CKSAAP) for feature extraction and developed the predictive tool CKSAAP_UbSite in combination with a support vector machine. Accuracy and MCC of CKSAAP_UbSite reached 73.40% and 0.4694, respectively. Because the application of CKSAAP_UbSite is limited to the proteome of yeast, they also developed the human ubiquitination prediction tool hCKSAAP_UbSite [68], with an AUC value of 0.770. In 2013, Chen et al. [69] systematically analyzed the features of pupylation sites sequential, structural and evolutionary in prokaryotic proteins, the ubiquitination sites of prokaryotes and eukaryotes were compared in detail. In 2014, the research team analyzed the algorithm and feature of different predictive tools in detail, and ubiquitination sites in Saccharomyces cerevisiae, Homo sapiens, Mus musculus, and Arabidopsis thaliana were analyzed, discussing the necessity of species-specific ubiquitination sites prediction [70]. Nguyen et al. [71] used amino acid composition (AAC), amino acid pair composition (AAPC) and evolutionary information to extract the features from the protein sequences. The support vector machine (SVM) was applied to generate the prediction model for ubiquitination sites identification, and five-fold cross-validation showed that the SVM model has better generalization ability. Wang et al. [72] proposed an evolutionary screening algorithm (ESA) to extract the physicochemical properties of protein sequences. The SVM was used to establish a prediction model ESA-UbiSite, prediction accuracy reached 92%. Lee et al. [73] established the UbiSite of ubiquitination sites prediction using SVM, improved the prediction accuracy of ubiquitination
sites.

Although a series of research achievements have been obtained in the prediction of protein ubiquitination sites by statistical and machine learning methods, there is still much room for improvement. First of all, the influence of the feature information of protein sequences on the recognition of ubiquitination sites has not been expounded. The prediction methods based on amino acid sequence feature information still has excellent development potential. Secondly, the fusion of multiple features will generate redundancy and noise information. How to choose the appropriate dimension-reduction method to retain different features information effectively is also one of the challenges we face. Finally, the data of the experimental identification ubiquitination sites has been significantly increased, and there is no effective prediction method and tool.

Inspired by this, we propose a novel method for protein ubiquitination sites prediction, called UbiSitePred. First, binary encoding (BE), pseudo-amino acid composition (PseAAC), the composition of k-spaced amino acid pairs (CKSAAP) and position-specific propensity matrices (PSPM) are used to extract protein sequence features. The best model parameters $\lambda, k$ and $m$ values are determined by five-fold cross-validation. Thus, we can obtain the initial sequence information to distinguish ubiquitination sites from non-ubiquitination sites. Secondly, compared with Mutual information, Elastic net, Extra-trees, MRMD and LASSO feature selection methods, LASSO is used to determine the optimal feature subset, which could remove redundant and uncorrelated features to provide important feature information for the input classifier. Finally, a prediction model for ubiquitination sites based on support vector machine is constructed and compared with five classifiers: Naïve Bayes, K-nearest neighbor, LibD3C, AdaBoost and random forest. The experimental results show that the UbiSitePred method proposed in this paper can significantly improve the predictive power of ubiquitination sites.

According to a recent series of publications [11,74-86], a truly useful sequence-based statistical predictor has been developed for biological systems and should follow the Chou’s 5-step rule [87]: (i) construct a baseline dataset to train and test the predictor; (ii) formulating a biological sequence sample with valid mathematical expressions that can truly and adequately reflect the intrinsic correlation with the target to be predicted; (iii) introducing or developing a robust algorithm to calculate predictions; (iv) Perform cross-validation tests correctly and objectively assess the expected accuracy; (v) Establish a user-friendly web server that the public can access. Below, we will explain how to implement these steps one by one.

2. Materials and Methods

2.1. Datasets

To fairly evaluate the prediction model performance of the lysine ubiquitination sites and compare with other literatures, it is necessary to select an objective and representative dataset.
Protein sequences are usually composed of 20 common amino acids, lysine (K) is an essential amino acid that binds to ubiquitin and affects protein function through ubiquitination [88]. To identify whether the lysine (K) is a ubiquitination site, we need to get information about the amino acids around the lysine (K) residue. In this paper, three different datasets of protein ubiquitination sites were selected. Data Set 1, Data Set 2 and Data Set 3 were established by Cai et al. [20]. Data Set 1 was collected from the UniProt database [21], consisting of 157 lysine ubiquitination sites from 105 protein sequences, and the protein sequence containing the ubiquitination site was used as a positive sample. At the same time, for the protein sequence of 3676 lysines without annotated ubiquitination sites, they were used as negative samples. Regardless of whether it is a positive sample protein sequence or a negative sample protein sequence, the sample window size is 13. Finally, 300 protein sequences with central lysine K sites were obtained, and the number of positive and negative samples each accounted for half. Data Set 1 can download via http://iclalb.life.nctu.edu.tw/ubipred/. Data Set 2 and Data Set 3 were from the independent testing dataset and training dataset [68], respectively. The redundant sequences were removed using the Blastclust program [89] (ftp://ftp.ncbi.nih.gov/blast/documents/blastclust.html) with a 30% identity cutoff. Data Set 2 and Data Set 3 were composed of 9537 ubiquitination sites from 3852 proteins, then randomly chose the equal number of non-ubiquitination sites as negative samples, and the distance between lysine in the negative sample and ubiquitination sites in the same protein should not be less than 50 amino acids. Data Set 2 consisted of 6838 sequence fragments, 12236 sequence fragments in Data Set 3, and this sample window size is 27. Data Set 2 and Data Set 3 can be downloaded from http://protein.cau.edu.cn/cksaaap_ubsites/download/DataSetForhCKSAAP_UbSite.rar. To ensure the unified length of each peptide, a virtual residue ‘X’ was used to fill the corresponding positions where there were no sufficient residues. To facilitate the follow-up work, Data Set 1, Data Set 2 and Data Set 3 are represented by Set1, Set2, and Set3, respectively.

2.2. Binary encoding

Binary encoding (BE) mainly reflects the types and relative positions of amino acids around ubiquitination sites and non-ubiquitination sites in protein sequences. Binary encoding is a simple encoding scheme that transforms the substrate sequences character signals into numerical signals by using an orthonormal encoding scheme, which extracts the features information of 20 common amino acid residues and residue X, according to the order of ACDEFGHIKLMNPQRSTVWYX [49]. Every amino acid residue in the sample sequence fragment is transformed into a 21-dimensional binary feature vector. For example, alanine A is represented by (10000000000000000), tyrosine Y is represented by (000000000000000000010), the virtual residue X is encoded as the vector (0000000000000000000001). Therefore, for each sequence
fragment with the window size of \( n \), resulting in a \( 21 \times n \)-dimensional feature vector.

### 2.3 Pseudo-amino acid composition

Using the high-throughput tools that have been developed, it is possible to extract information on newly discovered protein sequences in time for basic research and drug development. Based on the amino acid composition method, Chou et al. [90] fused the sequence information of amino acids with the physicochemical information of amino acids to propose a method of pseudo-amino acid composition. This method maps protein sequences to the following feature vectors:

\[
P = [p_1, p_2, \ldots, p_{20}, p_{20+1}, \ldots, p_{20+\lambda}]^T
\]

Each of these components is given as follows:

\[
P_u = \left\{ \begin{align*}
          & \frac{f_u}{\sum_{a=1}^{20} f_a + \omega \sum_{k=1}^{\lambda} \tau_k}, & 1 \leq u \leq 20 \\
          & \frac{\omega^{u-20}}{\sum_{a=1}^{20} f_a + \omega \sum_{k=1}^{\lambda} \tau_k}, & 20+1 \leq u \leq 20+\lambda
        \end{align*} \right.
\]

where \( \omega \) is the weight factor, which was set at 0.05 in [90], \( f_u \) is expressed as the frequency of occurrence of the amino acid in the \( u \) sequence of the protein sequence in the sequence. It can be seen from the above formula that the first 20 dimensions of the feature vector are the amino acid composition, and the latter \( \lambda \) dimension is the sequence correlation factor reflecting the different levels of the amino acid sequence information. Sequence related factors are obtained by the physicochemical properties of amino acids. At present, researchers have applied the pseudo-amino acid composition method vary widely, and this method is widely used in proteomics [91-97]. In particular, Chou et al. built a very powerful web server called "Pse-in-One" [98] and its updated version "Pse-in-One 2.0" [99], which converts protein, peptide, DNA and RNA sequences into the required numerical vector. In this paper, the feature extraction of protein sequences was performed using the PseAAC online server developed by Chou et al. [100]. On this server, the optimal \( \lambda \) can be determined from the accuracy of the prediction result by selecting a different parameter \( \lambda \).

### 2.4. Composition of k-spaced amino acid pairs

The CKSAAP encoding strategy means that it calculates the frequencies of the \( k \)-spaced amino acid pairs for each given peptide fragment, and amino acid pairs distance information and amino acid pairs composition information was taken into account, which reflects the biological characteristics near the ubiquitination modification sites of the protein. At present, CKSAAP encoding is not only used for the prediction of phosphorylation sites [27] but also applied to the study of pupylation sites [101] and N-formylation sites [102]. For example, AxxxG represents an
Amino acid pair composed of alanine and glycine, separated by three amino acids of any type, and \( k = 3 \) indicates the space between residue pairs. For different \( k \), there are 441 \( k \)-spaced amino acid residue pairs for AA, AC, ..., AX, ..., XA, XC, ..., XX. For any given protein sequence with the window size of \( w \), the feature vector can be defined as:

\[
(\frac{N_{AA}}{N_{total}}, \frac{N_{AC}}{N_{total}}, \ldots, \frac{N_{XX}}{N_{total}})
\]

where \( N_{i,j} \) represents the number of amino acid pairs at space \( k \), and \( N_{total} \) represents the number of amino acid pairs with distance \( k \) in the protein sequence with the window size of \( w \), so we can know \( N_{total} = w - k - 1 \). In this paper, \( k \) is 0, 1, 2, ..., 11, and the optimal parameter \( k \) is 6. For Set1, Set2, and Set3, the total dimension of the CKSAAP-based feature vectors is 3,087.

### 2.5. Position-specific propensity matrices

Position-specific propensity matrices (PSPM), proposed by Xu et al. [103] in 2013, uses the position-specific propensity of amino acid pairs to construct vectors. The dataset is divided into the positive dataset and negative dataset according to whether it contains ubiquitination sites. When the sample fragment length of the positive dataset is \( n \), and the space between the amino acid pairs is 0, we will get a position-specific dipeptide composition matrix of \( 441 \times (n - 1) \) for \( A^+ \). The \( j \)-th column of \( A^+ \) is \( A^+_j = (a^+_{1,j}, a^+_{2,j}, \ldots, a^+_{441,j})' \), \( a^+_{i,j} \) denotes the frequency of the \( i \)-th dipeptide in the \( j \)-th column of the positive dataset. Similarly, we can obtain the frequency matrix \( A^- \) corresponding to the negative dataset, the position-specific propensity matrix with the size of \( 441 \times (n - 1) \) is given by the formula:

\[
Z^m_{i,j} = a^+_{i,j} - a^-_{i,j}
\]

Where \( m \) represents the space among residue pairs. Repeat the above steps to calculate the position-specific propensity matrix between two amino acids pairs separated by \( m \), correspondingly we obtain a matrix \( Z_{m=1}, Z_{m=2}, \ldots, Z_{m=n-2} \) of size \( 441 \times (n-2), 441 \times (n-3), \ldots, 441 \times 1 \) . The matrix \( Z_{m=0}, Z_{m=1}, Z_{m=2}, \ldots, Z_{m=n-2} \) obtained above is calculated as follows to obtain a position-specific propensity matrix with size \( \frac{441 \times n \times (n-1)}{2} \).

\[
Z = Z_{m=0} \oplus Z_{m=1} \oplus Z_{m=2} \oplus \ldots \oplus Z_{m=n-2}
\]

According to the above steps, the position-specific propensity matrix \( Z \) is obtained, for any given protein sequence, the corresponding feature vector can be obtained after being compared with \( Z \).

### 2.6. LASSO
Given the dataset $D = \{(x_1, y_1), (x_2, y_2), \cdots, (x_m, y_m)\}$, where $x \in \mathbb{R}^d, y \in \mathbb{R}$, subject to the square error as the loss function, the optimization objective is

$$\min_w \sum_{i=1}^{m} (y_i - w^T x_i)^2$$

(6)

Eq. (6) is a general linear regression. To reduce the over-fitting risk, Tibshirani [104] proposed the least absolute shrinkage and selection operator (LASSO) in 1996. The basic idea is to introduce $\ell_1$ norm regularization from minimizing residual sum of squares. The LASSO sparse representation coefficient $w$ can be described as follows:

$$J(w) = \min_w \sum_{i=1}^{m} (y_i - w^T x_i)^2 + \gamma \|w\|_1$$

(7)

where the regularization parameter $\gamma$ controls the penalty of sparse coefficient estimation. $\|w\|_1$ is $\ell_1$ norm, and the sparse solution of $w$ means that only the non-zero component $w$ corresponding to the initial feature will appear in the final model. $\gamma \geq 0$ is an adjustable parameter, when the $\gamma$ value is large enough, there will be more "sparse" solutions, some low-correlation coefficients will be compressed to 0 to remove these variables and achieve the purpose of feature selection; when the value of $\gamma$ is small, the impact of the regularization constraint is relatively small, in which case all attributes will be selected. In this paper, we set $\gamma = 0.005$ and use the coordinate gradient descent method for optimization.

### 2.7. Support vector machine

Support vector machine (SVM) is an effective machine learning algorithm based on statistical learning theory, which was first proposed by Vapnik [105]. It is widely used in various fields of bioinformatics research, including prediction subcellular localization [106-109], prediction of protein subintracellular locations [110], prediction of protein structural [111], protein-protein interactions prediction [112], protein fold recognition [113], prediction of protein post-translational modification sites [70,73], prediction of membrane protein types [114] and other protein function research [115]. The basic idea is to find the hyperplane in the samples space and make the samples of different classes linearly separable. At the same time, we can find the optimal classifying hyperplane that can correctly divide the samples into maximal margin and minimal error. If the original sample space is nonlinearly separable, the SVM maps the input space to the high-dimensional feature space through kernel function, so that the sample data becomes linearly separable. At this time, the optimal classification hyperplane needs to satisfy:

$$\min_{\xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_i$$

s.t. $y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i, i = 1, 2, \cdots, m$

(8)

where $C$ is the penalty factor, the above problem is solved by the Lagrange method to obtain the
final classification discriminant function:

\[ f(x) = \text{sgn}\left\{ \sum_{i=1}^{m} a_i y_i K(x_i, x) + b \right\} \]  \hspace{1cm} (9)

where \( a_i \) is the Lagrange multiplier, \( b \) is the classification threshold, and \( K(x_i, x) = \langle \varphi(x_i), \varphi(x) \rangle \) is the kernel function. The commonly used kernel functions include linear kernel function, polynomial kernel function, radial basis kernel function, and the sigmoid kernel function. In particular, the radial basis kernel function can better solve the problem of nonlinear, whether small sample or large sample dataset, high dimensional or low dimensional, etc., which shows excellent prediction performance. The SVM with radial basis kernel functions is also widely used in sites prediction, such as the S-palmitoylation sites [116], the cysteine prenylation sites [117] and lysine phosphoglycerylation sites [118]. This paper uses the support vector machine algorithm in Scikit-learn [119].

2.8. Performance evaluation and model construction

The methods for evaluating the effectiveness of the model include self-consistency, independent test, and k-fold cross-validation. Five-fold cross-validation was carried out in order to evaluate the performance of the model, the datasets were randomly divided into five mutually exclusive subsets of similar size, each time one of them is used as a test set, and the other four are used as training sets for the training classifier, and the cross-validation process was repeated five times. The average value of five-fold cross-validation tests was used as the verification result of the performance of the classifier.

To assess the performance of the predictive model more intuitively, sensitivity (Sn), specificity (Sp), overall accuracy (ACC) and Matthews correlation coefficient (MCC) were used to evaluate the prediction results. Sensitivity and specificity represent the ability of the model to predict positive and negative samples correctly, and overall accuracy is the ratio of the number of samples correctly classified to the total number of samples, the Matthews correlation coefficient balances the predictive performance of the metric model even for different amounts of datasets. The four evaluation metrics which are formulated as [36,40,43-76,86]:

\[ Sn = 1 - \frac{N^+}{N^+ + N^-} \]  \hspace{1cm} (10)

\[ Sp = 1 - \frac{N^-}{N^- + N^+} \]  \hspace{1cm} (11)

\[ ACC = 1 - \frac{N^+ + N^-}{N^+ + N^-} \]  \hspace{1cm} (12)

\[ MCC = \frac{1 - \frac{N^+ + N^-}{N^+ + N^-}}{\sqrt{\frac{(N^+ - N^-)}{N^+}(N^- - N^-)}} \]  \hspace{1cm} (13)
where $N^+$ denotes the number of ubiquitination sites to be investigated, $N^-$ represents the number of non-ubiquitination sites to be investigated, $N^+$ indicates the number of true ubiquitination sites which are incorrectly predicted as non-ubiquitination sites, $N^-$ represents the number of non-ubiquitination sites which are incorrectly predicted as ubiquitination sites.

According to (10), (11), (12), and (13), we can see: when $N^+ = 0$, it means that none of the true ubiquitination sites was mispredicted to be of non-ubiquitination sites, we have the sensitivity $S_n = 1$. When $N^- = N^+$, it means that all the true ubiquitination sites were incorrectly predicted to be non-ubiquitination sites, we have the sensitivity $S_n = 0$. Likewise, when $N^+ = 0$, it means that none of the non-ubiquitination sites was mispredicted to be of ubiquitination sites, we have the specificity $S_p = 1$; Whereas $N^- = N^-$, it means that all the non-ubiquitination sites were incorrectly predicted to be of true ubiquitination sites, we have the specificity $S_p = 0$. When $N^+ = N^- = 0$, it means that none of the true ubiquitination sites in the positive dataset and none of the non-ubiquitination sites in the negative dataset was incorrectly predicted, we have the overall accuracy $ACC = 1$ and $MCC = 1$; whereas $N^+ = N^+$ and $N^- = N^-$ means that all the true ubiquitination sites in the positive dataset and none of the non-ubiquitination sites in the negative dataset were incorrectly predicted, we have the overall accuracy $ACC = 0$ and $MCC = -1$; Whereas $N^+ = N^+ / 2$ and $N^- = N^- / 2$, we have the overall accuracy $ACC = 0.5$ and $MCC = 0$ means no better than random prediction. As we can see from the discussion above, it is much more intuitive and easier to understand when using formula (10), (11), (12), and (13) to examine a predictor for its sensitivity, specificity, overall accuracy, and Mathews correlation coefficient.

Either the set of traditional metrics copied from math books or the intuitive metrics derived from the Chou's symbols [120] is valid only for the single-label systems (where each sample solely belongs to one class). For the multi-label systems (where a sample may simultaneously belong to several classes), whose existence has become more frequent in system biology [80,121-126], system medicine [77,78] and biomedicine [127], an entirely different set of metrics as defined in [128] is needed.

Also, the receiver operating characteristic (ROC) curve based on $S_n$ and $1-S_p$ is commonly used to assess the discrimination ability of a classifier. The area under the ROC curve (AUC) is an indicator to measure the robustness of the prediction model, the closer the AUC value is to 1, the better the model performs.
For convenience, the ubiquitination sites prediction method we propose in this paper is called UbiSitePred, and the calculation flow is shown in Fig. 1. The experimental environment is Windows Server 2012R2 Intel (R) Xeon (TM) CPU E5-2650 @ 2.30GHz 2.30GHz with 32.0GB of RAM, MATLAB2014a and Python 3.6 programming implementation.

Fig. 1. Flowchart of the UbiSitePred prediction method.

The prediction steps of the UbiSitePred method can be described as:

1) Get the Set1, Set2, and Set3, enter the positive and negative samples of the protein sequences and the corresponding class labels in the model.

2) Feature extraction. The protein sequence is treated as a special string, and the character signal is converted into a numerical signal by coding. (a) Use the BE to extract protein sequences features. b) Generating \(20+ \lambda\) dimensional feature vectors using the PseAAC algorithm. (c) Feature extraction of protein sequence information using the CKSAAP. (d) Encoding protein sequences using PSPM. Then the four extracted features are combined, each protein sequence in the Set1 with the 3462-dimensional vector; each of the sequence in Set2 and Set3 constructs a 3910-dimensional vector space.

3) Feature selection. For the extracted protein feature vector, LASSO is used to remove redundancy and noise information, and the optimal feature subset is filtered through five-fold cross-validation to provide good feature information for the SVM classifier.

4) According to steps 2) and 3), the selected optimal feature subset and the corresponding class labels are input into the SVM classifier to predict the post-translational the ubiquitination sites of the protein sequences.
5) Model performance evaluation. Five-fold cross-validation was used to evaluate and calculate AUC, ACC, Sn, Sp, MCC, draw ROC curve, and evaluate the model's prediction performance.

3. Results and discussion

3.1. Analysis of sequence characteristics

In this paper, we use the Two-Sample Logos [129] (http://www.twosamplelogo.org/cgi-bin/tsl/tsl.cgi) to obtain a comparison of the double sequence identifiers of the datasets Set1, Set2, and Set3. The frequency-based method revealed the amino acid patterns around the ubiquitination site, more clearly elucidating the residues near the ubiquitination site, and clarifying the statistical significance and significant differences in the residues surrounding the ubiquitination site. Two Sample Logos analysis showed significant differences between the protein sequence of the ubiquitination site and the protein sequence of the non-ubiquitination site for the datasets Set1, Set2, and Set3, as shown in Fig. 2, Fig. 3, and Fig. 4, respectively.

![Fig. 2. Comparison of two sequences of amino acid sequences near the ubiquitination and non-ubiquitination sites of Set1.](image)

As presented in Fig. 2, there is a significant difference between the ubiquitination and non-ubiquitination sites near the lysine residue in the Set1. Near the ubiquitinated lysine, the negatively charged glutamic (E) residue tends to enrich at positions -6, -2, -1, 1, 6, and the negatively charged aspartic (D) residue tends to enrich at position -2, -1, 1. There are no significant amino acids in the enrichment positions -4, 2, 4 and 5, and there are also no significant amino acids in the exhaustion positions -5, -2, 2, 3 and 5. Glutamic acid (E) and aspartic acid (D) are more important in the upstream of the positive dataset, while glutamic acid (E) is also more important in the downstream of the positive dataset. According to these characteristics, it can be inferred that the frequency difference in the appearance of various amino acids in Set1 at different positions near lysine significantly affects the ubiquitination process of the lysine site.
Fig. 3. Comparison of two sequences of amino acid sequences near the ubiquitination and non-ubiquitination sites of Set2.

As can be seen from Fig. 3, there is a significant difference between the ubiquitination sites and non-ubiquitination sites near the lysine residue in the Set2. Compared to other amino acids, the non-polar amino acid leucine (L) is enriched at positions -2, 1, 2, 4, and non-polar phenylalanine (F) frequency of occurrence is higher at positions -5, -2, -1, 1, 2, and the positively charged arginine (R) is significantly higher at positions -12, -9, -8, -7, 6 and 9. There are no significant amino acids at the enrichment positions -13, -11, 8, 11, 13, and there are no considerable amino acids at the depletion positions -13, -12, -11, -9, -6, 6, 12, 13 as well. Besides, arginine (R) and phenylalanine (F) are of more importance in the upstream of the positive dataset, while leucine (L) and phenylalanine (F) are equally important in the downstream of the positive dataset. Based on these features, it can be inferred that there is a significant difference between the amino acids near the ubiquitination and non-ubiquitination sites in Set2.

Fig. 4. Comparison of two sequences of amino acid sequences near the ubiquitination and non-ubiquitination sites of Set 3.

As can be seen from Fig. 4, the ubiquitination site of Set3 is near the lysine. Compared with other amino acids, the non-polar amino acid leucine (L) is obviously at the position -2, 1, 2, 4 and the non-polar amino acid phenylalanine (F) occurs more frequently at positions -2, -1, 1, 2, positively charged arginine (R) tends to enrich at position -12, -9, -8, -6, 5, 7, 9, 11, and positively charged lysine (K) is significantly higher at positions -13, -9, -8, -7, 9, 12, 13. Furthermore, lysine
(K) is more important in the upstream of the positive dataset, while leucine (L) and lysine (K) also have a very important role in the downstream of the positive dataset. Based on these characteristics, it can be inferred that there are obvious differences between the amino acids near the ubiquitination and non-ubiquitination sites in Set3.

3.2. Selection of optimal parameters \( \lambda \) value, \( k \) value and \( m \) value

Extracting effective feature information from protein sequence is a vital step in the prediction model of the protein post-translational modification sites. To better obtain the important feature information, the parameters of the model should be adjusted. We use five-fold cross-validation to determine optimal parameters \( \lambda \), \( k \) and \( m \) value of PseAAC, CKSAAP, and PSPM on Set1, Set2, and Set3. The \( \lambda \) value of PseAAC algorithm indicates the proximity of the sequence, i.e., the sequence information of the protein sequence, the CKSAAP, and PSPM algorithm parameter \( k \) and \( m \) values represent the interval between any two amino acid residues of the protein sequence, which play a crucial role in the construction of the model. If the \( \lambda \) value, the \( k \) value, and the \( m \) value are set too large, the dimension of the feature vector of the protein sequence will be too high, which will bring more redundant information and affect the predictive performances. If the \( \lambda \) value, the \( k \) value, and the \( m \) value are set too small, the sequence information contained in the feature vector will be reduced, and the features in the protein sequence cannot be extracted effectively. For the datasets Set1, Set2, and Set3, to find the optimal \( \lambda \) value, \( k \) value and \( m \) value in the model, the \( k \) values and \( m \) values are set to 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11, respectively. Due to the presence of virtual amino acids in the protein sequence, the \( \lambda \) values of 1, 2, 3, 4, 5, 6, and 7 are sequentially set. SVM is employed as a classifier to select optimal \( \lambda \) value, \( k \) value, and the \( m \) value, using RBF kernel via five-fold cross-validation. We use ACC and AUC to evaluate the prediction performance. The ACC values corresponding to the different parameters \( \lambda \) value in the PseAAC encoding are shown in Table 1. The changes in the ACC values and AUC values corresponding to different \( \lambda \) values in the PseAAC encoding are shown in Fig. 5. The ACC values corresponding to different intervals of \( k \) the amino acid residues in the CKSAAP are shown in Table 2. The changes in ACC values and AUC values corresponding to different \( k \) values in the CKSAAP are shown in Fig. 6. The ACC values corresponding to different intervals of \( m \) the amino acid residues in the PSPM are shown in Table 3, and the changes of the ACC value and the AUC value corresponding to different \( m \) values in the PSPM are shown in Fig. 7.

| Table 1 |
| ACC values corresponding to different \( \lambda \) values in PseAAC. |
| ACC(%) | \( \lambda = 1 \) | \( \lambda = 2 \) | \( \lambda = 3 \) | \( \lambda = 4 \) | \( \lambda = 5 \) | \( \lambda = 6 \) | \( \lambda = 7 \) |
| Set1 | 66.00 | 65.33 | 65.67 | **68.00** | **68.00** | 66.33 | 67.00 |
| Set2 | 63.10 | 63.28 | 63.50 | 63.04 | **63.60** | 63.12 | 63.16 |
As can be seen from Table 1, by changing the parameter $\lambda$ values, different prediction effects are obtained. For the dataset Set1, the highest prediction accuracy is 68% at the parameter $\lambda=4$ and $\lambda=5$, which is 2.67% higher than the parameter $\lambda=2$. For the dataset Set2, the highest prediction accuracy is 63.60% at the parameter $\lambda=5$, and different parameters have little effect on the prediction accuracy, and both fluctuate around 63%. For the dataset Set3, when the parameter value $\lambda$ is set to 5, the prediction accuracy is 67.97%. Fig. 5 shows the changes in ACC values and AUC values corresponding to different parameter values in PseAAC encoding. As can be seen from Fig. 5, as the parameter values change, the ACC and AUC values of the Set1, Set2, and Set3 also change. To obtain the optimal parameter $\lambda$ of the PseAAC algorithm and the parameter $\lambda$ of the unified model in the post-translational modified ubiquitination site prediction model, the optimal $\lambda$ value is selected 5 in the model. Therefore, the PseAAC algorithm is used to extract the features of the protein sequence, and each protein sequence generates a 25-dimensional feature vector.

**Table 2**
ACC values obtained of different $k$ values in the CKSAAP.

<table>
<thead>
<tr>
<th>Set</th>
<th>ACC (%)</th>
<th>$k = 0$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>65.33</td>
<td>66.00</td>
<td>67.67</td>
<td>66.33</td>
<td>66.33</td>
<td>67.33</td>
<td></td>
</tr>
<tr>
<td>Set2</td>
<td>60.34</td>
<td>61.63</td>
<td>62.21</td>
<td>61.89</td>
<td>61.70</td>
<td>62.72</td>
<td></td>
</tr>
<tr>
<td>Set3</td>
<td>63.03</td>
<td>64.56</td>
<td>64.34</td>
<td>64.74</td>
<td>64.79</td>
<td>65.21</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACC (%)</th>
<th>$k = 6$</th>
<th>$k = 7$</th>
<th>$k = 8$</th>
<th>$k = 9$</th>
<th>$k = 10$</th>
<th>$k = 11$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td><strong>68.33</strong></td>
<td>67.00</td>
<td>65.33</td>
<td>66.00</td>
<td>67.67</td>
<td>61.00</td>
</tr>
<tr>
<td>Set2</td>
<td>62.81</td>
<td><strong>63.16</strong></td>
<td>62.47</td>
<td>62.65</td>
<td>62.33</td>
<td>62.36</td>
</tr>
<tr>
<td>Set3</td>
<td>65.25</td>
<td>65.27</td>
<td><strong>65.45</strong></td>
<td>65.18</td>
<td>64.91</td>
<td>65.12</td>
</tr>
</tbody>
</table>

**Fig. 5.** ACC values and AUC values corresponding to different $\lambda$ values in PseAAC.
Fig. 6. ACC and AUC values for different $k$ values in the CKSAAP.

Since the corresponding dimension of the CKSAAP encoding of the protein sequence fragment is relatively large, and the window size of a sample is 13. Therefore, the interval $k$ value of the amino acid pair in the CKSAAP code is set to 0 to 11 in order. From Fig 6, it can be seen intuitively that with the increasing interval of $k$ amino acid residues in Set1, the values of ACC and AUC constantly change. The fluctuation of ACC value is more obvious, and the highest prediction accuracy is achieved when the interval is $k = 6$. The change of the AUC value is in a state of rising first and then decreasing, which reaches the maximum value when the interval is $k = 5$. Set2 and Set3 increase the value of ACC and AUC in a relatively stable growth state with the increase of amino acid residue interval $k$. Set2 achieves the highest prediction accuracy when the interval is $k = 7$, and Set3 achieves the highest prediction accuracy when the interval is $k = 8$. For the AUC value, Set2 and Set3 reach the maximum at intervals of 7 and 8, respectively. Although the three datasets have different values for achieving the highest prediction accuracy and maximum AUC value, to unify the parameter of the model, we choose the optimal parameter $k = 6$. From Table 2, the value of ACC in Set1 reaches a maximum of 68.33% at an interval value of $k = 6$. In the dataset Set2, the accuracy ACC value increases from 60.34% corresponding to $k = 0$ at the beginning to 62.81% when $k = 6$. For the dataset Set3, the ACC value was 65.25% at an interval value of $k = 6$, which was an increase of 2.22% compared to the initial amino acid interval of $k = 0$. Considering the effect of the CKSAAP coded median on the datasets Set1, Set2, and Set3, we select the amino acid pair interval of 6. The CKSAAP encode considers the additive effect, for example, $k = 3$ considering the cumulative effect of the amino acid pair interval 0, 1, 2, 3 on the predictive power of the support vector machine. When the amino acid in the CKSAAP code is $k = 6$ for the optimal interval, the CKSAAP coded dimensions corresponding to the datasets Set1, Set2, and Set3 are all 3,087-dimensions.

Table 3
ACC values corresponding to different $m$ values in PSPM.

<table>
<thead>
<tr>
<th>ACC (%)</th>
<th>$m = 0$</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
<th>$m = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>88.00</td>
<td>91.67</td>
<td>95.00</td>
<td>97.33</td>
<td>96.33</td>
<td>95.33</td>
</tr>
<tr>
<td>Set2</td>
<td>57.96</td>
<td>62.06</td>
<td>64.17</td>
<td>65.66</td>
<td>66.88</td>
<td>67.52</td>
</tr>
</tbody>
</table>
Different interval values of the amino acid pairs in the PSPM encoding have different effects on the prediction performance of the support vector machine classifier. Considering that the length of the Set1 sample sequence is 13, therefore, the values of amino acid residue intervals in the PSPM coding are set to 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11, respectively. It can be seen from Fig. 7 that the ACC and AUC values of the datasets Set1, Set2, and Set3 change as the amino acid interval \( m \) changes, and the prediction accuracy of Set1 slightly falls when the amino acid residue interval is \( m = 4 \) and \( m = 5 \), when the interval is \( m = 11 \) the highest prediction accuracy is achieved. For Set2 and Set3, when the interval is 0 to 10, the corresponding ACC values are growing as the interval increases. When the interval is \( m = 10 \), the highest prediction accuracy is achieved. However, when the interval is \( m = 11 \), the prediction accuracy rate begins to decrease. The AUC value of Set1 increases with the amino acid residue spacing of the protein sequence increases, reaching a maximum at intervals of \( m = 11 \). For Set2 and Set3, when the interval is 0 to 10, the corresponding AUC value keeps increasing with the increase. When the value is \( m = 10 \), the AUC value reaches the maximum, but when it is \( m = 11 \), the AUC value starts to decrease. Considering comprehensively, choose the value corresponding to the maximum value of ACC and AUC as the best parameter in PSPM coding, so choose \( m = 10 \) as the parameter. From Table 3, it can be seen that when the interval value in the dataset Set1 is \( m = 10 \), the value of ACC is 98.33%, which is 10.33% higher than that when the interval of the amino acid is \( m = 0 \). For Set2, the ACC value increases from 57.96% for the interval \( m = 0 \) to 73.03% for the interval \( m = 10 \). For the Set3, the value of ACC increases with the interval \( m \), reaching a maximum of 67.66% at an interval of \( m = 10 \). Similar to CKSAAP, the spacing in PSPM coding also refers to the cumulative effect of amino acid pair spacing on the prediction performance of

<table>
<thead>
<tr>
<th>Set</th>
<th>ACC (%)</th>
<th>m = 6</th>
<th>m = 7</th>
<th>m = 8</th>
<th>m = 9</th>
<th>m = 10</th>
<th>m = 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>97.00</td>
<td>97.67</td>
<td>97.67</td>
<td>98.00</td>
<td>98.33</td>
<td><strong>99.00</strong></td>
<td></td>
</tr>
<tr>
<td>Set2</td>
<td>68.29</td>
<td>69.67</td>
<td>70.21</td>
<td>71.18</td>
<td><strong>73.03</strong></td>
<td>72.61</td>
<td></td>
</tr>
<tr>
<td>Set3</td>
<td>64.29</td>
<td>64.75</td>
<td>65.67</td>
<td>66.25</td>
<td><strong>67.66</strong></td>
<td>66.17</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. ACC values and AUC values corresponding to different \( m \) values in PSPM.
the support vector machine. When the amino acid pair interval value is $m = 10$, the datasets Set1, Set2, and Set3 correspond to the dimensions 77, 231, and 231, respectively.

### 3.3. Feature extraction

Using feature extraction algorithms to extract valuable information from protein sequences is a vital link in the prediction of post-translational modification sites. BE reflects the position-specific information of amino acid residues around the ubiquitination site, PseAAC can avoid completely losing the sequence-pattern information for proteins, CKSAAP mirrors the interaction of residues inside the sequence surrounding the ubiquitination site, PSPM uses position-specific amino acid pairs to extract feature information. In this paper, six feature extraction algorithms have been selected, including four separate feature coding methods (BE, PseAAC, CKSAAP, PSPM) and one hybrid feature coding method called All (BE+PseAAC+CKSAAP+PSPM) and feature encoding based on LASSO dimension reduction Optimal (BE+PseAAC+CKSAAP+PSPM (LASSO)). To verify the effectiveness of hybrid feature, support vector machine was selected as a classifier to predict ubiquitination sites, and AUC, ACC, Sn, Sp, and MCC were used as metrics to evaluate the power of the prediction model. Because the dataset after fusion has a large number of dimensions and redundancy, the Optimal feature extraction method is used as a comparison.

For the datasets Set1, Set2, and Set3, six feature-encoded feature sets are respectively input into the support vector machine classifier for ubiquitination sites prediction, and five-fold cross-validation method is used for evaluation. The prediction results of the different feature extraction algorithms for the datasets Set1, Set2, and Set3 are shown in Table 4, Table 5, and Table 6, respectively.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Prediction results of different features of the dataset Set1.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>AUC</td>
</tr>
<tr>
<td>BE</td>
<td>0.6446</td>
</tr>
<tr>
<td>PseAAC</td>
<td>0.7373</td>
</tr>
<tr>
<td>CKSAAP</td>
<td>0.7442</td>
</tr>
<tr>
<td>PSPM</td>
<td>0.9998</td>
</tr>
<tr>
<td>All</td>
<td>0.9080</td>
</tr>
<tr>
<td>Optimal</td>
<td>0.9998</td>
</tr>
</tbody>
</table>

It can be seen from Table 4 that there are four separate feature encoding modes in the Set1. Compared with the BE, PseAAC and CKSAAP encoding methods, the PSPM encoding method has a greater influence on the ubiquitination site prediction. The values of AUC, ACC, Sn, Sp, and MCC corresponding to the PSPM are 0.9998, 98.33%, 99.33%, 97.33%, and 0.9674, respectively.

To extract more protein sequence information, four feature coding methods were combined to obtain the feature All, and the corresponding AUC and ACC values were 0.9080 and 83.00%, respectively.
respectively. However, the values of AUC, ACC, Sn, Sp, and MCC corresponding to the optimal feature set Optimal are 0.9998, 98.33%, 98.67%, 98.00%, and 0.9672, respectively. The AUC and prediction accuracies are 9.18% and 10.33% higher than the corresponding values of All, respectively.

Table 5
Prediction results of different features of the dataset Set2.

<table>
<thead>
<tr>
<th>Set2</th>
<th>AUC</th>
<th>ACC (%)</th>
<th>Sn (%)</th>
<th>Sp (%)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE</td>
<td>0.7124</td>
<td>65.12</td>
<td>64.67</td>
<td>65.57</td>
<td>0.3030</td>
</tr>
<tr>
<td>PseAAC</td>
<td>0.6865</td>
<td>63.50</td>
<td>64.58</td>
<td>62.42</td>
<td>0.2701</td>
</tr>
<tr>
<td>CKSAAP</td>
<td>0.6748</td>
<td>62.81</td>
<td>60.4</td>
<td>65.22</td>
<td>0.2567</td>
</tr>
<tr>
<td>PSPM</td>
<td>0.7967</td>
<td>73.03</td>
<td>72.19</td>
<td>73.88</td>
<td>0.4608</td>
</tr>
<tr>
<td>All</td>
<td>0.7819</td>
<td>71.03</td>
<td>69.44</td>
<td>72.62</td>
<td>0.4213</td>
</tr>
<tr>
<td>Optimal</td>
<td>0.8887</td>
<td>81.12</td>
<td>79.56</td>
<td>82.68</td>
<td>0.6232</td>
</tr>
</tbody>
</table>

As can be seen from Table 5 that there are four separate feature encoding methods in the Set2. The PSPM coding method extracts protein sequences as feature vectors and achieves better performance compared with the BE, PseAAC and CKSAAP encoding methods. The values of AUC, ACC, Sn, Sp, and MCC are 0.7967, 73.03%, 72.19%, 73.88%, and 0.4608, respectively. The value of ACC in the PSPM is 7.91%, 9.53%, 10.22% higher than the value of ACC in the BE, PseAAC, CKSAAP, respectively. The feature All corresponding the AUC value is 0.7819, the accuracy is 71.03%, the sensitivity value is 69.44%, and the specificity value is 72.62%, and the MCC is 0.4213. However, the values of the evaluation indexes corresponding to the optimal feature set Optimal to exceed the index values of the four individual codes and the All features, and the values of AUC, ACC, Sn, Sp, and MCC are 0.8887, 81.12%, 79.56%, 82.68% and 0.6232 respectively. The AUC value is 10.68% higher than the index corresponding to the All feature, and the MCC value is 20.19% higher than the index corresponding to the All feature.

Table 6
Prediction results of different features of the dataset Set3.

<table>
<thead>
<tr>
<th>Set3</th>
<th>AUC</th>
<th>ACC (%)</th>
<th>Sn (%)</th>
<th>Sp (%)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE</td>
<td>0.7323</td>
<td>67.42</td>
<td>67.65</td>
<td>67.18</td>
<td>0.3484</td>
</tr>
<tr>
<td>PseAAC</td>
<td>0.7183</td>
<td>66.27</td>
<td>68.39</td>
<td>64.15</td>
<td>0.3258</td>
</tr>
<tr>
<td>CKSAAP</td>
<td>0.7120</td>
<td>65.25</td>
<td>64.24</td>
<td>66.26</td>
<td>0.3051</td>
</tr>
<tr>
<td>PSPM</td>
<td>0.7421</td>
<td>67.66</td>
<td>66.74</td>
<td>68.59</td>
<td>0.3534</td>
</tr>
<tr>
<td>All</td>
<td>0.7732</td>
<td>70.33</td>
<td>69.78</td>
<td>70.89</td>
<td>0.4068</td>
</tr>
<tr>
<td>Optimal</td>
<td>0.8481</td>
<td>76.90</td>
<td>76.46</td>
<td>77.35</td>
<td>0.5382</td>
</tr>
</tbody>
</table>

From Table 6, we can see that for the dataset Set3, the values of AUC, ACC, Sn, Sp, and MCC corresponding to PSPM encoding are 0.7421, 67.66%, 66.74%, 68.59%, and 0.3534, respectively. PSPM coding method extracts protein sequences as feature vectors and achieves better performance, compared with BE, PseAAC and CKSAAP coding methods. The value of AUC in PSPM coding is 0.98% higher than BE, 2.38% higher than the value of AUC in PseAAC,
and 3.01% higher than the value of AUC in CKSAAP. However, the feature All with an AUC value of 0.7732, an accuracy rate of 70.33%, a sensitivity value of 69.78%, and a specificity value of 70.89%, and the MCC is 0.4068. The values of the evaluation indexes corresponding to the feature set All exceed the index values of the four encode modes, and it shows that the feature fusion can improve the predictive performance of the model to a certain extent. The AUC and ACC of the optimal feature set Optimal are 0.8481, 76.90% respectively, the AUC value is 7.49% higher than the feature set All, and the ACC value is 6.57% higher than the index value corresponding to the All feature.

In summary, for the datasets Set1, Set2, and Set3, the influence of the six feature encoding methods on the robustness of the prediction model is compared. In the single feature encoding method, the PSPM encoding can effectively extract the feature information of the amino acid pair. For the fusion feature encoding method, the All feature extraction method in Set3 not only reflects the positional information of amino acid residues around the ubiquitination sites but also effectively utilizes the amino acid pair information and the physicochemical information of amino acids, the mode information improves the prediction performance to a certain extent. But for Set1 and Set2, the prediction result is not as good as the ideal result, because hybrid feature brings uncorrelated feature information to reduce the prediction of the model performance, so choose LASSO to remove the fusion of the redundancy and noise information and achieve a good ubiquitination sites prediction result.

3.4. The effect of feature selection algorithm

We obtain the initial sequence feature information by fusing BE, PseAAC, CKSAAP and PSPM four feature encoding methods on Set1, Set2, and Set3. But more unrelated features are generated at the same time. In this paper, we choose the optimal feature subset to improve the prediction accuracy of the model. The feature selection methods include Mutual information (MI) [130,131], Elastic net [132], Extra-trees (ET) [133], MRMD [134,135] and LASSO. Selecting different parameter values in LASSO has a different influence on the dimensionality reduction effect. Therefore, to select the optimal feature subset from the fusion feature set All, the parameter $\gamma$ of LASSO are set to 0.001, 0.002, 0.005, 0.01, 0.015 and 0.02 respectively through five-fold cross-validation. The SVM is a classifier, and the prediction accuracy is the evaluation criterion. The results show that LASSO shows excellent dimensionality reduction effect when the parameter $\gamma$ value is 0.005. When using the Mutual information, MRMD to reduce the dimension of the features dataset All, the dimension corresponding to the feature subset is consistent with LASSO. The dimensional comparison of the fusion features datasets with Set1, Set2, and Set3 for the five feature selection methods is shown in Fig. 8.
Fig. 8. Comparison of dimensions with five feature selection methods.

We can intuitively compare the five feature selection methods from Fig. 8, and it is found that LASSO can remove more redundant information and select feature subsets more effectively than MI, Elastic net, ET and MRMD. The Set1 initial feature space contains 3462 feature vectors, after MI, Elastic net, ET, MRMD and LASSO dimensionality reduction, the dimensions are 239, 376, 663, 239 and 239, respectively. MI, MRMD, and LASSO significantly remove redundant features information. The Set2 fusion feature datasets contain 3910-dimensional feature vectors, after MI, Elastic net, ET, MRMD and LASSO dimensionality reduction, the dimensions are 865, 2596, 1564, 865 and 865, respectively, and LASSO significantly removes redundant features information. The Set3 contains 3910-dimensional feature vectors, after MI, Elastic net, ET, MRMD and LASSO dimensionality reduction, the dimensions are 816, 2614, 1629, 816 and 816, respectively, and LASSO can effectively retain features.

Although dimension reduction can effectively remove the redundant information in the protein sequence, at the same time, it is hoped that the optimal feature subsets can improve the prediction performance of the model, and then select the optimal feature selection algorithm by comparing the prediction results of different feature selection methods. The support vector machine is selected as a classifier to predict the reduced dimension of MI, Elastic net, ET, MRMD and LASSO, and different dimension reduction methods were measured using AUC, ACC, Sn, Sp, and MCC, as shown in Table 7.

As shown in Table 7, we use five methods to select the optimal feature subset for Set1, the corresponding overall accuracy for MI, Elastic net, ET, MRMD, and LASSO are 97.00%, 98.67%, 95.33%, 64.67%, and 98.33%, respectively. In addition to the MRMD method, the other four feature selection methods AUC value, sensitivity, specificity, and MCC all achieved good prediction results. According to AUC value, sensitivity, specificity, and MCC, LASSO in the Set2
dataset has a good dimensionality reduction effect. The AUC value, ACC, sensitivity, specificity and the MCC is 0.8887, 81.12%, 79.56%, 82.68%, and 0.6232, respectively. The value of AUC is 8.07%, 6.35%, 6.9%, and 16.4% higher than the corresponding values of MI, Elastic net, ET and MRMD. After the Set3 dataset is selected by the LASSO, the AUC value is 0.8481, the overall accuracy rate ACC value is 76.90%, the sensitivity value is 76.46%, the specificity with 77.35% and the MCC is 0.5382. The value of ACC is 6.3%, 3.71%, 4.2%, and 7.81% higher than the value corresponding to dimension reduction through MI, Elastic net, ET and MRMD, respectively.

Table 7
Comparison of prediction results of five feature selection methods.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Feature selection methods</th>
<th>Performance metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC</td>
</tr>
<tr>
<td>Set1</td>
<td>Mutual information</td>
<td>0.9980</td>
</tr>
<tr>
<td></td>
<td>Elastic net</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>Extra-trees</td>
<td>0.9971</td>
</tr>
<tr>
<td></td>
<td>MRMD</td>
<td>0.6934</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>0.9998</td>
</tr>
<tr>
<td>Set2</td>
<td>Mutual information</td>
<td>0.8080</td>
</tr>
<tr>
<td></td>
<td>Elastic net</td>
<td>0.8252</td>
</tr>
<tr>
<td></td>
<td>Extra-trees</td>
<td>0.8197</td>
</tr>
<tr>
<td></td>
<td>MRMD</td>
<td>0.7247</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>0.8887</td>
</tr>
<tr>
<td>Set3</td>
<td>Mutual information</td>
<td>0.7778</td>
</tr>
<tr>
<td></td>
<td>Elastic net</td>
<td>0.8062</td>
</tr>
<tr>
<td></td>
<td>Extra-trees</td>
<td>0.7993</td>
</tr>
<tr>
<td></td>
<td>MRMD</td>
<td>0.7581</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>0.8481</td>
</tr>
</tbody>
</table>

For the datasets Set1, Set2, and Set3, we compare the five dimensionality reduction methods of MI, Elastic net, ET, MRMD, and LASSO. Using Elastic net methods significantly reduces the dimensionality reduction dimension of the dataset Set1, which brings convenience to the calculation, but the prediction performance is not improved, and the datasets Set2 and Set3 have no apparent dimensionality reduction effect. ET method is not the effective removal of irrelevant variables, to provide the best feature subset for classification. To facilitate the comparison of feature selection effects, the MI and MRMD remain the same as LASSO, but the predicted performance is significantly lower than that of LASSO. The LASSO dimension reduction method integrates the feature process with the learner training process by introducing $\ell_1$ regularization parameters, which can reduce redundancy and noise information. Five-fold cross-validation shows that LASSO is superior to the predictive performance of MI, Elastic net, ET and MRMD, indicating that the optimal feature subsets determined by LASSO reject not only irrelevant features and redundant features, but also preserve essential features of protein sequences,
effectively reduce the complexity of the model, accelerate the calculation speed, improve the model's prediction accuracy rate, and provide good feature information for the support vector machine classifier. Therefore, we use LASSO to select the optimal feature subsets.

3.5. Selection of classification algorithms

To construct an efficient ubiquitination sites prediction model, the selection of the classification algorithm is of great importance. In this paper, for the feature subset called Optimal, Naive Bayes (NB), K-nearest neighbor (KNN), LibD3C [136], AdaBoost [137], random forest (RF), and support vector machines (SVM) six classification algorithms are employed to predict the ubiquitination sites of the post-translational modification on the Set1, Set2, and Set3 datasets. The SVM algorithm applies radial basis kernel function. Both the NB algorithm and the AdaBoost algorithm use the default parameters. The Euclidean distance is used in the KNN algorithm, and the number of neighbors is 10. The number of decision trees selected in the RF is 500. The feature subsets of Optimal are input into the classifiers NB, KNN, LibD3C, AdaBoost, RF, and SVM, respectively, and the predictable outcome of the datasets Set1, Set2, and Set3 under different classifiers are shown in Table 8. To analyze the prediction performance of datasets Set1, Set2, and Set3 for different classifiers more intuitively, five-fold cross-validation is employed in the experiment to draw the line for the ACC and AUC values of the ubiquitination sites for the six classifiers, the figures are shown in Fig. 9. In addition, receiver operating characteristic (ROC) curves are used to compare the robustness of different prediction models. Fig. 10, Fig. 11 and Fig. 12 are the ROC curves of the datasets Set1, Set2, and Set3 obtained by the six classifier methods, respectively.

Table 8
Comparison of the prediction results of the six classifiers.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Classifiers</th>
<th>AUC</th>
<th>ACC (%)</th>
<th>Sn (%)</th>
<th>Sp (%)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>NB</td>
<td>0.7161</td>
<td>60.67</td>
<td>74.67</td>
<td>46.67</td>
<td>0.2218</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>0.9924</td>
<td>95.33</td>
<td>97.33</td>
<td>93.33</td>
<td>0.9088</td>
</tr>
<tr>
<td></td>
<td>LibD3C</td>
<td>1.0000</td>
<td>99.67</td>
<td>99.33</td>
<td>100.00</td>
<td>0.9934</td>
</tr>
<tr>
<td></td>
<td>AdaBoost</td>
<td>0.9993</td>
<td>99.00</td>
<td>98.67</td>
<td>99.33</td>
<td>0.9803</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>1.0000</td>
<td>99.67</td>
<td>99.33</td>
<td>100.00</td>
<td>0.9934</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.9998</td>
<td>98.33</td>
<td>98.67</td>
<td>98.00</td>
<td>0.9672</td>
</tr>
<tr>
<td>Set2</td>
<td>NB</td>
<td>0.7113</td>
<td>61.33</td>
<td>83.30</td>
<td>39.37</td>
<td>0.2538</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>0.6379</td>
<td>59.37</td>
<td>61.27</td>
<td>57.48</td>
<td>0.1894</td>
</tr>
<tr>
<td></td>
<td>LibD3C</td>
<td>0.7945</td>
<td>72.64</td>
<td>72.71</td>
<td>72.57</td>
<td>0.4528</td>
</tr>
<tr>
<td></td>
<td>AdaBoost</td>
<td>0.8425</td>
<td>75.75</td>
<td>76.08</td>
<td>75.43</td>
<td>0.5152</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.8421</td>
<td>76.02</td>
<td>77.30</td>
<td>74.73</td>
<td>0.5208</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.8887</td>
<td>81.12</td>
<td>79.56</td>
<td>82.68</td>
<td>0.6232</td>
</tr>
<tr>
<td>Set3</td>
<td>NB</td>
<td>0.7099</td>
<td>66.20</td>
<td>54.68</td>
<td>77.72</td>
<td>0.3353</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>0.6633</td>
<td>60.62</td>
<td>50.26</td>
<td>70.99</td>
<td>0.2175</td>
</tr>
<tr>
<td></td>
<td>LibD3C</td>
<td>0.7765</td>
<td>70.63</td>
<td>71.67</td>
<td>69.58</td>
<td>0.4126</td>
</tr>
</tbody>
</table>
As can be seen from Table 8, the LibD3C and RF have the best prediction performance for Set1, the AUC value is 1, the prediction accuracy is 99.67%, the AUC value of the support vector machine is 0.9998, and the prediction accuracy ACC is 98.33%. The AUC value of LibD3C and RF are 0.02% higher than SVM, and the ACC value of LibD3C and RF are 1.34% higher than SVM. Although the prediction performance of SVM does not reach the expected effect, the difference with the random forest classifier is tiny. Naïve Bayes has the lowest forecast accuracy, which is 39% and 38.33% lower than those of RF and SVM, respectively. For the Set2, the best predictive performance is the model established using the support vector machine classifier. The AUC value is 0.8887, which is higher than the AUC values of the other five classifiers, and the accuracy rate is 81.12%. The poor prediction performance is based on the K-nearest neighbor classifier model. The AUC value is 0.6379, and the accuracy rate is 59.37%, 25.08%, and 21.75% lower than support vector machines respectively. The MCC of the SVM model was 0.6232, which was 36.94%, 43.38%, 17.04%, 10.8%, and 10.24% higher than those of NB, KNN, LibD3C, AdaBoost, and RF, respectively. For the Set3, the best performance is support vector machine classifier, the AUC value is 0.8481, and the accuracy is 76.90%, which is higher than the AUC and ACC values of the other five classifiers. The poor predictive performance is based on the K-nearest neighbor classifier, and the ACC value is 0.6633, the accuracy rate is 60.62%. The MCC of the SVM model was 0.5382, which was 20.29%, 32.07%, 12.56%, 9.53%, and 9.03% higher than those of NB, KNN, LibD3C, AdaBoost, and RF, respectively. By comparing the AUC value, ACC value and MCC value of the datasets Set1, Set2 and Set3 with six classifiers, the support vector machine has excellent prediction performance and can effectively predict ubiquitination sites.

**Fig. 9.** ACC and AUC values obtained from different classifiers for the Set1, Set2, and Set3.

It can be seen intuitively from Fig. 9 that the datasets Set1, Set2, and Set3 change the ACC values and AUC values of six classifiers, such as Naïve Bayes, K-nearest neighbor, LibD3C, AdaBoost, random forest, and support vector machine. For the accuracy rate ACC varies from 59%
to 99%, the AUC value varies from 0.63 to 1. For the AUC and ACC values, the prediction performance of the classifier SVM is superior to the other five classifiers, and the values of the classifier AdaBoost and the random forest are not much different. The classifier KNN has poor performance in predicting protein ubiquitination sites, and its correlation value changes are relatively significant. The prediction performance of the Naïve Bayes and LibD3C is relatively stable, but the performance is weaker than the support vector machine. For the dataset Set1, the accuracy of the LibD3C and random forest reaches 100%, the Naïve Bayes prediction accuracy rate is the lowest. For Set2 and Set3, the prediction performance of the classifier SVM is better than the other five classifiers, and K-nearest neighbor has the lowest prediction accuracy. Overall, the classifiers AdaBoost, random forest and support vector machine have better prediction performance, while LibD3C is an ensemble classifier with clustering and dynamic selection strategy, and the prediction performance is also good. The classifiers Naïve Bayes and K-nearest neighbor have poor prediction performance for protein ubiquitination sites.

**Fig. 10.** ROC curve of Set1 about six classifiers.
Fig. 11. ROC curve of Set2 about six classifiers.

Fig. 12. ROC curve of Set3 about six classifiers.

To evaluate the performance of different methods for ubiquitination sites prediction, the ROC is used as the performance criterion. If the ROC curve of one classifier is entirely enveloped by the curve of another classifier, the latter has better prediction performance than the former. As can be seen from Fig. 10, for the dataset Set1, the ROC curve of LibD3C and RF includes ROC curves corresponding to the classifiers NB, KNN, AdaBoost, and SVM. The AUC values of LibD3C and RF are 28.39% higher than NB. As can be seen from Fig. 11, the Set2 which uses the SVM classifier model has better robustness, and its ROC completely encapsulates the ROC curve corresponding to the classifiers NB, KNN, LibD3C, AdaBoost, and RF. The ROC curves of
AdaBoost and RF coincide, indicates that the predictive performance of the two classifiers is similar. The AUC value of the SVM is 4.62% and 4.66% higher than AdaBoost and RF, respectively. As can be seen from Fig. 12, we select the SVM classifier build model in Set3 which has the best robustness. The AUC value of the ROC curve reaches 0.8481 which is significantly higher than the other five methods, whose AUC value is 18.48% higher than KNN.

We select the best classifier according to five-fold cross-validation on Set1, Set2, and Set3 dataset. For the three datasets, the K-nearest neighbor classifier is simple and effective, but the amount of calculation is relatively large, and the prediction performance is not stable. There are few parameters needed to estimate the Naïve Bayes algorithm, but the assumption of independence between attributes is often not established, and there is still room for improvement. As an ensemble classifier, LibD3C improves prediction performance to some extent. Both AdaBoost and random forest are tree-based ensemble classifiers, so the prediction performance of the two classifiers is not much different. There is still a gap compared to the model of the support vector machine classifier. The computational complexity of the support vector machine depends on the number of support vectors, rather than the dimensions of the sample space. In a sense, it avoids "dimensional disasters," seizes essential samples, eliminates a large number of redundant samples, and is superior to the other five classifiers. Considering comprehensively, the radial basis support vector machine is chosen as the best classifier to predict the protein ubiquitination sites in this paper.

3.6. Comparison with other methods

To more objectively evaluate the predictive performance of the learning model established in this paper, five-fold cross-validation is employed in the same datasets Set1, Set2, and Set3. We compare the proposed method UbiSitePred with Cai et al. [20] which contains the Efficient Bayesian Multivariate Classifier (EBMC), Naïve Bayes (NB), Feature Selection NB (FSNB), Model Averaged NB (MANB), Support Vector Machine (SVM), Logistic Regression (LR), Least Absolute Shrinkage and Selection Operator (LASSO). The AUC values are shown in Table 9 and Fig. 13.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>UbiSitePred</th>
<th>EBMC</th>
<th>NB</th>
<th>FSNB</th>
<th>MANB</th>
<th>SVM</th>
<th>LR</th>
<th>LASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>0.9998</td>
<td>0.6714</td>
<td>0.5289</td>
<td>0.5613</td>
<td>0.5545</td>
<td>0.6597</td>
<td>0.7244</td>
<td>0.6933</td>
</tr>
<tr>
<td>Set2</td>
<td>0.8887</td>
<td>0.6467</td>
<td>0.5330</td>
<td>0.5582</td>
<td>0.5502</td>
<td>0.6039</td>
<td>0.6140</td>
<td>0.6041</td>
</tr>
<tr>
<td>Set3</td>
<td>0.8481</td>
<td>0.6667</td>
<td>0.5141</td>
<td>0.5633</td>
<td>0.5192</td>
<td>0.6102</td>
<td>0.6476</td>
<td>0.6129</td>
</tr>
</tbody>
</table>
From Table 9, we can see that for the dataset Set1, the AUC value of the prediction model UbiSitePred proposed by us is 0.9998, which is higher than the AUC value of other methods. The AUC value of LR method is 0.7244, and the AUC value of the NB method is 0.5289. It can be seen that for the dataset Set1, the model UbiSitePred achieves better prediction performance, which is 27.54%-47.09% higher than the AUC of other methods. For the dataset Set2, the AUC value of UbiSitePred, EBMC, and NB is 0.8887, 0.6467 and 0.5330, respectively. It can be seen that for the dataset Set2, the model UbiSitePred achieves a better prediction performance, which is 24.20%-35.57% higher than the AUC of other methods. For the dataset Set3, the AUC value is 0.8481 of the prediction model UbiSitePred proposed by us, which is significantly higher than the AUC value of other methods in Set3. The AUC value is 0.6667 in the EBMC method, and the AUC value corresponding to the NB method is 0.5141. It can be seen that for the dataset Set3, the model UbiSitePred achieves better prediction performance, and the AUC is 18.14%-33.4% higher than Cai et al.[20].

From Fig. 13 for the datasets Set1, Set2, and Set3, it can be seen intuitively that Cai proposed seven methods for predicting ubiquitination sites of proteins, the AUC values of these methods ranged from 0.51 to 0.73. However, the UbiSitePred and AUC values of the prediction model established in this paper are all higher than 0.8, which is better than the other 7 methods. The AUC value is significantly improved, and satisfactory prediction results are obtained.

4. Conclusion

Protein is an important supporter of human physiological activity and physiological function, and protein post-translational modification plays a significant role in the cell's life activities. The study of PTM can help reveal the function oristel and the laws of cell activity such as growth and development, metabolism, signal transduction, differentiation, and apoptosis. Ubiquitination is
very important in a variety of cellular life activities. Using machine learning methods to identify ubiquitination sites is of great significance for the further understanding of the life activities of cells. In this paper, UbiSitePred for protein ubiquitination site prediction is proposed. For the Set1, Set2, and Set3, BE can intuitively acquire the type and positional features of amino acid residues around the ubiquitination and non-ubiquitination sites of lysine, PseAAC fuses the sequence information of amino acids with the physicochemical information of amino acids, CKSAAP takes into account the compositional information of the amino acid pairs, and PSPM extracts the positional features from protein sequence. To improve the performance of ubiquitination sites prediction model, we select the optimal parameters of PseAAC, CKSAAP, and PSPM by five-fold cross-validation. Then, by fusing the four coding feature methods to obtain the feature set All. The LASSO significantly removes redundancy and noise information and effectively retains important feature information for identifying ubiquitination sites. Support vector machine shows good performance in solving non-linear problems and effectively avoid overfitting. Five-fold cross-validation shows the AUC values of Set1, Set2 and Set3 reached 0.9998, 0.8887 and 0.8481, respectively. Compared with other methods, the prediction results of UbiSitePred proposed in this paper are higher than other methods, which indicate that UbiSitePred not only can effectively predict ubiquitination sites, but also it can provide new ideas for the construction of other post-translational modification sites prediction tools for proteins.

As pointed out in [138], user-friendly and publicly accessible web-servers represent the future direction for reporting various important computational analyses and findings [10, 12, 74, 139-142]. They have significantly enhanced the impacts of computational biology on medical science [143], driving medical science into an unprecedented revolution [97]. In our future work, we shall strive to establish a web-server for the new method presented in this paper.
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Highlights

• A new method (Ubi-SVM) to predict the ubiquitination sites.
• Fusing BE, CKSAAP and PSPM methods to extract protein sequence features information.
• LASSO method can effectively remove redundant information in the protein sequences.
• We investigate the effect of the five different classifiers on the results.
• The proposed method increases the prediction performance over several methods.