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Does category representation change in the course of development? And if so, how and why? The current study attempted to answer these questions by examining category learning and category representation. In Experiment 1, 4-year-olds, 6-year-olds, and adults were trained with either a classification task or an inference task and their categorization performance and memory for items were tested. Adults and 6-year-olds exhibited an important asymmetry: they relied on a single deterministic feature during classification training, but not during inference training. In contrast, regardless of the training condition, 4-year-olds relied on multiple probabilistic features. In Experiment 2, 4-year-olds were presented with classification training and their attention was explicitly directed to the deterministic feature. Under this condition, their categorization performance was similar to that of older participants in Experiment 1, yet their memory performance pointed to a similarity-based representation, which was similar to that of 4-year-olds in Experiment 1. These results are discussed in relation to theories of categorization and the role of selective attention in the development of category learning.
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The ability to form categories, or equivalence classes, of discriminable entities is a central component of human cognition: Categorization enables abstract thought and promotes expansion of knowledge to novel situations. For example, having learned that a person’s heart has four chambers, one may expect other humans (and perhaps great apes) to have similar hearts. It has been well established that at least a rudimentary ability to form categories appears in early infancy (Eimas & Quinn, 1994; Oakes, Madole, & Cohen, 1991) and is manifested in a variety of species (Lazareva, Freiburger, & Wasserman, 2004; Smith et al., 2012). There is also evidence of remarkable development in the ability to form categories (e.g., Kloos & Sloutsky, 2008; Smith, 1989; see also Sloutsky, 2010, for a review). It is hardly controversial that adults can acquire exceedingly abstract categories, whereas there is little evidence that infants or even young children (i.e., children younger than 6 years of age) can acquire categories of similar levels of abstraction. Although many agree that categorization does develop, there is less agreement as to what changes and why.

Possible answers to the what question range from (a) profound qualitative (often stage-like) changes in category representations, such as theory change (e.g., Carey, 1999; Inagaki & Hatano, 2002) or characteristic-to-defining shift (Keil, 1992; Keil & Batterman, 1984) to (b) relatively continuous representational change (e.g., Eimas, 1994). According to the shift view, immature representations are replaced by more mature representations, whereas according to the continuity view, the development consists of enrichment rather than replacement of immature representations.

Possible answers to the why question range from the acquisition of domain-specific (or even concept-specific) knowledge (e.g., Carey, 1999; Inagaki & Hatano, 2002; Keil & Batterman, 1984; Keil, 1992) to more domain-general explanations, such the development of selective attention enabling people to focus on relevant information (e.g., Sloutsky, 2010; Smith, 1989). In the former case, development is a function of knowledge acquisition: novices start with more characteristic representations, but shift to defining representations as more knowledge is acquired. In the latter case, development involves changes in basic cognitive processes.

The goal of present research is to better understand what changes in the course of development and why. In an attempt to answer these questions, we start with evidence that in adults representation of the same category structure may depend on the way the category is learned (Hoffman & Rehder, 2010; Love, Medin, & Gureckis, 2004; Sakamoto & Love, 2010; Yamauchi, Love, & Markman, 2002; see also Markman & Ross, 2003, for a review). Specifically, if they learn the category by classification (i.e., by predicting a label of each item) they tend to represent the structure in a more rule-based (or defining feature based) manner. At the same time, if they learn the category by inference (i.e., by predicting a missing feature of each item) they tend to represent the category in a more similarity-based (or characteristic features based) manner. Therefore, developmental change may not occur in a shift-like manner, with immature representations being replaced by more mature representations. Instead, the development may consist of acquiring the ability to form rule-based representations, and forming different category representations under different task conditions.
In addition, there is evidence that effects of the learning task or learning regime (i.e., learning by classification vs. learning by inference) on category representation stem from a domain general process—the way attention is allocated in the course of category learning (e.g., Hoffman & Rehder, 2010). Therefore, examining how these effects of learning regime on category representation emerge in the course of development may provide some answers pertaining to the mechanism of developmental change.

Effects of Learning Regime on Category Representation

The learning regime most frequently used in the lab studies is classification learning. In classification learning, participants learn a category by predicting the label of a given item on the basis of presented features: on each trial, a participant is presented with an item and has to predict how the item is labeled. In the case of learning two categories, A and B, the participant predicts whether the item is labeled A or B.

However, the ways people learn categories are not limited to classification learning. For example, in inference learning participants have to infer a missing feature on the basis of category label and other presented features. On each trial an item is presented and labeled, but one of the features is not revealed to the participant. The participant has to predict whether the nonrevealed feature comes from features of Category A or Category B.

There are two lines of evidence that for adults classification and inference learning are not equivalent and these learning regimes may result in different representations of the same category. First, in order for classification and inference learning to be equivalent and result in equivalent representations, labels have to be equivalent to other features (see Markman & Ross, 2003; Yamauchi & Markman, 1998, for extensive arguments). This is because classification requires one to predict the category label when features are given, whereas inference requires one to predict a feature, when the label and the rest of the features are given. However, there is much evidence stemming from classification/inference judgment tasks (these tasks do not involve learning) that, at least for adults, labels are not equivalent to features (Yamauchi & Markman, 2000; see also Markman & Ross, 2003, for a review).

Another source of evidence of representational differences between classification and inference learning pertains to differences in allocating attention under these two learning regimes (Hoffman & Rehder, 2010). Note that most theories of categorization agree that adult category learning results in increased attention to the dimension(s) that separate the studied categories. For example, learning of two categories, such as squirrels versus chipmunks, may result in attention shifting to stripes (which is a diagnostic feature) and away from the tail (which is not diagnostic).

This attentional selectivity has consequences: While learning to attend to the diagnostic dimension (i.e., presence or absence of stripes), participants also learn to ignore nondiagnostic dimensions—the phenomenon known as learned inattention (see Hoffman & Rehder, 2010, for a review). If after learning the two categories, a learner embarks on a new categorization task—differentiating between squirrels and hamsters—the tail that was nondiagnostic for previous learning becomes diagnostic for current learning. In other words, as a result of allocating attention selectively in the first task, participants may have difficulty shifting attention to a previously ignored dimension.

Using a combination of behavioral and eye tracking methodology, Hoffman and Rehder (2010) found profound differences between classification and inferences learning. Whereas classification learners optimized attention (i.e., shifted attention to the category-relevant or diagnostic dimension) in Phase 1 and exhibited learned inattention in Phase 2, neither optimization nor learned inattention was the case for inference learners. It was concluded that, in contrast to classification learners who attend selectively, trying to extract the diagnostic dimension, inference learners attend diffusely, trying to learn multiple dimensions and the ways these dimensions interrelate. These findings suggest that classification and inference learning lead to differences in allocation of attention and subsequently to differences in category representation. In classification learning, participants are likely to extract the most diagnostic (or rule) feature, whereas in inference learning they are more likely to extract within-category similarity.

Classification Versus Inference Learning: Do Representational Differences Emerge in the Course of Development?

Although adults exhibit these representational differences, there are two sources of evidence suggesting that these differences are a product of development rather than a developmental starting point: (a) developmental differences in how labels are treated, and (b) developmental differences in selective attention. First, there is a growing body of developmental work suggesting that, in contrast to the findings with adults, early in development labels may function as features. For example, it has been demonstrated that early in development, labels contribute to similarity of compared entities and the contribution is quantitative, feature-like (Napolitano & Sloutsky, 2004; Robinson & Sloutsky, 2004, 2007; Sloutsky & Fisher, 2004, 2012; Sloutsky & Lo, 1999; but see Waxman & Gelman, 2009 for a review of literature disputing the label-as feature view).

Additional evidence suggesting that early in development labels may function as features stems from more recent work by Deng and Sloutsky (2012, 2013). These researchers adapted a variant of Yamauchi and Markman’s (2000) paradigm to 4- to 5-year-olds children. It was found that, in contrast to adults, young children treat labels no differently than other features.

The second source of evidence pertains to developmental differences in selective attention. More generally, children younger than 5 years of age often have difficulty focusing on a single relevant dimension, while ignoring multiple distracting dimensions (see, Hanania & Smith, 2010; Plude, Enns, & Brodeur, 1994, for reviews; see also Rabi & Minda, 2014, for recent category learning findings).

There is also more specific evidence that when learning categories by classification, adults and young children allocate attention differently (Best, Yim, & Sloutsky, 2013; Robinson, Best, & Sloutsky, 2011). As discussed above, adults tend to optimize attention by shifting it to the most diagnostic feature (or features) that separates the categories. In contrast, infants and young children tend to learn categories while attending diffusely and extracting within-category statistics.
Therefore, if young children achieve learning by distributing rather than optimizing attention, then they should not optimize attention in classification learning and thus form similar representations and exhibit symmetrical performance in classification and inference learning. As we discuss in the next section, these findings offer answers to the why question, pointing to a possible mechanism of developmental change.

The Emergence of Representational Differences and Possible Mechanisms of Change

As discussed above, there is evidence that (a) early in development labels may function as features, and (b) infants and young children tend to distribute rather than optimize attention. This evidence suggests that, in contrast to adults, early in development classification and inference learning are equivalent and may result in a similar representation of the learned category. These considerations lead to a number of important hypotheses.

Because early in development classification and inference learning could be equivalent, young children in both learning regimes should (a) exhibit a similar pattern of diffused attention, and (b) form similar representations (based on multiple within-category features). In contrast, for adults (for whom classification and inference learning are not equivalent), representations formed in the course of classification learning would differ from those formed in the course of inference learning. Specifically, adults may optimize attention and extract deterministic features when learning by classification and they may attend diffusely and extract multiple within-category features when learning by inference.

Present Study

The reported study consisted of two experiments. Experiment 1 was designed to examine the developmental differences in category representation in classification and inference learning, whereas Experiment 2 attempted to further examine the mechanisms of developmental change. The basic task of Experiment 1 consisted of three phases: instructions, training, and testing. During training, participants (4-year-olds, 6-year-olds, and adults) had to predict either the category of a given item (in classification training) or a feature that the item had (in inference training) and they were provided with corrective feedback. There were two family resemblance categories, with each training item including a single deterministic feature D (which perfectly distinguished between the two categories) and multiple probabilistic features P (with each providing imperfect probabilistic information about category membership).

Participants were then tested on how they categorized items and represented categories. The testing phase (which was identical for the two training conditions) was administered immediately after the training phase and no feedback was provided during testing.

Testing consisted of categorization and recognition tasks. On categorization trials participants were asked to determine which category the item was more likely to belong to, whereas on recognition trials they were asked whether or not each item was represented in training. The goal of categorization trials was to determine which features participants rely on in their decisions. The goal of recognition trials was to determine what participants remember from training, which may shed light on how they allocate attention during training. In addition, memory for features may be informative with respect to how this feature is used in category representation: greater memory for a given feature makes it more likely that this feature is included in category representation.

Based on the considerations reviewed above, it was predicted that because 4-year-olds do not optimize attention, their categorization performance and recognition memory should be symmetrical across the training conditions. In both conditions, participants should rely on multiple probabilistic features rather than on a single deterministic feature.

In contrast, adults who were shown to optimize attention in classification, but not in inference training, should exhibit asymmetry. They should rely on the D feature in classification, but not in inference training. In addition, they should remember D features better than P features in classification, but not in inference training. Six-year-olds were included to provide a more detailed account of the developmental transition. In particular, these participants are older than those who typically exhibit difficulty focusing on a single relevant dimension in the presence of distracting dimensions (see, Hanania & Smith, 2010; Piade et al., 1994). Therefore, children of this age may have the capacity to rely on a single feature, which may transpire in the current study.

The goal of Experiment 2 was to test the proposed attentional account of the development of categorization learning. In particular, we attempted to exogenously direct attention of 4-year-olds to D features in order to elicit changes in their categorization performance and category representation. If our attentional manipulation is successful in affecting 4-year-olds’ categorization performance (and category representation), this finding would link the development of categorization with the development of selective attention.

Experiment 1

Method

Participants. The sample consisted of 40 adults (19 women), 40 4-year-old children ($M = 54.5$ months, range 47.5–60.1 month; 19 girls), and 40 6-year-old children ($M = 71.5$ months, range 66.1–78.3 months; 15 girls). There were two between-subjects conditions (classification and inference training), with 20 participants of each age group per condition. Data from one additional adult were excluded from analyses because of extremely poor performance in training. Data from two additional 4-year-olds and one additional 6-year-old were also excluded from analyses because of the experiment being disrupted by school activities.

Adults were The Ohio State University undergraduate students participating for course credit and they were tested in a quiet room in the laboratory on campus. Child participants were recruited from childcare centers and preschools, located in middle-class suburbs of Columbus, Ohio, and were tested by a female experimenter in a quiet room in their childcare center or preschool.

Materials. Materials were similar to those used previously by Deng and Sloutsky (2012, 2013) and consisted of colorful drawings of artificial creatures. These creatures were accompanied by the novel labels *flurp* (Category F) and *jalet* (Category J). These categories had two prototypes (F0 and J0, respectively) that were
distinct in the color and shape of seven of their features: head, body, hands, feet, antennae, tail, and a body mark (see Figure 1).

As shown in Table 1, most of the features were probabilistic and they jointly reflected the overall similarity among the exemplars (we refer to them as the P features or as overall appearance), whereas one feature was deterministic and it perfectly separated the two categories (we refer to as the D feature or as a category-inclusion rule). The body mark (introduced as a body button) was the deterministic feature: all members of Category F had a raindrop-shaped button with the value of 1, whereas all members of Category J had cross-shaped button with the value of 0. All the other features—the head, body, hands, feet, antennae, and tail—varied within each category, thus constituting the probabilistic features.

As shown in Table 1, some of the items were used in training and some in testing. The training stimuli consisted of high-match items (i.e., $P_{\text{flurp}} D_{\text{flurp}}$ and $P_{\text{jalet}} D_{\text{jalet}}$). These items had the deterministic feature (D) and four probabilistic features (P) consistent with a given prototype; two other probabilistic features were consistent with the opposite prototype.

The testing stimuli consisted of high-match items (i.e., $P_{\text{flurp}} D_{\text{flurp}}$ and $P_{\text{jalet}} D_{\text{jalet}}$), Switch (or critical) items (i.e., $P_{\text{jalet}} D_{\text{flurp}}$ and $P_{\text{flurp}} D_{\text{jalet}}$), and three additional item types. High-match items were the items presented during training and they were highly similar to the prototypes of respective categories. Switch items had the D features of one category and most P features of another category, which made these items somewhat analogous to the real life categories of whales or dolphins (these have defining features of mammals, but the majority of observable features of fish). The three additional item types included: (a) new-D items (i.e., $P_{\text{flurp}} D_{\text{new}}$ and $P_{\text{jalet}} D_{\text{new}}$), which had probabilistic features of the studied categories and a novel feature replacing the deterministic feature; (b) one-new-P items (i.e., $P_{\text{new}} D_{\text{flurp}}$ and $P_{\text{new}} D_{\text{jalet}}$), which had all features of the studied categories but a novel feature replacing one probabilistic feature; and (c) all-new-P items (i.e., $P_{\text{all-new}} D_{\text{flurp}}$ and $P_{\text{all-new}} D_{\text{jalet}}$), which had the deterministic features from the studied categories and all new features replacing the studied probabilistic features.

The high-match items were used to examine how well the participants learned the categories and to assess their recognition accuracy on the old items. The switch items had most of the P features from one category and the D feature from another, thus allowing determining whether participants in their categorization decisions relied on the overall similarity (i.e., P features) or on the deterministic rule (i.e., D feature).

The new-D items were used to assess whether participants could rely in their categorization on old P features when the old D feature was not available. These items were also used to examine whether participants encoded the deterministic feature, in which case they should judge these items as new during the memory test.

The one-new-P items were used to assess whether participants could categorize items when one P feature was new. These items were also used to examine whether participants encoded all individual P features, in which case they should judge these items as new during memory test.

And finally, the all-new-P items were used to assess whether participants could perform rule-based categorization (i.e., rely on the old D feature when none of the old P features was available). In addition, these items were used to assess participants’ overall memory accuracy for probabilistic features: if they encoded at least one such feature, they should judge these items as new. Table 1 presents an example of category structure with P and D being combined to create five types of stimuli, and Figure 1 shows examples of each kind of stimulus.

**Design and procedure.** The experiment consisted of instructions, training, and testing (see Figure 2). Training was a between-

<table>
<thead>
<tr>
<th>Category</th>
<th>Prototype</th>
<th>High-Match</th>
<th>Switch item</th>
<th>New-D</th>
<th>One-new-P</th>
<th>All-new-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flurp</td>
<td>F0</td>
<td>$P_{\text{flurp}} D_{\text{flurp}}$</td>
<td>$P_{\text{jalet}} D_{\text{flurp}}$</td>
<td>$P_{\text{flurp}} D_{\text{new}}$</td>
<td>$P_{\text{new}} D_{\text{flurp}}$</td>
<td>$P_{\text{all-new}} D_{\text{flurp}}$</td>
</tr>
<tr>
<td>Jalet</td>
<td>J0</td>
<td>$P_{\text{jalet}} D_{\text{jalet}}$</td>
<td>$P_{\text{jalet}} D_{\text{new}}$</td>
<td>$P_{\text{new}} D_{\text{jalet}}$</td>
<td>$P_{\text{all-new}} D_{\text{jalet}}$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Examples of stimuli used in this study. Each row depicts items within a category, whereas each column identified an item role (e.g., switch item) and item type (e.g., $P_{\text{jalet}} D_{\text{flurp}}$). The high-match items were used in training and testing. The switch items, new-D, one-new-P, and all-new-P items were used only in testing. Neither prototype was shown in training or testing. Note that Figures 1–2 were presented to participants in color. See the online article for the color version of this figure.
subjects factor, with participants being presented with either classification or inference training. Instructions and testing were identical for both training conditions.

The procedures were similar for both adults and children and for all age groups the experiment was presented on the computer and controlled by E-prime software (Version 2.0; Schneider, Eschman, & Zuccolotto, 2002). There were minor differences between children’s and adults’ procedures pertaining to the way the instructions were presented, the questions were asked, and the responses were recorded. Adults read the instructions and questions on the computer screen and pressed the keyboard to make responses, whereas for children, a trained experimenter presented instructions and the questions verbally and recorded children’s responses by pressing the keyboard. The experiment took approximately 10 min for adults and approximately 15 min for children. Most children and adults finished the experiment and, as evidenced by children’s high recognition accuracy (see below), their response patterns do not indicate a learning process.

Instructions and training. In both training conditions, information about P and D features was explicitly given to participants before training. They were told that all flurps (or jalets) had a raindrop-shaped (or a cross-shaped) button and most of the flurps’ (or jalets’) features (at this point, the deterministic and probabilistic features were presented, one at a time). This information was repeated in the corrective feedback on each trial during training using the following script: This one looks like a flurp (or a jalet) and it has the flurp’s (or the jalet’s) button. Testing was not mentioned during the training phase. Participants were randomly assigned to one of the two training conditions.

The classification and inference training differed in the type of dimensions participants were asked to predict. In classification training, participants predicted the category label of each item given information about all other features. In Inference training, participants were asked to determine (a) which category the creature was more likely to belong to, and (b) whether each creature was old (i.e., exactly the one presented during the training phase) or new. As we explain in the results section, the ways participants categorize and remember different item types provide critical information about what they attend to during category learning and thus which features are likely to be represented.

Each trial included a categorization and recognition question and the order of the questions was counterbalanced between participants and the order of the 40 test items was randomized across participants. All recognition questions referred to the first part of the game (i.e., the training phase), with participants being asked whether an item in question was presented during the first part of the game or was a new item. No feedback was provided during testing.

For categorization testing, the primary analyses focused on the proportion of responses in accordance with the D feature (i.e., rule-based responses). For recognition memory, the primary analyses focused on the difference between the proportion of hits (i.e., correctly identifying the high-match items that were presented during training as old) and false alarms (i.e., erroneously identifying other item types that were not presented during training as old).

If classification and inference learning result in different patterns of attention and in different category representations, then categorization and recognition performance should differ between the classification and inference training conditions. In particular, participants should rely on the deterministic feature when categorizing items in the classification condition, while relying on multiple probabilistic features in the Inference condition. They should also remember the D feature better than P features in the classification condition, but not in the inference condition. However, if classification and inference training elicit similar patterns of atten-

Table 1

<table>
<thead>
<tr>
<th>Category F</th>
<th>Category J</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Head</strong></td>
<td><strong>Head</strong></td>
</tr>
<tr>
<td><strong>Body</strong></td>
<td><strong>Body</strong></td>
</tr>
<tr>
<td><strong>Hands</strong></td>
<td><strong>Hands</strong></td>
</tr>
<tr>
<td><strong>Feet</strong></td>
<td><strong>Feet</strong></td>
</tr>
<tr>
<td><strong>Antenna</strong></td>
<td><strong>Antenna</strong></td>
</tr>
<tr>
<td><strong>Tail</strong></td>
<td><strong>Tail</strong></td>
</tr>
<tr>
<td><strong>Button</strong></td>
<td><strong>Button</strong></td>
</tr>
</tbody>
</table>

Note. The value 1 = any of seven dimensions identical to Category F (flurp, see Figure 1). The value 0 = any of seven dimensions identical to Category J (jalet, see Figure 1). The value N = new feature which is not presented during training. P = probabilistic feature; D = deterministic feature. F0 is the prototype of Category F and J0 is the prototype of Category J. Items in the first row (i.e., F0 and J0) are prototypes and they were not used in either training or testing. Variants of items in the second row are High-Match items and they were used in both training and testing. Variants of all other item types were used only in testing.
tion and result in similar representations, participants should exhibit symmetric patterns of categorization and recognition performance in the two training conditions.

Based on previous results (e.g., Hoffman & Rehder, 2010; see also Markman & Ross, 2003, for a review), we expected adults to exhibit representational asymmetry between classification and inference training, which should transpire in both categorization and recognition performance. In particular, in the classification condition adults should extract the most diagnostic (or rule) feature, whereas in the inference condition they should extract within-

Figure 2. Overview of the procedure. In Experiment 1, the phases progressed from A to C. Half of the participants were presented with classification training in Phase B, whereas the other half were presented with inference training in Phase B. The procedure of Experiment 2 was the same, except that (a) participants were given instructions and feedback during training focusing their attention on D features, and (b) there was only classification training condition. A. Adults; B. 6-year-olds; C. 4-year-olds. See the online article for the color version of this figure.
category information (i.e., the overall similarity). At the same time, given the reviewed above evidence of diffused attention in younger children, we expected them to exhibit representational symmetry between the two training regimes. As a result, in both conditions, 4-year-olds should categorize on the basis of multiple features and should remember multiple features.

Results and Discussion

Analyses below focused on performance during training and testing. Note that testing performance is of primary importance because, in contrast to the training phase, all participants were presented with the same task.

**Training phase.** One adult in the Inference training was two standard deviations below the mean of accuracy in the last 10 training trials and data from this participant were excluded from the following analyzes. Training data aggregated into three 10-trial blocks across age groups and training conditions are presented in Table 2.

Overall, children and adults exhibited high training accuracy in the last 10 training trials in the classification training condition: 77.5% in 4-year-olds (above chance, \( p < .001 \)), 94.5% in 6-year-olds (above chance, \( p < .001 \)), and 96.5% in adults (above chance, \( p < .001 \)). Performance was somewhat lower in the Inference training condition: 71.0% in 4-year-olds (above chance, \( p < .001 \)), 72.5% in 6-year-olds (above chance, \( p < .001 \)), and 88.5% in adults (above chance, \( p < .001 \)).

A 2 (Training Type: Classification vs. Inference) × 3 (Age Group: 4-year-olds vs. 6-year-olds vs. Adults) between-subjects ANOVA revealed a main effect of condition, \( F(1, 114) = 16.27, \text{MSE} = 0.33, p < .001, \eta^2 = 0.222 \), with adults being the most accurate whereas the 4-year-olds were the least accurate. There was also a main effect of condition, \( F(1, 114) = 21.70, \text{MSE} = 0.44, p < .001, \eta^2 = 0.160 \), with all age groups being less accurate in the inference training condition. Inference training was more difficult for both children and adults: In classification training they needed to remember the assignment of only two possible labels to two categories, whereas in Inference training, they had to remember the assignment of 12 possible features to two categories. Given these differences in difficulty, the differences between the training conditions are not surprising. In addition, inference training did not test category learning (just the participants’ ability to infer the feature in question), and, as we demonstrate in the section on testing, in both training conditions participants learned categories well. Age differences are potentially informative and we return to this issue after the analyses of the testing phase.

**Testing phase: Categorization.** Categorization performance of each age group is presented in Figure 3 and Table 3. Preliminary analyses focused on the ability to correctly categorize trained high-match items (\( P_{\text{new}}D_{\text{new}} \) and \( P_{\text{old}}D_{\text{new}} \)), which was indicative of how well participants learned the categories (see Figure 3).

Across the training conditions, participants accurately categorized these test items (Adults: 96.3% in classification and 75.6% in inference, above chance, \( p < .001 \); 6-year-olds: 90.0% in classification and 73.8% in inference, above chance, \( p < .001 \); and 4-year-olds: 86.9% in classification and 75.6% in inference, above chance, \( p < .001 \)). A 3 (Age Group: 4-year-olds vs. 6-year-olds vs. Adults) × 2 (Training Condition: Classification vs. Inference) between-subjects ANOVA revealed a significant main effect of training condition, \( F(1, 114) = 17.71, \text{MSE} = 0.77, p < .001, \eta^2 = 0.134 \), with no main effect of age or an interaction, both \( ps > .554 \). Therefore, participants of all age groups learned both categories well, exhibiting somewhat better learning in classification training.

The second set of preliminary analyses focused on the ability to rely on familiar (i.e., seen during training) features when categorizing new-D, one-new-P, and all-new-P items. The mean proportions of reliance on old features when categorizing these items are presented in Table 3. High proportion of correct responses on all-new-P items indicates that the participant relies on old D features and generalizes broadly. High proportion of correct responses on new-D items indicates that the participant can categorize items on the basis of old P features, even when the D feature is new. And finally, high proportion of correct responses on one-new-P indicates that the participant can tolerate small distortion in the category prototype when categorizing items.

Data in Table 3 were analyzed with a 3 (Trial Type: new-D vs. one-new-P vs. all-new-P) × 3 (Age Group: 4-year-olds vs. 6-year-olds vs. Adults) × 2 (Training Condition: Classification vs. Inference) mixed ANOVA. There was a significant three-way interaction, \( F(4, 228) = 3.49, \text{MSE} = 0.10, p = .009, \eta^2 = 0.058 \). We broke down the interaction by conducting a mixed ANOVA on trial type and training condition for each age group.

For 4-year-olds, there was only a significant main effect of trial type, \( F(2, 76) = 32.75, \text{MSE} = 0.66, p < .001, \eta^2 = 0.463 \): regardless of the training condition categorization performance on new-D and one-new-P items was above chance (\( ps < .001 \)) and at chance on all-new-P items (\( ps > .413 \)). Recall that all-new-P items had the studied D features and all new P features, which revealed the inability of 4-year-olds to rely exclusively on a single deterministic feature. At the same time, 4-year-olds successfully relied

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Age group</th>
<th>Training type</th>
<th>Trials 1–10</th>
<th>Trials 11–20</th>
<th>Trials 21–30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>Adults</td>
<td>Classification</td>
<td>0.91 (0.11)</td>
<td>0.93 (0.12)</td>
<td>0.97 (0.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.85 (0.16)</td>
<td>0.84 (0.18)</td>
<td>0.89 (0.13)</td>
</tr>
<tr>
<td></td>
<td>6-year-olds</td>
<td>Classification</td>
<td>0.85 (0.14)</td>
<td>0.91 (0.18)</td>
<td>0.95 (0.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.60 (0.17)</td>
<td>0.67 (0.18)</td>
<td>0.73 (0.17)</td>
</tr>
<tr>
<td></td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.62 (0.17)</td>
<td>0.70 (0.20)</td>
<td>0.78 (0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.54 (0.13)</td>
<td>0.61 (0.17)</td>
<td>0.71 (0.13)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.73 (0.19)</td>
<td>0.85 (0.17)</td>
<td>0.89 (0.12)</td>
</tr>
</tbody>
</table>
on multiple features that were either all probabilistic (as in new-D items) or a combination of probabilistic and deterministic (as in one-new-P items).

For adults, there was a significant trial type by training condition interaction, $F(2, 76) = 3.80, MSE = 0.12, p = .027, \eta^2 = 0.091$. Specifically, adults were able to correctly categorize all three types of items regardless of the training condition (above chance, $p < .001$), but they exhibited better performance on all-new-P items (reliance on D features) in classification condition than inference condition ($p = .042$, Bonferroni adjusted).

For 6-year-olds (similar to adults) there was a significant interaction, $F(2, 76) = 8.43, MSE = 0.32, p < .001, \eta^2 = 0.182$. Specifically, they ably relied on old features when categorizing one-new-P (these had old D and most of old P features) and all-new-P items (these had only old D features) in the classification condition, $p < .001$. In contrast, in the inference condition they could correctly categorize only one-new-P items, $p = .002$. Therefore, 6-year-olds’ performance was more similar to adults in the classification condition, but more similar to 4-year-olds in the inference condition, which suggests that this is a transitional group.

Overall, adults could rely on either old D features (when presented with all-new-P items) or old P features (when presented with new-D items), with somewhat higher reliance on old D features in the classification condition. Four-year-olds, regardless of the condition, relied on multiple features, but failed to rely on a single D feature. Finally, 6-year-olds could rely on the old D feature only in classification, but not in inference condition. These results point to the predicted asymmetry in adults: although adults could rely on either feature type, they were more likely to rely on a single D feature in classification than in inference training. In contrast, 4-year-olds exhibited symmetric performance relying on multiple features regardless of the training condition. At the same time, 6-year-olds appear to be a transitional group.

The primary analyses focused on comparison of categorization of the switch items (i.e., $P_{\text{jalet}}D_{\text{flurp}}$ and $P_{\text{jalet}}D_{\text{flurp}}$) across the training conditions (see Figure 3). These data were analyzed with a 3 (Age Group: 4-year-olds vs. 6-year-olds vs. Adults) × 2 (Training Condition: Classification vs. Inference) between-subjects ANOVA. As predicted, there was a significant Training Condition × Age Group interaction, $F(2, 114) = 4.50, MSE = 0.27, p = .013, \eta^2 = 0.073$. Specifically, adults and 6-year-olds exhibited asymmetry between classification and inference training by relying on the D features following classification training (above chance, both $p < .001$, both $d_s > 1.03$), but not inference training, both $p > .079$. In contrast, 4-year-olds exhibited symmetry relying on P features in both conditions, both $p < .001$, both $d_s > 1.03$, with no difference between the training conditions, $p = .465$.

The asymmetry between classification and inference training in adults is consistent with previous evidence (Hoffman & Rehder, 2010; Yamauchi & Markman, 1998) suggesting differences in representations formed as a result of classification and inference training. Similar to previous findings, adults tended to process and represent categorical information differently, with classification learners being more likely than inference learners to focus on the D feature, which separated the two categories. At the same time, regardless of the training condition, 4-year-olds relied on the P features. The symmetric performance in 4-year-olds is a novel finding suggesting that unlike adults and 6-year-olds, they formed similarity-based representation of categories in both conditions.

However, although categorization performance points to differences in representation, this evidence is suggestive because categorization performance may not distinguish between the representation and decision processes. For example, participants could represent all the features equivalently, but put different decision weights on some features over others. Alternatively, they could represent only some features, but not the others (see Kloos & Sloutsky, 2008, for a discussion of these issues). These issues...
were above 0.53, which was greater than the chance level of 0. As shown in the table, responses on different item types are presented in Table 4 (old in response to a high-match item is a hit, whereas in response to the other items types it is a false alarm). As shown in the table, participants readily distinguished the studied high-match items from all-new-P items (all differences between hits and false alarms were above 0.53, which was greater than the chance level of 0, ps < .001). Memory accuracy for the category-inclusion rule (i.e., D feature) and for the overall appearance (i.e., P features) was compared for each age group. Memory accuracy for the rule was obtained by subtracting false alarms on new-D items from hits on high-match items and memory accuracy for appearance features was obtained by subtracting false alarms on one-new-P items from hits on high-match items. The main results are presented in Figure 4 and in the figure indicate that memory accuracy for D and P features was above chance level of 0 for all age groups, ps < .001.

To determine effects of training condition on representation of D and P features, data in Figure 4 were submitted to a 2 (Feature Type: D vs. P) × 2 (Training Condition: Classification vs. Inference) mixed ANOVA, with feature type as a within-subjects factor and training condition as a between-subjects factor. For adults, there was a significant feature type by training condition interaction, \( F(1, 38) = 15.08, MSE = 0.53, p < .001, \eta^2 = 0.284. \) Specifically, in the classification condition participants exhibited better memory for the D feature than for any single P feature, paired-samples t(19) = 2.70, \( p = .014, d = 0.75, \) whereas in the inference condition, participants exhibited better memory for any single P feature than for the D feature, paired-samples t(19) = 2.80, \( p = .012, d = 0.53. \)

For 4-year-olds, neither the main effects (ps > .729) nor the interaction (\( p = .318 \)) were significant. Specifically, participants exhibited equivalent memory accuracy for any single P feature and for the D feature in classification condition (\( p = .658 \)) and in inference condition (\( p = .320 \)). Furthermore, as shown in Figure 4, their memory accuracy was uniformly high.

For 6-year-old children, there was a significant interaction between feature type and training type, \( F(1, 38) = 8.17, MSE = 0.41, p = .007, \eta^2 = 0.177. \) Specifically, similar to adults, 6-year-olds exhibited better memory for the D feature than for any single P feature in the classification condition, paired-samples \( t(19) = 3.36, p = .002. \)

### Table 3

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Age group</th>
<th>Training type</th>
<th>New-D</th>
<th>One-new-P</th>
<th>All-new-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>Adults</td>
<td>Classification</td>
<td>0.70 (0.23)</td>
<td>0.98 (0.06)</td>
<td>0.94 (0.12)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.73 (0.22)</td>
<td>0.88 (0.20)</td>
<td>0.75 (0.29)</td>
</tr>
<tr>
<td></td>
<td>6-year-olds</td>
<td>Classification</td>
<td>0.53 (0.22)</td>
<td>0.91 (0.18)</td>
<td>0.94 (0.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.54 (0.22)</td>
<td>0.71 (0.26)</td>
<td>0.59 (0.26)</td>
</tr>
<tr>
<td></td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.74 (0.25)</td>
<td>0.71 (0.21)</td>
<td>0.51 (0.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.75 (0.17)</td>
<td>0.79 (0.21)</td>
<td>0.54 (0.23)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.59 (0.23)</td>
<td>0.80 (0.23)</td>
<td>0.84 (0.16)</td>
</tr>
</tbody>
</table>

**Note.** New-D items (i.e., \( P_{\text{flurp}}D_{\text{new}} \) and \( P_{\text{jalet}}D_{\text{new}} \)) had probabilistic features of the studied categories and a novel feature replacing the deterministic feature. High proportion of correct responses on new-D items indicates that the participant can categorize items on the basis of old P features, even when the D feature is new. One-new-P items (i.e., \( P_{\text{flurp}}D_{\text{old}} \) and \( P_{\text{jalet}}D_{\text{old}} \)) had all features of the studied categories but a novel feature replacing one probabilistic feature. High proportion of correct responses on one-new-P indicates that the participant can tolerate small distortion in the category prototype when categorizing items. All-new-P items (i.e., \( P_{\text{flurp}}D_{\text{flurp}} \) and \( P_{\text{jalet}}D_{\text{jalet}} \)) had the deterministic features from the studied categories and all new features replacing the studied probabilistic features. High proportion of correct responses on all-new-P items indicates that the participant relies on old D features and generalizes broadly. The scale effectively ranges from 0.5 to 1, with 0.5 being chance performance.

### Table 4

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Age group</th>
<th>Training type</th>
<th>High-match</th>
<th>New-D</th>
<th>One-new-P</th>
<th>All-new-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>Adults</td>
<td>Classification</td>
<td>0.94 (0.11)</td>
<td>0.07 (0.15)</td>
<td>0.23 (0.21)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.54 (0.36)</td>
<td>0.32 (0.31)</td>
<td>0.16 (0.17)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td></td>
<td>6-year-olds</td>
<td>Classification</td>
<td>0.88 (0.19)</td>
<td>0.24 (0.32)</td>
<td>0.49 (0.34)</td>
<td>0.22 (0.36)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.89 (0.17)</td>
<td>0.35 (0.39)</td>
<td>0.31 (0.26)</td>
<td>0.11 (0.19)</td>
</tr>
<tr>
<td></td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.86 (0.19)</td>
<td>0.28 (0.23)</td>
<td>0.31 (0.27)</td>
<td>0.12 (0.21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference</td>
<td>0.88 (0.16)</td>
<td>0.31 (0.21)</td>
<td>0.25 (0.22)</td>
<td>0.11 (0.17)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>4-year-olds</td>
<td>Classification</td>
<td>0.88 (0.14)</td>
<td>0.36 (0.35)</td>
<td>0.38 (0.41)</td>
<td>0.30 (0.37)</td>
</tr>
</tbody>
</table>

**Note.** The overall memory accuracy is estimated by the difference in the proportion of yes responses to High-Match items and to all-new-P items. Memory accuracy for the rule (i.e., the D feature) is estimated by the difference in the proportion of yes responses to High-Match items and to new-D items. Memory accuracy for the overall appearance (i.e., P features) is estimated by the difference in the proportion of yes responses to High-Match items and to one-new-P items. The scale ranges from 0 to 1, with 0 being chance performance.
2.99, \( p = .008, d = .72 \), but not in the inference condition, paired-samples \( t(19) = 0.67, p = .511 \).

Therefore, recognition memory accuracy corroborates findings stemming from categorization performance: Whereas adults and 6-year-olds exhibited attentional (and potentially representational) asymmetry between the classification and inference conditions, 4-year-old children attended equivalently in both conditions, and were likely to form similar representations in both conditions.

Overall, the reported results revealed different patterns of representation between adults and 6-year-olds versus 4-year-olds. Specifically, after classification training, adults and 6-year-olds were more likely to extract the deterministic features than after inference training. In contrast, 4-year-olds performed symmetrically exhibiting similarity-based representation, regardless of the training condition. Results from 6-year-olds suggest that the developmental change in category representations may begin to occur between 4 and 6 years of age and continue after 6 years of age. These are novel findings pointing to important developmental differences in categorization: young children initially tend to form similarity-based representations, but in the course of development they acquire the ability to form more rule-based representation, and form, depending on the task, either rule-based or similarity based representations.

Although these findings are important, one potential concern is the fact that 4-year-olds were significantly lower than 6-year-old or adults in classification training (see Table 2). Specifically, as discussed in the section on the results of training, categorization performance of 4-year-olds on the last 10 trials was 78%, which was significantly lower than 95% and 97% accuracy exhibited by 6-year-olds and adults. It could be argued therefore, that the differences between 4-year-olds and the other groups can be explained by this somewhat lower learning. Although, this explanation is unlikely, given that no differences in category learning transpired at testing, we deemed it necessary to address this issue directly. It turned out that training performance in 4-year-olds yielded enough variability to separate a group of high learners (\( N = 10, M_{\text{accuracy}} = 91\% \)), whose training performance did not differ from that of 6-year-olds and adults (both \( p > .204 \), Cohen \( d < .50 \)). The analyses indicated that high learners exhibited the same pattern as the entire sample: they relied on P features on switch items (\( M_{\text{Deterministic}} = 0.26 \), below chance, \( p < .001 \)) and they exhibited exceedingly high memory for both D and P features (0.75 and 0.79, respectively), with no difference between the two feature types. These analyses strongly indicate age differences in training cannot explain age differences in categorization and recognition memory performance.

Having found these developmental differences, it is reasonable to ask: What drives the development? As argued above, there are reasons to believe that these differences are driven by different patterns of attention allocated during category learning: 4-year-olds attend diffusely regardless of the training condition, whereas 6-year-olds and adults exhibit focused attention in classification, but not in inference training. Experiment 1 presents suggestive evidence supporting this possibility and the goal of Experiment 2 is to test it directly.

Experiment 2 was based on the following reasoning: there are some conditions under which 4-year-olds may selectively attend to a single feature, although this selectivity is likely to be exogenous, or driven by characteristics of the stimuli, such as stimulus salience. For example, Deng and Sloutsky (2012) demonstrated that 4-year-olds categorized on the basis of a single salient feature (i.e., pattern of motion) rather than on a combination of multiple probabilistic features and the label.

Therefore, under some conditions, it is possible to affect 4-year-olds’ attention exogenously and we attempt to do that in Experiment 2 in a more subtle way, without changing the stimuli used in Experiment 1. To achieve this goal, we attempted to direct participants’ attention to the D feature by mentioning only this feature on each training trial. Given that adults and 6-year-olds exhibited evidence of relying on the D feature only in the classification training condition, we presented 4-year-olds in Experiment 2 with only classification training. If our manipulation is successful and 4-year-olds’ performance will become more similar to adults, we would implicate attention as an important factor driving development.

Figure 4. Recognition performance: Memory accuracy by feature type and training condition for adults (A), 6-year-old children (B), and 4-year-old children (C) in Experiment 1.
Experiment 2

Method

Participants. There were 20 preschool children (M = 55.3 months, range 48.3–62.7 months; 11 girls) participating in this experiment. Child participants were recruited from childcare centers and preschools, located in middle-class suburbs of Columbus and were tested in a quiet room in their childcare center or preschool by a female experimenter.

Materials, design, and procedure. The materials, design, and procedure were similar to those in Experiment 1, with two critical differences. First, in contrast to Experiment 1, participants were only given classification training. Second, in contrast to Experiment 1, we directed participants’ attention only to the D feature, both during instructions and during training. In particular, participants were told that all flurps (or jalets) had a raindrop-shaped (or a cross-shaped) button (at this point, the D feature of each category was presented, one at a time). In addition, this information was repeated in the corrective feedback to each response during training (i.e., This one has the flurp’s [or the jalet’s] button). The testing phase (both categorization and recognition trials) and the logic of both preliminary and primary analyses were the same as in Experiment 1.

Results and Discussion

Training phase. Training data aggregated into three 10-trial blocks across age groups and training conditions are presented in Table 2. Overall, children exhibited high training accuracy (88.5%, above chance, p < .001) in the last 10 training trials.

Testing phase: Categorization. Preliminary analyzes of categorization performance focused on the ability to correctly categorize high-match items. As shown in Figure 5A, child participants accurately categorized these test items (75.0%, above chance, p = .001), which indicated that they learned both categories well.

![Figure 5](image-url)

*Figure 5.* Categorization performance (A) and recognition performance (B) in Experiment 2.
The second set of preliminary analyses focused on new-D, one-new-P, and all-new-P items and the mean proportions of reliance on old features when categorizing these items are presented in Table 3. Data in the table indicate that in Experiment 2, 4-year-olds (who were presented only with classification training) were similar to 6-year-old classification learners in Experiment 1. In particular, 4-year-olds successfully categorized on the basis of old D-features (categorization of all-new-P items was 84%, above chance, \( p < .001 \)), but not on the basis of old P-features (performance on new-D items was 59%, not different from chance, \( p = .083 \)).

The primary analyses focused on categorization of the switch items (i.e., \( P_{\text{f}lurpD_{jalet}} \) and \( P_{\text{jaletDf}lurp} \)) and \( P_{\text{jaletDf}lurp} \)). The main results are shown in Figure 5A. As shown in the figure, unlike the 4-year-old participants in Experiment 1, who relied on the P features to categorize switch items (\( M_{\text{switch}} = 0.31 \), 4-year-olds in Experiment 2 relied on the D feature (\( M_{\text{switch}} = 0.73 \)), with the proportion of rule-based responses on switch items being significantly above chance, one-sample \( t(19) = 4.02, p = .001, d = 4.90 \). Therefore, attentional manipulation was successful in affecting participants' patterns of categorization response.

**Testing phase: Recognition memory.** The proportions of old responses on different item types are presented in Table 4. Overall, participants readily distinguished the studied high-match items from all-new-P items (the difference between hits and false alarms was 0.58, which was greater than the chance level of 0, \( p < .001 \)).

Similar to Experiment 1, participants' memory accuracy for the category-inclusion rule (i.e., D feature) and for the overall appearance (i.e., P features) was compared and these data were presented in Figure 5B. As shown in the figure, participants exhibited equivalently high memory accuracy for D feature (\( M = 0.52 \)) and for any single P feature (\( M = 0.49 \), \( p = .811 \), both above the chance level of 0, \( p < .001, d > 1.30 \).

Overall, when their attention was focused on the D feature in Experiment 2, 4-year-olds categorization performance was similar to the adults and older children in Experiment 1 (who tended to rely on the rule to categorize items). At the same time, the memory pattern of 4-year-olds in Experiment 2 was similar to that of 4-year-olds in Experiment 1: In both Experiments 4-year-olds exhibited equivalently high memory accuracy for both D and P features. The latter finding suggests that in Experiment 2, 4-year-olds continued to distribute their attention across multiple features.

The results are both important and surprising: the fact that the attentional manipulation affected categorization responses but not memory points to an important dissociation between (a) response or decision strategies that transpire in the pattern of categorization responses, and (b) pattern of attention during category learning and category representation that transpire in the pattern of recognition memory for items. In other words, attention seems to be engaged both during item encoding (i.e., when representations are formed) and during decision (when categorization is performed) and we succeeded in affecting the latter, but not the former. This finding is important because it suggests that (a) categorization is affected by both representation and decision factors, (b) these factors may be independent, (c) young children may differ from adults with respect to both factors, and (d) developmental change may affect categorization decisions prior to affecting category representations. We return to each of these issues in the General Discussion.

---

**General Discussion**

The reported study presents several novel findings pointing to important developmental differences in category learning, category representation, and the role of selective attention in these processes. First, whereas adults and 6-year-olds exhibited representational asymmetry between classification and inference training, 4-year-olds formed similar representations across these training conditions. Specifically, older participants were more likely to use and represent a rule in classification training than in inference training (cf. Hoffman & Rehder, 2010; Yamauchi & Markman, 1998), whereas 4-year-olds were likely to form similarity-based representations in both conditions. In addition, in Experiment 2 attracting attention of 4-year-olds to only D features affected their categorization performance, but not their representation of categories, implicating representation and decision factors in categorization. These findings elucidate the development of category learning and categorization by linking it to the development of selective attention and they have important implications for theories of categorization and category learning. In addition, these results may contribute to better understanding of the role of linguistic labels in categorization. In what follows, we discuss each of these points.

**Selective Attention and Development of Categorization**

Representational differences between classification and inference training in adults have been inferred from different allocation of attention in the two tasks (e.g., Hoffman & Rehder, 2010). In classification training, adults shifted attention to the category boundary (which is best marked by a deterministic feature separating the two categories), whereas in inference training they distributed attention among features within a category in an attempt to find how features are related to one another within a category. Therefore, adults allocate attention flexibly and in a task-dependent manner. Results of Experiment 1 (both categorization and recognition memory findings) suggest that similar to adults, 6-year-olds also tend to optimize attention in classification training, but not in inference training.

In contrast to adults, selective attention in young children is immature (see Plude et al., 1994, for a review) and they may have difficulty shifting attention to a single feature (unless, this feature is highly salient and it captures attention automatically). In particular, they tend to distribute attention among multiple features within a category and to form representations that are based on multiple features (which transpires in their categorization and memory performance). There is recent evidence supporting this possibility and indicating that in contrast to adults, successful category learning in infants was accompanied by distributed attention (Best et al., 2013).

Current results present additional evidence implicating selective attention in the development of categorization: Adults and 6-year-olds exhibited more focused attention in classification than in inference training, whereas 4-year-olds exhibited distributed attention across the training conditions. Results of Experiment 2 further elucidated the role of selective attention in the development of categorization: attracting attention of 4-year-olds to D features resulted in adult-like categorization performance, yet their recognition memory performance (i.e., equivalently high memory for D and P features) was similar to that of 4-year-olds in Experiment 1. This dissociation between categorization and recognition memory.
suggested that (a) categorization may include representation and decision components, (b) both components may depend on attention, (c) it may be easier to externally access the decision component than the representation component, and (d) development of categorization may include both decision and representation components. Therefore, current research presents novel evidence about the role of selective attention in category learning across development, suggesting that (a) important developments occur between 4 and 6 years of age, and (b) the decision component of categorization (which is more likely to be affected externally) may develop somewhat earlier than the representation component (which may require more endogenous selective attention).

Taken together, these results advance our understanding of the development of categorization, indicating that (a) category representation undergoes development; (b) the development results in acquiring the ability to form rule-based representations, without losing the ability to form similarity-based representations; and (c) the development of domain-general selective attention contributes to the development of category representations. Although these results do not eliminate the possibility that domain-specific knowledge contributes to the development of categorization (see Carey, 1999; Inagaki & Hatano, 2002; Keil, 1992, for arguments for domains-specific changes), they clearly emphasize the contribution of domain-general processes.

Implications for Theories of Categorization

The reported results may have important implications for theories of categorization. This is particularly true with respect to the reported differences between categorization decisions and category representation observed in 4-year-olds in Experiment 2. Recall that after being instructed to focus on deterministic features, 4-year-olds exhibited rule-based categorization performance, which was similar to that of 6-year-olds and adults in Experiment 1. At the same time, similar to 4-year-olds in Experiment 1, 4-year-olds in Experiment 2 remembered deterministic and probabilistic features equally well. This pattern suggests that whereas they were likely to use the deterministic feature in their categorization decisions, they were equally likely to encode deterministic and probabilistic features in the course of category learning, which suggests distributed rather than selective attention. However, most models of categorization assume that decisions are made on the basis of representations, which implies that similar representations (observed in 4-year-olds in Experiments 1 and 2) should not result in radically different categorization decisions (observed in 4-year-olds across the two experiments). This dissociation between categorization decisions and category representation found in young children requires additional theory development.

Limitations and Future Directions

There are several important issues that are not addressed by current research and will require further research. For example, it could be argued that the current results may not generalize readily to more realistic categories or to categories in knowledge domains, such as biology. It could also be argued that the saliency of the deterministic feature may affect category learning and category representation in 4-year-olds. This is not impossible given that 4- to 5-year-olds can rely on a single feature if the feature is highly salient, such as a pattern of motion (e.g., Deng & Sloutsky, 2012, 2013). However, if a more salient feature is used, it is likely that young children will rely on this feature in both classification and inference learning, whereas adults are likely to continue exhibiting differences between classification and inference training. Finally, it could be argued that the lack of conceptual status of the deterministic feature may make young children less likely to use it in categorization (e.g., Gelman & Davidson, 2013). Although we have preliminary data demonstrating that this is not the case, more evidence is needed to fully address this issue.

Conclusion

Despite these limitations and need for future research, current research presents novel evidence pertaining to the development of categorization and the role of attention in this process. Whereas adults and 6-year-olds are more likely to attend selectively to diagnostic features in classification than in inference training, 4-year-olds tend to attend diffusely regardless of the training condition. These findings point to important changes in category representation between 4 and 6 years of age: the development consists of acquisition of the ability to form rule-based representations, without losing the ability to form similarity-based representation.

Furthermore, exogenous factors may affect category decisions of younger children, but not their category representation, which points to a potential distinction between decision and representation components of categorization and suggests that developmental changes in decision components may occur prior to developmental changes in representation. These results have important implications for theories of categorization, understanding the development of categorization, and the changing role of selective attention in category learning.
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