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Abstract Transition frameworks are used to envision the important changes that occur during economic development from poor to middle-income or rich countries. We explain the derivation of and use data from the Global Burden of Disease (GBD) and Comparative Risk Assessment (CRA) projects of the World Health Organization (WHO) to explore the classic epidemiologic transition framework, which describes the changes in causes of illness and death during economic development. We provide the first full empirical test of the environmental risk transition framework, which describes the shift in environmental risks during development from household, community, and global risk factors. We find that the simplistic conclusions commonly drawn about the epidemiologic transition, in particular the increase in chronic diseases with development, are not supported by current data; in contrast, the conceptual framework of the environmental risk transition is broadly supported in a cross-sectional analysis. We also describe important kinds of environmental health risks and diseases that are not well estimated using current methods.
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## INTRODUCTION: TRANSITION FRAMEWORKS IN DEVELOPMENT

Attempting to understand the process and impacts of socioeconomic development, both positive and negative, has occupied much scholarly and policy effort. In spite of this attention, it is still difficult to make generalizations that both fit a significant number of observed situations in different countries and can be used to mold successful policy. Although most attention is paid to development measured in economic terms, there are also development indices that include social, health, and environmental parameters. Perhaps driven by the common distinction made between poor and rich, developed and less-developed, or similar terms, and the persistent use of such categories in international negotiations and foreign aid decisions, the most enduring concept used in development discussions are various transition frameworks.

### The Demographic Transition

The earliest to be employed and most fundamental of these frameworks is the “demographic transition,” which was first described in the 1940s (1, 2). In its simplest formulation, the demographic transition lays out the shift in societies during development from a situation of high fertility (birth rates) and high mortality (death rates), when population sizes were fairly stable over long periods, although perhaps varying dramatically because of epidemics, famines, and other reasons. Studies of the historical patterns show that mortality has tended to drop before fertility, leading to a period of rapid growth in population size while the two rates are unequal. Eventually, however, as countries continue to develop, fertility eventually drops to roughly match mortality again, but at low levels instead of the high levels before development, leading again to more or less stable populations.
Volumes have been written to describe and explain the demographic transition in different locations at different points in history. Acrimonious debate has also sometimes erupted, principally focused on whether observed historical patterns in one set of countries (e.g., the currently developed countries in Europe) can be used as predictors of what will happen in the currently developing countries in Asia, Africa, and elsewhere. Perhaps the most crucial element of that debate is whether fertility declines will inevitably follow mortality declines. It is pointed out that some countries, Costa Rica for example, have had large mortality declines without consequent fertility declines until special efforts were made to encourage them (3). Critics also argue that even if the birth rate declines, it may do so too slowly, leaving too long a time with large differentials between mortality and fertility and thus large and rapid growth in population sizes. Leaving aside the question of whether the demographic transition framework can be used as prediction, it is clearly a useful framework for management, i.e., a helpful way of laying out what is happening in a population.

The Epidemiologic Transition

Around 1970, an additional framework, the “epidemiologic transition,” was proposed to describe the changes in health characteristics of developing societies preceding and during the demographic transition (4). It noted that there tended to be a shift in the causes of ill health during development from infectious, communicable, or acute diseases, such as measles, malaria, and diarrhea, to noninfectious, noncommunicable, or chronic diseases, such as cancer, heart disease, and stroke. The evidence originally related solely to causes of death, for which, unlike disease incidence and prevalence, records are available in most parts of the world. Thus, a better term might be the “mortality transition.”

As with the demographic transition, longitudinal evidence for the mortality transition was available for only a few European countries that had reliable population statistics over long periods. The simple division of causes of death to infectious and noninfectious diseases was soon seen not to be sufficient, however. Thus, these are now commonly divided into three more complex categories:

I. Traditional, infectious, nutritional, perinatal, and maternal causes;
II. Modern, cancer, heart, neuro-psychiatric, chronic lung, diabetes, and congenital causes;
III. Nontransitional injuries, both unintentional (accidents) and intentional (violence).

Although there is always a risk in extrapolating cross-sectional data to what might happen in any one place over time, evidence from current conditions around the world does tend to support the classic epidemiologic/mortality framework in which clear trends for the proportion of deaths in categories I (down) and II (up) and no obvious trend for the proportion of deaths in category III (flat) in regions ordered across development categories by current per capita income or other such
The demographic and mortality transitions are closely linked in that mortality from category I diseases is highest in young children and for category II diseases highest in older adults. As the early public health measures in developing countries involve vaccination, nutrition, and sanitation, which mainly address child mortality, the proportion of category I deaths goes down. Since everyone dies of something, therefore, category II deaths rise, with category III (nontransitional) injuries, showing no clear trends as a percentage of the total. This explains a substantial overall drop in mortality rates and extension of life expectancy, the first stage of the demographic transition. See Reference 5 for a modern critique of the epidemiologic transition framework.

The Risk Transition

Proposed around 1990 was yet a third related framework, the “risk transition” (6, 7), which identified a shift in the character of environmental risks during the development period and was later applied in studies of urbanization (10) and of China (11). The idea was refined to focus on the logic that before there could be a shift in the causes of death and disease, there needed to be a shift in the risk factors that lead to disease. In some cases, the change in diseases might come quickly upon changes in the risk factor (e.g., reduction in diarrheal diseases from better sanitation/water); in other cases, the shift in risk factor may come years or decades before the change in disease, for example, cancer from smoking. In general, risk factors and disease were more closely linked in time for category I compared to category II diseases, although not in every case. From a public health perspective, of course, society prefers to prevent rather than respond to diseases, and thus an understanding of the risk transition is vital for designing timely intervention strategies. The linkages among the three transition frameworks are shown in Figure 1.

In the case of the “environmental risk transition,” the environmental factors leading to ill health were originally categorized as traditional and modern, in parallel to those for the mortality transition (7). Subsequently, as shown in Figure 2, there was a shift to a more explicit spatial framework and addition of a third category, resulting in a three-phase transition of environmental risks at the household, community, and global scales (12–14). [The three phases have also been termed the brown, gray, and green agendas (15).] This categorization was based on the premise that the major environmental causes of category I diseases were due to problems at the household level (e.g., poor household fuel, water, sanitation, ventilation, food quality). As these were addressed during development, there was an increase in the relative importance of the major environmental causes of category

---

1 Some identification of the importance of risk, as opposed to disease, is partly embedded in the key epidemiologic transition papers (4, 8, 9), using terms like diseases of pestilence and affluence.
Figure 1  

Relationship between the transition frameworks discussed in the text. Risk factors must change before patterns of disease and death change, but changes in death rates differentially affect age distribution, which in turn has an impact back on risk factors and consequent disease and death patterns.

II diseases, which operated at the community level (i.e., urban air quality, occupational hazards, toxic chemicals, motorization). As these were addressed in richer societies, however, a further transition occurred to increase the importance of environmental hazards at the global level (e.g., climate change) among environmental health risk factors.

Thus, to put it starkly, the environmental risk transition framework would indicate a tendency for societies to sweep environmental health problems out of the house and into the community during the first stages of development and then out from the community to the general global environment during later stages. Not addressed directly by this conceptual framework, however, was the scale of health risks, either in absolute or relative terms. How important were environmental risk factors within the overall health picture in terms of actual death and disease and in
Figure 2  Environmental risk transition framework in which household risks fall with development, community risks rise and then fall, and global risks rise throughout the development process.

proportion to the total, at each level of development and in each of the three stages (household, community, and global)? The obstacle to this analysis has been the absence of a complete coherent global database of environmental risk factors and related diseases that would provide information in a consistent manner to allow such analysis. Indeed, even the task of putting reliable numbers on the vertical scale of presentations of the classic epidemiologic (mortality) transition was also not possible until relatively recently because of the lack of a reliable global mortality database.

In this review, we use relatively new data from the Global Burden of Disease (GBD) and Comparative Risk Assessment (CRA) projects of the World Health Organization (WHO) to provide more empirical detail related to the epidemiologic transition and to provide the first empirical test of the environmental risk transition framework. We find that many of the conclusions drawn in the past about the epidemiologic transition are not supported by current data, but in contrast, the conceptual framework of the environmental risk transition is well supported.
THE GLOBAL BURDEN OF DISEASE PROJECT

As noted, until relatively recently, the international health community lacked a coherent, consistent, and comprehensive dataset describing the extent and distribution of ill health. Simple questions such as how many deaths were from what disease, at what age, in which part of the world could not be answered reliably. The absence of data and the inconsistencies in figures reported by different agencies and experts were likely an outcome of the natural tendency of interest groups to cite the higher end of uncertainty ranges, differences in treating evidence among groups, as well as true conceptual difficulties, especially with assigning deaths from multiple causes to one disease category (e.g., should tuberculosis deaths in an Human Immunodeficiency Virus (HIV)-positive individuals be accounted as HIV or tuberculosis?).

This is quite primitive compared to other major arenas in society. We expect that trade statistics will match imports and exports by region and commodity. So too, for example, with energy and food production and consumption, the net of births minus deaths for population growth, and financial flows. Until the mid-1990s, however, health policy professionals had to live with health databases that did not balance. Without such data, trying to determine the disease attributable to any one risk factor was lost in a sea of inconsistent and competing claims. Imagine, for example, trying to determine what fraction of energy is produced by coal if one had neither a reliable number for total energy use nor an agreed upon way to distinguish coal from oil.

Initiated in the early 1990s, the first version of such a database was originally published by the World Bank (16), and later versions were incorporated into the statistical apparatus of the WHO. To do so, it was necessary to bring together clinicians, disease experts, demographers, epidemiologists, statisticians, and others with relevant angles of view in a number of different fora around the world and impose a consensual discipline never before attempted. No longer could one disease interest group claim large numbers of deaths unchallenged because it would have to take into account the often directly conflicting estimates of other disease interest groups, which also had evidence among the same populations. Since all the groups were engaged together and obliged, in sum, not to exceed the known number of deaths, coherence and consistency were enforced.

The first complete publication of the GBD database occurred in 1996 using 1990 data (17). The WHO now publishes yearly updates of the GBD, which comes out in summary form in its annual World Health Reports with detailed versions available on the web (see http://www3.who.int/whosis/menu.cfm?path=whosis, burden,burden_estimates&language=e). These delineate more than 150 causes of death and illness (including injury) by age and sex, organized according to categories I through III, as described above. Analysis is conducted for 14 epidemiologic subregions on the basis of a combination of official WHO regions and child and adult mortality levels (18).
Measuring Nonfatal Health Outcomes in the Global Burden of Disease

Many diseases (e.g., neuropsychiatric conditions and hearing loss) and injuries may cause considerable ill health but no or few direct deaths. Therefore, separate measures of survival and of health status among survivors, although useful inputs into the health policy debate, need to be combined in some fashion to provide a single, holistic measure of overall population health. A full discussion of summary measures of population health (SMPH), their typologies, and their assumptions and performances is provided by Mathers et al. (19). In brief, summary measures of population health can be divided into two classes: health expectancies and health gaps. The bold curve in Figure 3 is an example of a survivorship curve for a hypothetical population. The survivorship curve indicates, for each age along the horizontal axis, the proportion of an initial birth cohort that remains alive at that age. The area under the survivorship function is divided into two components, $A$, which is time lived in full health, and $B$, which is time lived at each age in a health state less than full health (e.g., with one or multiple diseases and injuries).

![Survivorship Curve Diagram](image)

**Figure 3** Hypothetical survival curve. The upper line shows the proportion of population alive at each age and the lower line shows the proportion in full health. Therefore, area $A$ is time lived in full health, $B$ is time lived in a health state less than full health, and $C$ time lost to mortality relative to some normative life expectancy.
The familiar measure of life expectancy at birth is simply equal to $A + B$ (the total area under the survivorship curve). A “health expectancy” SMPH is generally of the form $A + f(B)$, where $f$ is a function that weights time spent in $B$ by the severity of the health states that it represents (further, $B$ can be divided into $B_1$, $B_2$, etc., which indicate different severities of health loss). In contrast to health expectancies, “health gaps” quantify the difference between the actual health of a population and some stated norm or goal for population health. The health goal implied by Figure 3 is for everyone in the entire population to live in ideal health until the age indicated by the vertical line enclosing area $C$ at the right (100 years in this hypothetical example). By selecting a normative goal for population health, the gap between this normative goal and current survival, area $C$, quantifies premature mortality. A health gap is generally of the form $C + g(B)$, where $g$ is a function that weights time spent in $B$ by the severity of the health states that $B$ represents.

Contributions of diseases and risk factors in this review are examined in a health gap framework, referred to as the “burden of disease” (17). Burden of disease, measured in disability-adjusted life year (DALY), is the sum of years of life lost (YLL) to premature mortality and years of life lived with disability (YLD). Definitions, assumptions, and methods for calculating DALYs (YLDs + YLLs) are described by Murray (20). One DALY is approximately equivalent to the loss of one year of life in perfect health.

HEALTH OUTCOMES AND HEALTH RISK FACTORS

A complete global database of death, disease, and injury by age, sex, and region allows a broad set of additional analyses, such as systematic examinations of more distal risk factors for ill health as compared to the proximate causes such as particular diseases. Indoor air pollution (IAP) is a more distal cause of death than lung cancer, for example, and poor building ventilation or poverty would be even more distal. Even though only lung cancer would be listed on a death certificate and in the GBD database itself, some fraction is attributable to IAP, and with appropriate data and models, the total burden of lung cancer and other diseases due to IAP can be estimated. Furthermore, some cases of disease are caused by multiple risk factors because the effects of more distal risk factors (e.g., poverty) are mediated through more intermediate ones (e.g., IAP) and because risks act in combination with one another (e.g., child mortality as a result of IAP is particularly high among malnourished children without access to health services). Multicausality also means that a range of interventions can be used for disease prevention, with the specific choice determined by factors such as cost, available technology, infrastructure, and cultural preferences.

Investigators from natural, physical, social, and health sciences increasingly address similar questions on the relationship between different types of causal risk factors and human health. One suggested framework identifies the following four
broad categories in the causal chain leading to loss of functional health status or death: (a) health determinants, themselves divided into broad distal groups, such as socioeconomic factors, and more proximal environmental and individual risk factors; (b) diseases and injuries; (c) functional health status; and (d) death (21). Other approaches, considering more complex interactions of causes of health, have also been proposed, such as those that address the social, behavioral, nutritional, and medical determinants of child health (22); the policy and social drivers of risk (23); or the technological and behavioral determinants of exposure to environmental risks (24). Similarly, Murray and colleagues (25, 26) provide a basic framework for examining environmental, behavioral, and physiological health risk factors in multiple layers of causality and with interactions.

Empirically, a substantial body of work has focused on the quantification of causes of mortality and more recently burden of disease (27, 28). Analysis of morbidity and mortality due to risk factors, however, has frequently been conducted in the context of methodological traditions of individual risk factors and in a limited number of populations (29–36). As a result, most such estimates have been made relative to an arbitrary, constant level of population exposure without standardization of the baseline exposure across risk factors. For example, the implicit baseline for much of the estimates of occupational injuries has been no work. Further, the criteria for evaluating scientific evidence on prevalence, causality, and hazard size have varied greatly across risk factors, resulting in lack of comparability of estimated population health impacts. Finally, the outcome has been morbidity or mortality due to specific disease(s), making comparison among different risk factors difficult.

THE COMPARATIVE RISK ASSESSMENT PROJECT

Using the GBD as a starting point, attributable burdens of disease for 26 important risk factors were calculated by over 100 investigators worldwide in the largest comparative risk assessment (CRA)² ever attempted (38, 39). The criteria for selection of risk factors in this WHO-managed CRA included (a) likely to be among the global or regional leading causes of disease burden; (b) not too specific (e.g., every one of the thousands of occupational chemicals) or too broad (e.g., environment or occupation considered as a single risk); (c) high likelihood of causality based on the collectivity of scientific knowledge; (d) reasonably complete data on exposure and risk levels or methods for extrapolation when needed; (e) potentially modifiable using known techniques. The risk factors were broadly divided into childhood and maternal undernutrition, other diet-related and physical inactivity

²Somewhat different definitions of CRA have been used (e.g., Reference 37), but in the WHO exercise, the focus was on commonality in methods, accounting frameworks, data consistency, validity of source databases, criteria for choosing evidence, metrics of risk and health outcome, and platforms for statistical analysis.
risks, addictive substances, sexual and reproductive health, environmental and occupational risks, and other selected risk factors that did not belong to these specific groups. Detailed descriptions of the environmental and occupational risk factors are presented in Table 1.

Under the principle of consensual discipline, the WHO CRA groups met together twice to develop standardized methodology and to agree about the quality and quantity of evidence that would be expected from each risk factor. In addition to the meetings, the CRA core and editorial team at WHO maintained close contact with all groups and produced standard databases (e.g., the GBD 2000 database of disease and injury outcomes, population projections) and data-processing tools needed by all groups. All chapters were anonymously peer reviewed, multiple times if appropriate. The differences in data availability were substantial in many cases. There were, for example, large blood pressure and childhood nutrition surveys in many parts of the world for use in developing exposure distributions. Risks such as blood pressure and cholesterol benefited from dozens of large double-blind placebo-controlled randomized interventions (the “gold standard” of epidemiology) to determine exposure-response relationships and causality. The climate change group, by contrast, had little evidence of either type and had to rely on climate forecast and health impact models.

Methods for Estimating the Health Effects of Risk Factors

Mathers et al. (21) describe two traditions for causal attribution of health outcomes or states: categorical attribution and counterfactual analysis. In categorical attribution, an event such as death is attributed to a single cause (such as a disease or risk factor) or group of causes according to a defined set of rules. An example of categorical attribution is provided by the International Classification of Disease (ICD) system for attribution of causes of death (40). In counterfactual analysis, the contribution of one or a group of risk factors to disease or mortality is estimated by comparing the current (or expected future) disease burden with the levels that would be expected under some alternative hypothetical scenario, referred to as the counterfactual (see Reference 41 for a discussion of conceptual and methodological issues in use of a counterfactual). In theory, causal attribution of the burden of disease to risk factors can be done using both categorical and counterfactual approaches. For example, categorical attribution has been used in attribution of diseases and injuries to occupational risk factors in occupational health registries (34) and attribution of motor vehicle accidents to alcohol consumption. Categorical attribution to risk factors, however, overlooks the multiple causes of many diseases (42).

Population Attributable Fraction for Individual Risk Factors

The contribution of a risk factor to disease or mortality relative to some alternative exposure scenario [i.e., “population attributable fraction” (PAF) defined as the
<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Exposure variable</th>
<th>Theoretical-minimum-risk exposure distribution</th>
<th>Disease outcomes</th>
<th>Attributable mortality (thousands of deaths)</th>
<th>Attributable disease burden (% total global burden of disease)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental risks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsafe water, sanitation, and hygiene</td>
<td>Six scenarios, ranging from regulated water and sanitation with hygiene through to no improved water supply and no improved sanitation</td>
<td>Absence of transmission of diarrheal disease through water, sanitation, and hygiene</td>
<td>Diarrheal diseases</td>
<td>1727</td>
<td>3.7</td>
</tr>
<tr>
<td>Urban air pollution</td>
<td>Estimated annual average particulate matter concentration for particles with aerodynamic diameters less than 2.5 or 10 microns (PM$<em>{2.5}$ or PM$</em>{10}$)</td>
<td>$7.5 \mu g/m^3$ for PM$<em>{2.5}$ $15 \mu g/m^3$ for PM$</em>{10}$</td>
<td>Mortality from combined respiratory and selected cardiovascular diseases in adults $&gt;30$ years of age, lung cancer, acute respiratory infection mortality in children $&lt;5$ years of age, cardiovascular and respiratory morbidity$^b$</td>
<td>798</td>
<td>0.9</td>
</tr>
<tr>
<td>Environmental Risk</td>
<td>Description</td>
<td>Effect</td>
<td>Value (1990 concentrations)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------</td>
<td>--------</td>
<td>----------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indoor air pollution from household use of solid fuels</td>
<td>Household use of solid fuels and ventilation</td>
<td>No household solid fuel use</td>
<td>Acute lower respiratory infections in children &lt;5 years of age, chronic obstructive pulmonary disease, lung cancer (coal); low birth weight, cataracts, tuberculosis, asthma, lung cancer from biomass</td>
<td>1619 2.6</td>
<td></td>
</tr>
<tr>
<td>Lead exposure</td>
<td>Current blood lead levels</td>
<td>0.016 µg/dl blood lead levels</td>
<td>Cardiovascular diseases, mild mental retardation, anemia, gastrointestinal effects, nervous and reproductive system effects, social consequences of IQ loss</td>
<td>233 0.4</td>
<td></td>
</tr>
<tr>
<td>Global climate change</td>
<td>Climate scenarios based on various carbon emissions and concentrations</td>
<td>1961–1990 concentrations</td>
<td>Diarrhea, flood injury, malaria, malnutrition and associated disease outcomes, dengue fever, cardiovascular mortality, effects arising from population movement</td>
<td>152 0.4</td>
<td></td>
</tr>
<tr>
<td>Occupational risks</td>
<td>Injuries</td>
<td>Current proportions of workers exposed to injury risk factors</td>
<td>Exposure corresponding to lowest rate of work-related fatalities observed: one per million per year for 16- to 17-year-olds employed as service workers in the United States</td>
<td>Unintentional injuries, intentional injuries</td>
<td>308 0.7</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Exposure variable</th>
<th>Theoretical-minimum-risk exposure distribution</th>
<th>Disease outcomes</th>
<th>Attributable mortality (thousands of deaths)</th>
<th>Attributable disease burden (%) total global burden of disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carcinogens</td>
<td>Proportions of workers exposed to background, low, and high levels of workplace carcinogens</td>
<td>No work-related exposure above background to chemical or physical agents that cause cancer</td>
<td>Leukemia, lung cancer, mesothelioma, b cancers of multiple other sites b</td>
<td>118</td>
<td>0.1</td>
</tr>
<tr>
<td>Airborne particulates</td>
<td>Proportions of workers with background low and high levels of exposure</td>
<td>No work-related exposure above background</td>
<td>Chronic obstructive pulmonary disease, asthma, pneumoconiosis, b silicosis, b and asbestosis b</td>
<td>356</td>
<td>0.4</td>
</tr>
<tr>
<td>Ergonomic stressors</td>
<td>High, moderate, and low exposure based on occupational categories</td>
<td>Physical workload at the level of managers and professionals (low)</td>
<td>Lower back pain</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Noise</td>
<td>High and moderate exposure categories (&gt;95 dBA and 85–90 dBA)</td>
<td>Less than 85 dBA on average over eight working hours</td>
<td>Hearing loss</td>
<td>0</td>
<td>0.3</td>
</tr>
</tbody>
</table>
### Selected important outcome-based burdens (diseases/injuries)\(^c\)

<table>
<thead>
<tr>
<th>Disease</th>
<th>Environmental determinants</th>
<th>Risk Factor Considered</th>
<th>Rate of Illness/Death</th>
</tr>
</thead>
<tbody>
<tr>
<td>Childhood diseases</td>
<td>Environmental determinants not important compared to lack of vaccination</td>
<td>Pertussis, poliomyelitis, diphtheria, measles, tetanus</td>
<td>13 3.5</td>
</tr>
<tr>
<td>Lack of malaria control</td>
<td>Environmental determinants are important</td>
<td>Rate of SEAR-B (Southeast Asia) taken as counterfactual (this is about 93% of the global total for malaria illness/death)</td>
<td>1004 2.5</td>
</tr>
<tr>
<td>Lack of road traffic accident control</td>
<td>Environmental determinants are important</td>
<td>Rate of WPR-A (Japan/Australia/NZ) taken as counterfactual (this is about 50% of the global total of injury/death from road traffic accidents)</td>
<td>630 1.3</td>
</tr>
</tbody>
</table>

- \(^c\)See (38, 39) for other risk factors and for data sources. Table 1 shows the estimated mortality and disease burden for each risk factor considered individually, relative to its own theoretical minimum-risk exposure distribution. These risks act, in part, through other risks and act jointly with other risks. Consequently, the burden due to groups of risk factors will usually be less than the sum of individual risks, i.e., they should not be simply summed.
- \(^b\)Outcomes are those that are likely to be causal but not quantified owing to a lack of sufficient evidence on prevalence and/or hazard size.
- \(^a\)For outcome-based diseases/injuries, a proportion of deaths and disease burden could be avoided through implementation of known and new interventions that affect their multiple causes. The figures presented here are only approximate estimates, however, as they have not been applied for particular interventions by age, sex, and region, as was done in the comparative risk assessment exercise to determine the burden from risk factors in the first part of the table.
- \(^d\)Theoretical minimum for lead is the blood lead levels expected at background exposure levels. Health effects were quantified for blood lead levels above 5 \(\mu g/dl\) by epidemiologic studies.
proportional reduction in population disease or mortality that would occur if exposure to the risk factor were reduced to an alternative exposure scenario \((43–45)\) is given by the generalized “potential impact fraction” \((PIF)\) in Equation 1. For each risk factor-disease pair, the population attributable fraction is then multiplied by total deaths or burden of disease to estimate the mortality or burden of disease attributable to that risk factor.

\[
PIF = \frac{\int_{x=0}^{m} RR(x)P(x) dx}{\int_{x=0}^{m} RR(x)P(x)dx} - \frac{\int_{x=0}^{m} RR(x)P'(x) dx}{\int_{x=0}^{m} RR(x)P(x)dx},
\]

where \(RR(x)\) is the relative risk at exposure level \(x\), \(P(x)\) is the population distribution of exposure, \(P'(x)\) is the counterfactual distribution of exposure, and \(m\) is the maximum exposure level.

The estimates of burden of disease and injuries due to risk factors in the CRA project are based on the counterfactual exposure distribution referred to as the “theoretical-minimum-risk exposure distribution,” which would result in the lowest population risk, irrespective of whether currently attainable in practice \((25, 26)\). Using the theoretical-minimum-risk exposure distribution as the counterfactual has the advantage of providing a vision of potential gains in population health by risk reduction from all levels of suboptimal exposure in a consistent way across risk factors. The theoretical-minimum-risk exposure distribution was zero for risk factors for which zero exposure could be defined and reflected minimum risk [e.g., no smoking \((46)\) or no solid fuel use \((47)\)]. For some risk factors, zero exposure was an inappropriate choice because there may be physical lower limits to exposure reduction [e.g., ambient particulate matter concentration \((48)\) or occupational noise]. For these risk factors, the lowest levels observed in specific populations and epidemiologic studies were used to choose the theoretical-minimum-risk exposure distribution. The theoretical-minimum-risk exposure distribution for the environmental and occupational risk factors are reported in Table 1.

**Estimated Mortality and Burden of Disease Attributable to Selected Risks**

One major value of the CRA project is to enable policy makers to estimate the size and, with further analysis, cost-effectiveness (cost per unit health benefit) of potential interventions across a range of risks and diseases. The list of 26 risk factors in the WHO CRA, however, does not contain all of the major classes of risks and interventions of interest to policy makers. In some cases, this was due to lack of sufficient published worldwide exposure evidence for a full-scale risk assessment, as was the case for environmental tobacco smoke or food safety, for example. In other cases, however, it was because the risk factor produced unique impacts and thus required no sophisticated risk assessment. All measles cases, for example, can be attributed to lack of measles vaccination. Other disease outcomes,
whose risk factors were not sufficiently addressed in the CRA project, were those with diffuse determinants among environmental and behavioral factors (e.g., some cancers, perinatal conditions, and neuropsychiatric diseases) or those with more complex, multifactor etiology and often with heterogeneous determinants in different populations, and these are therefore difficult to quantify without data at a very small scale (e.g., tuberculosis and injuries).

Although not needing a sophisticated risk assessment, efforts to eliminate the so-called child cluster diseases (measles, tetanus, pertussis, diphtheria, polio), those killing mainly children and addressed by readily available and highly effective vaccines, are nevertheless clearly on the menu of important interventions to be considered by policy makers. Thus, here we added a few more important policy-relevant outcomes (diseases/injuries), those that cause at least 1% of the GBD or one million deaths annually, and their risk factors to the list of those addressed by the CRA project. Judgments, similar to those used in choosing the theoretical-minimum-risk distributions, must be applied to counterfactual levels for this additional set of health risks.

- Child-cluster diseases can be essentially eliminated, as seen in developed countries, through vaccination.
- Malaria, as demonstrated by historical experiences in Europe and the United States, can be essentially eliminated through household and community controls. We used the rate of malaria in WHO region SEA-B (Southeast Asia) as an achievable counterfactual level for tropical regions that currently experience malaria burden (49, 50).
- Road traffic accidents may not be entirely eliminated as long as motor vehicles remain important. In the absence of a systematic CRA, therefore, we arbitrarily set the feasible counterfactual level to be that of the lowest per capita burden in the world with high levels of vehicle use, the WHO region WPR-A (Japan/Australia/NZ), which is about half the global rate (51).

Figures 4a,b show the contribution of the resulting leading global risk factors to all causes of mortality and to the burden of disease. The different ordering of risk factors in their contributions to mortality and disease burden reflect the age profile of mortality (e.g., deaths in younger ages make larger contributions to disease burden) and the nonfatal effects (e.g., risks with nonfatal health outcomes such neuropsychological diseases and injuries make more contributions to disease burden than to mortality). Distributions of deaths and disease burden for the environmental risks by age and by gender are also shown in Table 2.

3In addition, we use the regional distribution of road traffic accident deaths in 2000 from a detailed recent study (51), adjusted to the totals in the 2000 GBD.
<table>
<thead>
<tr>
<th>Environmental risks</th>
<th>Mortality 0-4</th>
<th>5-14</th>
<th>15-59</th>
<th>≥60</th>
<th>Males</th>
<th>Females</th>
<th>Disease burden 0-4</th>
<th>5-14</th>
<th>15-59</th>
<th>≥60</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsafe water, sanitation, and hygiene</td>
<td>68</td>
<td>5</td>
<td>13</td>
<td>14</td>
<td>52</td>
<td>48</td>
<td>77</td>
<td>8</td>
<td>13</td>
<td>3</td>
<td>51</td>
<td>49</td>
</tr>
<tr>
<td>Urban air pollution</td>
<td>3</td>
<td>0</td>
<td>16</td>
<td>81</td>
<td>51</td>
<td>49</td>
<td>12</td>
<td>0</td>
<td>40</td>
<td>49</td>
<td>56</td>
<td>44</td>
</tr>
<tr>
<td>Indoor air pollution from household use of solid fuels</td>
<td>56</td>
<td>0</td>
<td>5</td>
<td>38</td>
<td>41</td>
<td>59</td>
<td>83</td>
<td>0</td>
<td>8</td>
<td>9</td>
<td>49</td>
<td>51</td>
</tr>
<tr>
<td>Lead exposure</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td>57</td>
<td>66</td>
<td>34</td>
<td>75</td>
<td>0</td>
<td>16</td>
<td>8</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>Global climate change</td>
<td>86</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>49</td>
<td>51</td>
<td>88</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>49</td>
<td>51</td>
</tr>
<tr>
<td>Occupational risks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injuries</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>14</td>
<td>94</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>95</td>
<td>5</td>
<td>93</td>
<td>7</td>
</tr>
<tr>
<td>Carcinogens</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>72</td>
<td>85</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>49</td>
<td>83</td>
<td>17</td>
</tr>
<tr>
<td>Airborne particulates</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>83</td>
<td>74</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>65</td>
<td>35</td>
<td>77</td>
<td>23</td>
</tr>
<tr>
<td>Ergonomic stressors</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>95</td>
<td>5</td>
<td>59</td>
<td>41</td>
</tr>
<tr>
<td>Noise</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>89</td>
<td>11</td>
<td>67</td>
<td>33</td>
</tr>
<tr>
<td>Selected diseases/injuries with environmental determinants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood diseases</td>
<td>79</td>
<td>15</td>
<td>5</td>
<td>1</td>
<td>50</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Malaria</td>
<td>85</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>47</td>
<td>53</td>
<td>86</td>
<td>8</td>
<td>6</td>
<td>0</td>
<td>47</td>
<td>53</td>
</tr>
<tr>
<td>Road traffic accidents</td>
<td>4</td>
<td>8</td>
<td>71</td>
<td>17</td>
<td>71</td>
<td>29</td>
<td>7</td>
<td>16</td>
<td>74</td>
<td>14</td>
<td>70</td>
<td>30</td>
</tr>
</tbody>
</table>

*aAll numbers show the percentage of total risk-factor-attributable deaths or DALYs in the specific subgroup (39, 51a).
EPIDEMIOLOGIC TRANSITION REVISITED

With the GBD database, it is possible for the first time to evaluate the health transition framework in more systematic ways, both in terms of mortality and more complete approaches, such as ill health and risk factors.

Mortality Transition Revisited

Shown in Figure 5 are representations of the mortality transition, using only the simple distinctions among the four income categories used by the World Bank.

- Figure 5a shows the classic mortality transition in terms of proportion of total deaths in 2002. The figure illustrates the decline of category I and the rise of category II diseases with increasing income, and the lack of trend for category III. Because the total at each income class is always 100%, however, it does not indicate whether any progress has been made in overall mortality rates.

- Figure 5b shows the actual numbers of deaths in each category at each income level, illustrating the large number of deaths from infectious diseases still existing in the poorest parts of the world. The numbers for the different income levels, however, are not comparable because they have different populations.

- Figure 5c presents the results in terms of deaths per 1000 population, thereby correcting for population size. Here the size of the infectious risk in poor countries persists, but an apparent increase in chronic risks in rich countries emerges. Even more striking, perhaps, total mortality, which falls dramatically from poor to middle-income countries, actually seems to rise in the shift from middle-income to rich countries.

- Corrected also for age distribution by standardizing according to the world age distribution in 2002, Figure 5d shows that this apparent rise in category II deaths is just an artifact of the different age distributions within the regions. Rich countries do not have higher true death rates than poor countries in any disease category, but rather larger proportions of old people, who have higher death rates in every society. This figure represents the true mortality risks as experienced by individuals within each income group as they go through their life course. As shown, the mortality risks for all three categories of disease decline with development, by factors of 18, 1.8, and 2.5, for categories I, II, and III, respectively, when comparing the richest and poorest country groups.

Burden of Disease Transition

As the GBD database also coherently incorporates time lost to premature death and to nonfatal health outcomes (diseases and injuries) weighted by a disability
Figure 5  Original form of the epidemiologic transition or the mortality transition because it addresses only deaths in each category (I, infectious; II, chronic; III, injuries) and in each income group of countries as (a) proportion of total deaths, (b) the absolute number of deaths, (c) deaths per 1000 capita, and (d) deaths per capita adjusted to world age distribution. The income categories are low income >$735 per capita, lower middle income = $735–$2935, upper middle income = $2935–$9076, and high income >$9076, using 2002 dollars per capita purchasing power (SPPP) (52). Health data from the WHO GBD database for 2002 (52a).
weight according to the severity of each outcome, it is possible for the first time to describe what might be called the true epidemiologic transition, using morbidity as well as mortality data combined in the DALY metric used in the GBD databases.

- Figure 6a shows the epidemiologic transition using proportion of ill health in each disease category in 2002 as measured in DALYs. Compared to the mortality transition in Figure 5a, it shows an even stronger shift from
Figure 6  (a) True epidemiologic transition using DALYs, a measure of lost time that includes allowance for both premature death and illness and injury as fraction of total lost DALYs by disease category (category I is infectious, category II is chronic, and category III is injuries) and income group. (b) Epidemiologic transition in absolute DALYs by income group. (c) Epidemiologic transition per capita, shown in DALYs per thousand individuals. (d) Epidemiologic transition adjusted to world age distribution, shown in DALYs per 1000 captita. Health data from the WHO GBD database for 2002 (52a).
infectious to chronic diseases because many of the infectious disease deaths occur in younger ages and hence account for a larger loss of health life years.

- Figure 6b, using total DALYs, shows again how important infectious diseases in the poorest countries are in the world picture.
- Figure 6c, corrected for population size, shows the same features as Figure 5c, its parallel in mortality, and much different from Figure 7a, the
classic mortality transition presented in the literature or its epidemiologic equivalent, Figure 6a.

- Figure 6d, corrected for age distribution by adjusting all regions to the world distribution of population in 2002, shows a pattern similar to Figure 6c partly because any analysis using the DALY metric incorporates some age adjustment owing to its use of lost life years for mortality. This figure, however, is probably the best single representation of the true risks of disease, injury, and illness across income groups from the standpoint of individuals. The figure illustrates that even diseases traditionally associated with westernization or modernization have larger age-specific risks in developing countries. In other words, those people, who survive childhood infectious diseases in the developing world, are still at a disadvantage for chronic diseases compared to people in rich countries.

In summary, Figure 6a,b,c,d shows

1. The huge burden of infectious diseases that persists in the poorest countries.
2. Most of the improvement in overall health status during development occurs through reduction of the category I diseases (e.g., about three quarters of the total lowering of burden per capita comparing low- to high-income countries).
3. The so-called nontransitional injuries actually do seem to decrease with income (by a factor of three between low- and high-income countries).
4. Most different from many previous interpretations of the impacts of development on health, it shows that chronic diseases (category II) also generally decline with development (down by one third from low- to high-income countries), although they remain approximately constant across the two middle-income categories, in contrast to their pattern of mortality in Figure 5d (53).
5. The apparent increase in chronic disease (category II) during development, found in classic descriptions of the mortality transition, is actually because they become relatively more important as category I and III diseases decline and the age distribution becomes older, not by absolute increases in risk to individuals.

QUANTIFYING THE ENVIRONMENTAL RISK TRANSITION

With the coherent and consistent databases provided by the WHO GBD and the CRA projects, it is now also possible to put flesh on the conceptual skeleton of the risk transition hypothesis by examining the trends of environmental health
impacts with development. For many risk factor-disease combinations, there are relatively short delays between imposition of the exposures to environmental hazards and occurrence of the disease. Exposure to fecal-contaminated water, malarial mosquitoes, and poor traffic safety, for example, precede disease and injury by relatively short periods. Thus, the risk and the burden are closely linked. For other risk factor-disease combinations, e.g., lung cancer from air pollution and malnutrition from climate change, the latency periods would be much longer. Further, additional health determinants, such as nutrition and access to health care, affect the same health outcomes as those influenced by environmental risks. For example, in China, the decline in child mortality from lower respiratory infections, diseases affected by IAP from solid fuel use, has likely been a result of changes in energy use (types of fuels and stoves) and improved access to medical interventions. As a result, the decline in disease outcome has occurred more rapidly than risk factor exposure. The current analysis using the disease burden associated with environmental health risks does not address the issue of lags and possible divergence between exposure change and health impacts, which will require additional data.

Before discussing the trends of environmental health risk with development, however, we need to choose both the metric of development to use and the metric of risk.

Measuring Development

Much has been written about the advantages and disadvantages of different indicators or combinations of indicators (indices) of development (54, 55). Two well-established indices, updated annually in global databases, are

- Income per capita (in U.S. dollars, open ended), but adjusted for local purchasing power in 2000 (56). Here, dollars of gross domestic product/capita, adjusted for purchasing power, is termed $PPP/capita.
- Human Development Index (HDI) (dimensionless, from 1 to 100), developed originally by the UN Development Programme (57). HDI combines purchasing power income per capita, life expectancy, and education level in a nonlinear fashion using 2000 data.

Because the same measure of income is included in both, the two are related ($r^2 = 0.76$ in 2000) and thus might be thought to be duplicative. Unlike the simple income metric, however, the HDI weights income on a log scale, and thus an extra $100 per capita produces a bigger change in HDI in a poor society than in a rich one. The HDI also includes factors (health and education) that, although often correlated with income, do not always move together because nations at the same incomes can put more or less resources into development of human capital. Therefore, the two indices result in a different relative ranking of individual nations or regions. The values used for $PPP/capita$ and HDI for each of the 14 WHO subregions used in this review are shown in Table 3.
### TABLE 3  Global Burden of Disease 2000 subregions and the development indicators used in this analysis

<table>
<thead>
<tr>
<th>WHO region</th>
<th>Mortality stratum</th>
<th>Countries</th>
<th>2000 population (thousands)</th>
<th>$GDP/capita (2000)</th>
<th>purchasing power parity</th>
<th>2000 HDI</th>
<th>Natural debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>African region (AFR)</td>
<td>D</td>
<td>Algeria, Angola, Benin, Burkina Faso, Cameroon, Cape Verde, Chad, Comoros, Equatorial Guinea, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Liberia, Madagascar, Mali, Mauritania, Mauritius, Niger, Nigeria, Sao Tome and Principe, Senegal, Seychelles, Sierra Leone, Togo</td>
<td>294,078</td>
<td>1,670</td>
<td>0.47</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>Botswana, Burundi, Central African Republic, Congo, Côte d'Ivoire, Democratic Republic of the Congo, Eritrea, Ethiopia, Kenya, Lesotho, Malawi, Mozambique, Namibia, Rwanda, South Africa, Swaziland, Uganda, United Republic of Tanzania, Zambia, Zimbabwe</td>
<td>345,515</td>
<td>2,050</td>
<td>0.45</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td>Region of the Americas (AMR)</td>
<td>A</td>
<td>Canada, Cuba, United States of America</td>
<td>325,183</td>
<td>32,500</td>
<td>0.94</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Antigua and Barbuda, Argentina, Bahamas, Barbados, Belize, Brazil, Chile, Colombia, Costa Rica, Dominica, Dominican Republic, El Salvador, Grenada, Guyana,</td>
<td>430,932</td>
<td>7,790</td>
<td>0.78</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>Countries</td>
<td>Population</td>
<td>GDP (US$)</td>
<td>GDP per Capita (US$)</td>
<td>GDP Growth Rate (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------</td>
<td>-----------</td>
<td>---------------------</td>
<td>--------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Mediterranean region (EMR)</td>
<td>Honduras, Jamaica, Mexico, Panama, Paraguay, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines, Suriname, Trinidad and Tobago, Uruguay, Venezuela</td>
<td>71,230</td>
<td>2,820</td>
<td>0.64</td>
<td>5.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bolivia, Ecuador, Guatemala, Haiti, Nicaragua, Peru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Bahrain, Cyprus, Islamic Republic of Iran, Jordan, Kuwait, Lebanon, Libyan Arab Jamahiriya, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, Tunisia, United Arab Emirates</td>
<td>139,059</td>
<td>7,040</td>
<td>0.73</td>
<td>18.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>Afghanistan, Djibouti, Egypt, Iraq, Morocco, Pakistan, Somalia, Sudan, Yemen</td>
<td>342,576</td>
<td>2,420</td>
<td>0.54</td>
<td>3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>European region (EUR)</td>
<td>Andorra, Austria, Belgium, Croatia, Czech Republic, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Israel, Italy, Luxembourg, Malta, Monaco, Netherlands, Norway, Portugal, San Marino, Slovenia, Spain, Sweden, Switzerland, United Kingdom</td>
<td>411,889</td>
<td>23,300</td>
<td>0.92</td>
<td>57.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Albania, Armenia, Azerbaijan, Bosnia and Herzegovina, Bulgaria, Georgia, Kyrgyzstan, Poland, Romania, Slovakia, Tajikistan, the former Yugoslav Republic of Macedonia, Turkey, Turkmenistan, Uzbekistan, Yugoslavia</td>
<td>218,458</td>
<td>6,060</td>
<td>0.76</td>
<td>44</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
## TABLE 3 (Continued)

<table>
<thead>
<tr>
<th>WHO region</th>
<th>Mortality stratum</th>
<th>Countries</th>
<th>2000 population (thousands)</th>
<th>$\text{GDP/capita (2000) purchasing power parity}^b$</th>
<th>2000 HDI^c</th>
<th>Natural debt^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>C Belarus, Estonia, Hungary, Kazakhstan, Latvia, Lithuania, Republic of Moldova, Russian Federation, Ukraine</td>
<td>C</td>
<td>243,184</td>
<td>7,280</td>
<td>0.77</td>
<td></td>
<td>73</td>
</tr>
<tr>
<td>Southeast Asia region (SEAR)</td>
<td>B</td>
<td>Indonesia, Sri Lanka, Thailand</td>
<td>293,819</td>
<td>3,790</td>
<td>0.70</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>Bangladesh, Bhutan, Democratic People’s Republic of Korea, India, Maldives, Myanmar, Nepal</td>
<td>1,241,806</td>
<td>2,200</td>
<td>0.56</td>
<td>2.8</td>
</tr>
<tr>
<td>Western Pacific region (WPR)</td>
<td>A</td>
<td>Australia, Brunei Darussalam, Japan, New Zealand, Singapore</td>
<td>154,354</td>
<td>26,300</td>
<td>0.93</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Cambodia, China, Cook Islands, Fiji, Kiribati, Lao People’s Democratic Republic, Malaysia, Marshall Islands, Federated States of Micronesia, Mongolia, Nauru, Niue, Palau, Papua New Guinea, Philippines, Republic of Korea, Samoa, Solomon Islands, Tonga, Tuvalu, Vanuatu, Viet Nam</td>
<td>1,532,933</td>
<td>4,320</td>
<td>0.72</td>
<td>7.3</td>
</tr>
<tr>
<td>World totals</td>
<td></td>
<td></td>
<td>6,045,016</td>
<td>7,340</td>
<td>0.69</td>
<td>20</td>
</tr>
</tbody>
</table>

^aAbbreviation and symbols: A, very low child mortality and very low adult mortality; B, low child mortality and low adult mortality; C, low child mortality and high adult mortality; D, high child mortality and high adult mortality; E, high child mortality and very high adult mortality; HDI, Human Development Index. High-mortality developing regions include AFR-D, AFR-E, AMR-D, EMR-D, and SEAR-D; lower-mortality developing regions include AMR-B, EMR-B, SEAR-B, and WPR-B; developed regions include AMR-A, EUR-A, EUR-B, EUR-C, and WPR-A (18, 82).

^bGDP per capita adjusted for purchasing power parity (56).

^cThe values shown here are the simple population-weighted means of the country HDI values in Reference 57. As the HDI does not scale linearly with its indicators (purchasing power income per capita, life expectancy, and education level), it would be more accurate to take the population-weighted means of the indicators for all the countries and then recreate a new HDI for the subregions and globe. When this is done, for example, the global value is 0.72, somewhat above the 0.69 shown here (57).

^dMeasured as tons of carbon per capita depleted carbon as carbon dioxide remaining in the atmosphere from national emissions 1950–1991 (67).
Risk Metric

From the standpoint of national policy, the relative importance of risk factors as fractions of the total impact is critical in deciding the distribution of available (and always scarce) resources for interventions. For international comparisons of risks, however, a per capita measure of the impact of a risk factor is more relevant to understanding how it affects different populations. Thus, we focus on two risk metrics: (a) percent of total burden, measured in DALYs, and (b) burden per capita, measured as DALYs per 1000 capita.

Household Environmental Risks

Of the environmental risk factors and diseases in Table 1, three stand out as principally operating at the household level and mainly affecting young children (diarrhea, acute lower respiratory infections, and malaria).

- Poor water, sanitation, and hygiene. These three factors are grouped together because studies have shown that improving one alone does not necessarily produce a reliable reduction in ill health, and there are complex interrelationships among quantity and quality of water, sanitation, waste disposal technology and hygiene behavior (58, 59). The only disease included in the CRA analysis for this risk factor is diarrhea, which is caused by pathogens in human waste finding their way back into households through contaminated water and food or poor hygiene practices. Although both community (sewage) and household (latrine) technologies and behaviors play roles in reducing impacts, the hazards are created by household activities, and household-level interventions hold the key to the major improvements.

- IAP from solid fuel use. About half the households in the world use solid fuels (biomass or coal) for cooking and heating in simple stoves that emit health-damaging air pollutants into living areas. The CRA project identified good evidence that such pollution contributes significantly to three major diseases worldwide: acute lower respiratory infections, chronic obstructive pulmonary disease, and lung cancer (47). Solutions (cleaner fuels, better stoves, ventilation, and hygiene) lie principally at the household level, although obviously community efforts, such as fuel and stove subsidies and energy infrastructure, play roles.

- Although community efforts, such as habitat management, are important for reducing malaria (60), household-level interventions (screening, pesticides, and bed nets) offer the significant opportunities for control today and help explain the reduction of malaria in areas where it has been eliminated in the

---

4Here, hygiene refers to individual/family behavior, such as water storage, waste disposal, and hand washing, which effect fecal-oral transmission.
past. The level of malaria in Southeast Asia (SEAR-B) is taken as the level other regions could reach. Note that more than 90% of the global burden falls on sub-Saharan Africa (AFR-D,E) (61, 62).

Figures 7a,b show that in both relative and absolute terms these household-level environmental risks decline markedly with development, measured by $PPP/capita. There are more than two orders of magnitude fall in burden per capita between poor and rich countries. Although changing the regional relationships to some degree, Figures 7c,d show that use of HDI as the development metric does not illuminate a largely different pattern, and thus to save space, we focus on $PPP per capita as the development indicator for the rest of this analysis.

Note the anomalous dip in the trends shown in Figures 7a,b for the region at about $7300 PPP/capita (a pattern that is repeated in most of the other environmental risk transition figures). This is for WHO region EUR-C (Table 3), which includes most of the former Soviet Union plus a few eastern European countries. It seems that its household environmental health risks are lower than what might be indicated by its current income. This partly reflects the sustained low levels of child mortality, a major outcome of household environmental risks, in the countries in this region despite the stagnant or declining income in the early 1990s. Note also the anomalous rise in the trends around $2400 PPP/capita, which is in the eastern Mediterranean Region D (EMR-D). Apparently whether measured by HDI or $PPP/capita, the poorer countries of North Africa and the eastern Mediterranean plus Pakistan have greater household environmental risks than might be expected by their development status.

Community Environmental Risks

Of the quantified environmental risks and diseases, several stand out as community-based exposures.

- Urban outdoor air pollution: Although some portion is due to household activities, the principal sources and solutions mainly lie at the community level. This risk assessment only examined cities above 100,000 in population and thus is an underestimate of the global burden from all urban outdoor air pollution (48). (Rural areas can also have significant outdoor air pollution levels.)

- Lead pollution: Although there are household sources (e.g., paint), the chief sources of lead pollution worldwide have been leaded gasoline and industrial sources (63).

- Occupational risks: Separately quantified were risks of airborne particles, carcinogens, injuries, noise, and poor ergonomics, which are combined here (64).

- Road traffic accidents: These include the burden on pedestrians as well as vehicle occupants.
Figures 8a,b show that the pattern of these risks with development is somewhat more complex than those of household risks, with some rising, some falling, and some first rising and then falling. In general, the health impacts of road traffic accidents and urban air pollution rise with development, then fall, although the pattern is less dramatic with air pollution. In contrast, lead and occupational burdens vary quite a bit, presumably owing to differential timing of control measures for lead and different mixtures of industries and occupational safety regulations for occupational hazards.

Note again the anomalously good performance for EUR-C and the mixed performance for EMR-D, compared to their income levels. Note also that, compared to the others, health impacts of urban ambient air pollution falls earlier in the development process, illustrating the increasing concentration of the health hazards of this exposure in poor societies.

Global Environmental Risks

The only global environmental risk factor examined in the WHO CRA was climate change due to human release of greenhouse pollutants into the global atmosphere (65). Other global impacts, such as stratospheric ozone depletion and land-use changes, were not addressed. As shown in Table 1, climate change today has had a relatively small impact on human health worldwide. Unlike the other environmental risk factors examined, however, exposure will likely increase in future years, with associated health impacts, depending on public efforts to control diseases, such as malaria, that are magnified by climate change (50). Figures 9a,b show that the risks from climate change dramatically decline with development, reflecting the greater vulnerability of poor populations to the disease categories affected: diarrhea, malaria, natural disasters, and malnutrition.

This trend may seem to be counter to the environmental risk transition framework shown in Figure 2, wherein global risks are shown to increase with development. The discrepancy is explained by the different perspectives involved, however. Figure 9 indicates where the risk is experienced but not where it originates. Because the source of climate change risk [greenhouse-gas (GHG) emissions] increases with development, however, the size of the risk imposed does rise with development, as shown below.

ENVIRONMENTAL RISK TRANSITION REVISITED

Figures 10a,b combine the separate risks in the three spatial groups—household, community, and global. Instead of using the risk experienced for climate change (Figure 9), the total damage (Table 1) is redistributed according to the “natural debt” of each of the subregions, which is a measure of how much global warming has been contributed by different countries (66). Measured in tons of carbon remaining in the atmosphere per capita, it is determined from total fossil fuel carbon emissions since
Figure 9  Trend of experienced global environmental risk transition in panel (a) as DALYs per 1000 capita and in panel (b) as percent of total DALYs with development measured as per capita purchasing power (SPPP). Panel (b) also shows a trend line. Sources: WHO Comparative Risk Project (39) and UN Development Programme Human Development Report (57).

1950, depleted by natural absorption processes (67). Use of other GHG emission measures, such as cumulative emissions extending to earlier periods, undepleted cumulative emissions, or even current emissions of total GHGs, are unlikely to significantly change the pattern. The estimated natural debt of each region in tons carbon per capita is shown in Table 3.
The patterns of Figure 10 do roughly support the conceptual framework shown in Figure 2, i.e., traditional or household environmental risks do tend to decline with development, no matter which metric is used. Modern or community risks tend first to rise and then to fall as development proceeds, although the pattern is less consistent and local exceptions exist. This complexity of community risks likely reflects the diverse role of technological and policy options that have been differentially adopted for the control of these risks by societies at similar levels of development. Imposition of global or postmodern risks tends to rise with development, with no diminution at the highest levels yet in evidence.

Risk Overlap

Within the original environmental risk transition framework was the concept of “risk overlap,” describing communities experiencing significant amounts of both traditional and modern (household and community) risks at the same time (68, 69). Most obvious among these groups are populations living in urban slums of poor countries, which tend to retain poor household environments while living in the most contaminated parts of cities in terms of air pollution, traffic, and solid waste. A number of interactions were associated with such risk overlap situations including

- Risk genesis: New types of risk are created, such as toxic wastes in garbage dumps.
- Risk transfer: Attempts to control one type can make other types worse, such as pesticides used for malaria control.
- Risk synergism: Risk of one type changes sensitivity to other risks in absolute or relative terms, such as increased diarrhea or pneumonia mortality among undernourished children who also have limited access to transportation to health services. This synergy and vulnerability further magnify and concentrate the burden of disease and ill health caused by environmental exposures.

The distinction between imposing and experiencing global environmental health risks exhibits another even more prevalent risk overlap situation. Measured as the ratio of risk imposed to the risk experienced, it ranges by more than a factor 7000 from the ratio of 0.08 in poor Africa to 560 in North America. Poor populations already burdened by high household and community risks are thus also bearing the major portion of the health risks imposed by global climate change in what might be termed a triple risk overlap.

The Environmental Kuznets Curve

A large literature and debate has revolved around the question of whether environmental impacts tend to first rise and then fall with economic development (inverted U shape), as described for income inequity by Nobel economist Simon Kuznets in
the 1950s (70). Not only the shape but its implication was disputed, i.e., whether countries could grow their way out of environmental problems (71–75). The environmental risk transition framework provides one explanation of how different observers have sometimes come to quite different conclusions about this hypothesis when examining the evidence, at least in terms of human health impacts.

Such examinations of the environmental Kuznets curve hypothesis in their simplest forms have generally not

- Made careful distinction between risks to environmental health and those to environmental quality and/or ecosystems, partly because of limited access to comprehensive and coherent databases such as those of the GBD and CRA projects;
- Carefully defined and used consistent metrics for risk and development in their analyses;
- Conducted careful examination of environmental risks across the spatial spectrum, for example, often leaving out household and occupational risks.

Figure 10, nevertheless, would seem to support a modified environmental Kuznets curve hypothesis in the following three-part form:

1. Community-level environmental health impacts tend to be highest in mid-income countries and to be less in the poorest and richest countries in both absolute and relative terms, although there are exceptions depending on local circumstances and the particular risk factor.
2. Household-level environmental health risks, which represent a much larger burden, tend to show declines at every level of increased development.
3. Although being currently relatively small, the impact of global risks falls with development, but the imposition of these risks steadily rises with development.

The shift in spatial scales seen in the environmental risk transition framework is accompanied, imperfectly, by a shift to longer temporal scales, i.e., the lag between risk and disease is, on average, shorter for household than for community risks and shorter in community hazards than global ones. There is evidence that rising income affects societal discounting in time and space (low income being accompanied by high effective discount rates), which might help explain why the tendency to "pass the buck" moderates in its temporal and spatial scales in the way shown by the environmental risk transition framework (76).

LIMITATIONS OF EPIDEMIOLOGIC RISK ASSESSMENT

Environmental health risks include important categories that are not well addressed by the type of risk assessment conducted here (77).
Environment as a Super Distal Risk Factor

Defining exactly what constitutes an “environmental” risk is not straightforward because environment, by definition, affects health in a number of positive and negative ways. Early estimates of the health burden due to environmental factors used the term in its most general form, i.e., anything that was not genetic was environmental (nature and nurture) (77a). A more recent estimate (32) attempted to define environment more exactly and to use the first burden of disease database (17) to take advantage of its complete and coherent presentation of global disease burdens. Done prior to the more formal and detailed CRA described above, which started from the major intervention categories (e.g., air pollution, lead), the overall burden of environmental health risks was determined instead by estimating the environmental portion disease by disease.

Environment, however defined, is one of a handful of what one might call “super distal” risk factors (or more appropriately health determinants). Other such factors include nutrition, poverty, and social inequality, which all have broad positive and negative effects on many diseases. A super distal risk factor affects essentially every disease, even if the pathways are not always well understood. For example, although there may be no environmental factor clearly increasing the chance of becoming infected with HIV, someone with acquired immuno-deficiency syndrome (AIDS) who goes home to a dirty slum environment will have a poorer outcome (more severe disease and earlier death) than someone in a clean environment. It is just so with gunshot wounds, diabetes, schizophrenia, and essentially every other kind of nonenvironmental disease as well. In a burden of disease framework, disease outcomes count as well as contracting the disease. With this argument, the environmental burden of disease assessment mentioned above (32), assigned at least 5% of every disease to environment, with larger proportions to diseases, such as diarrhea, with attributable proportions to more direct environmental factors. In total, it was estimated that environmental risks might be responsible for 25% to 40% of the GBDs, with larger proportions in poor countries and lower proportions in rich countries (32). Undoubtedly, however, a uniform 5% is not realistic and some nonenvironmental diseases are more influenced by indirect pathways from environmental factors than others. To determine these relationships in a systematic quantitative fashion would require resolving a full causal web linking various environmental and other risk factors to their related diseases and well-defined counterfactual scenarios of exposure and disease.

High-Consequence, Low-Probability Hazards

The CRA project did not attempt to determine the expected health damage from high-consequence, low-probability events. These include natural disasters (e.g., earthquakes, volcanic eruptions, tsunamis, and asteroid impacts), high-impact technological failures (e.g., intentional and accidental nuclear explosions), and new and old (emerging and reemerging) infectious diseases caused by evolving
human activities, such as those associated with trade, tourism, terrorism, blood supplies, and human interaction with natural environments (78). Although not susceptible to the type of epidemiologic analysis done in the CRA project, as shown by the 2004 Tsunami in the Indian Ocean and the 2003 SARS (Severe Acute Respiratory Syndrome) outbreak, such events can exact a considerable toll of ill health and also generate large emotional, technical, economic, and political responses both locally and globally.

The kind of environmental risk assessment described here, although subject to uncertainty because of our imperfect knowledge of human exposure levels and exposure-response relationships, deals with common population-level exposures and not those for which occurrence at any given time or place is subject to great uncertainty. We may not know exactly how many people are exposed to how much human waste from lack of sanitation at what precise individual risk, but we are sure that such exposure is a daily occurrence for millions and that important effects exist daily. Whether and when another tsunami or SARS epidemic will occur is extremely hard to estimate and thus how much health burden might occur is even more so. Indeed, entirely different methods would be needed in the realm of the kind of probabilistic risk assessments (PRAs) done for nuclear power plants and space missions (78a). Even when done, the results of PRA and CRA are hard to compare fairly, as they are based on different assumptions and subject to different types of uncertainty.

Human perception being what it is (79, 80), of course, SARS or a major disaster like a tsunami evokes larger responses in the press and in policy circles than ancient day-in-day-out risks like diarrhea from poor sanitation. From a public health perspective, there may seem to be apparent tension between responding to unknown, uncertain risks and large risks of day-to-day life, especially those of the poor. Using deaths as the indicator, SARS killed in six months about 800 people, roughly the number of children killed in a few hours in India alone by acute lower respiratory infections, which because they can kill as, or even more, rapidly have been dubbed “old SARS” (81). Every month, about as many children die from the three big environmental diseases alone—acute lower respiratory infections, diarrhea, and malaria—in the regions most affected by the 2004 Tsunami as the total mortality from the tsunami (82). How does one compare, for illustration, the risk of poor sanitation in a region estimated at 600–1400 thousands deaths per year with a 20% chance of an earthquake killing 600–1400 thousand in the next 50 years, which would be one of history’s greatest natural disasters? Is a straightforward expected value calculation appropriate in which the earthquake risk is treated as equivalent to 4 thousand deaths a year? The amount of resources that could be justified for earthquake interventions would pale to nothing, but this is clearly not the way public or media perceptions always operate.

The magnitude of the direct disease burden, of course, is not the only characteristic that makes an environmental risk worthy of concern. The economic damage that went along with the 2004 Tsunami and consequent difficulties of reestablishing livelihoods is an important factor, possibly with long-term health
consequences. For the SARS epidemic, the uncertainty about where it would stop or stabilize justified a large response. In a similar although not quite as dramatic fashion, the HIV epidemic is of special concern because it is still rising and no stable point is in sight. Among the environmental health risks examined here, it is those from climate change, small as they are now, that ought to worry us from this perspective because we do not know where they are going and our assessment techniques are poor. Although the importance of risk perception and risk management is outside the scope of this review, it has been argued that strong public health and environmental health institutions that reduce vulnerability and exposure to day-to-day risks are arguably also the best defense against unknown risks (82, 83).

CONCLUSION

It is important to emphasize that cross-sectional comparisons are not always good predictors of what will happen in any one place on a longitudinal basis. Given the great efforts it took to create the first truly comprehensive and coherent databases of death, disease, and injury by age and sex in 14 regions covering the world and the attributed burden for major risk factors, environmental and otherwise, it will be a while before we obtain true time-series data on a such a comprehensive and coherent basis. In the meantime, we need to glean what insight we can from these cross-sectional comparisons. In addition, what is reported in this review from the CRA project was the outcome of the exposure to environmental hazards, not the exposure itself. Although the two are closely linked for some risk-disease relationships, there are other important factors that affect how exposures translate into illness and mortality, most importantly nutrition and access to medical care. Thus, strictly speaking, what we have explored is not the transition of the risks, but their expression.

Finally, the kind of quantification in the CRA project is based on techniques using epidemiologic measures of exposure-response and nonstochastic measures of exposure. It cannot be applied to the high-consequence low-probability environmental risks, such as natural disasters, or new/emerging disease risks with which humanity has had no previous experience, such as SARS.

Despite these limitations of the basic risk framework, the investigation of the epidemiologic transition using the GBD database (Figures 5 and 6) reveals several important characteristics of disease patterns across development categories.

- No matter what metric is used, category I (infectious disease) in poor countries still dominates the world burden of ill health. Much of this burden falls on young children.
- There is no apparent substitution of category II (chronic) disease for category I during development, as is often stated. Using risk per capita burden, corrected for age and including both mortality and morbidity,
Figure 6d shows that both categories decline as income increases, with the possible exception of nearly static levels in the middle-income regions for category II.

- Category III risks (injuries) decline as well and are not nontransitional as sometime claimed.

Although a full test of the environmental risk transition hypothesis using pure measures of environmental stressors, freed from interactions with other factors such as nutrition and access to medical care, is still beyond existing databases, the database from the WHO CRA project allows a cross-sectional analysis of the environmental health transition, i.e., how the health impacts of environmental risk factors vary across development categories. Some major points emerge from this analysis (Figures 7–10):

- A good deal of the burden of infectious disease borne in poor countries is due to household environmental risks, as much as one third of the burden of all category I disease or one fifth of all disease in poor countries.

- Household environmental risks, however, decline markedly and nearly uniformly with development.

- Although at 4.3% of the GBD, community risks are about half those from household risks globally (9%), they are spread differently across the development spectrum with the highest rates in middle-income countries, measured as either percent of total burden or burden per capita, fitting the environmental Kuznets relationship.

- Impacts from lead and occupational risks show less consistent trends than those from road traffic accidents and urban air pollution, possibly because of the clear and strong role of technological and regulatory interventions.

- Although at 0.4% of the GBD, global risk from climate change is currently much smaller; its expression trends much like household environmental risks, i.e., sharply declining with development.

- The imposition of global risks, determined by natural debt, however, trends steeply upward, with rich countries imposing much more risk because of historically longer and higher emissions of greenhouse gases.

- The trends of environmental risk at different spatial scales (household, community, global) across development levels do generally support the environmental risk transition hypothesis.

- For their income levels and for some risks, the EUR-C region seems to have lower levels than might be expected, and EMR-D has somewhat greater levels.

Imposed and experienced climate change risks are unequally distributed in the world. As a result, the ratio of the two varies by nearly four orders of magnitude (7000 ×) across development regions. Although by any standard, the total health
impact from climate change is not large at present, the potential for growth is high under current emission trends. The differences in risk perception among regions, owing to widely different local ratios of imposed to experienced risks, however, are likely to continue to complicate efforts to reach international consensus on strong control measures.
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Figure 4  See legend on page C-3
Figure 4 (Continued) See legend on next page
Figure 4  (a) Mortality and (b) burden of disease attributable to leading global risk factors and to major diseases, limited to those with at least 1 million deaths or 1% of the total GBD (see Table 1 for other risk factors). The top group in each figure shows the estimated mortality and disease burden for each risk factor considered individually. These risks act in part through other risks and act jointly with other risks. Consequently, the burden due to groups of risk factors will usually be less than the sum of individual risks. The bottom group in each figure is calculated directly from the burden of each disease (including injuries) based on the assumption that a portion of deaths and burden could be avoided through implementation of feasible interventions that affect their multiple causes (see the section titled Estimated Mortality and Burden of Disease Attributable to Selected Risks). Burden of disease, measured in disability-adjusted life year (DALY), is the sum of years of life lost (YLL) to premature mortality and years of life lived with disability (YLD).
Figure 7  (a) Trend of household environmental risks as DALYs per 1000 capita by income measured in dollars of gross domestic product per capita purchasing power (SPPP/capita).  (b) Percent of total DALYs with development measured in SPPP/capita.  (c) DALYs per 1000 capita by Human Development Index (HDI).  (d) Percent of total DALYs with development by HDI.  Sources: WHO Comparative Risk Project (39) and UN Development Programme Human Development Report (57).
Figure 7 (Continued)
Figure 8  Trend of community environmental risks shown in panel (a) as DALYs per 1000 capita and in panel (b) as percent of total DALYs and with development measured as per capita purchasing power (SPPP). Sources: WHO Comparative Risk Project (39) and UN Development Program Human Development Report (57).
Figure 10  See legend on next page
Figure 10  Full environmental risk transition revisited, using data from Figures 7, 8, and 9, showing trends for household, community, imposed global risks, and total environmental risks. Imposed global risks in each income group are allocated according to each group’s mean natural debt. For clarity, trend lines are shown for household and global risks.
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