Modeling ecological drivers in marine viral communities using comparative metagenomics and network analyses
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Long-standing questions in marine viral ecology are centered on understanding how viral assemblages change along gradients in space and time. However, investigating these fundamental ecological questions has been challenging due to incomplete representation of naturally occurring viral diversity in single gene- or morphology-based studies and an inability to identify up to 90% of reads in viral metagenomes (viromes). Although protein clustering techniques provide a significant advance by helping organize this unknown metagenomic sequence space, they typically use only ~75% of the data and rely on assembly methods not yet tuned for naturally occurring sequence variation. Here, we introduce an annotation- and assembly-free strategy for comparative metagenomics that combines shared k-mer and social network analyses (regression modeling). This robust statistical framework enables visualization of complex sample networks and determination of ecological factors driving community structure. Application to 32 viromes from the Pacific Ocean Virome dataset identified clusters of samples broadly delineated by photic zone and revealed that geographic region, depth, and proximity to shore were significant predictors of community structure. Within subsets of this dataset, depth, season, and oxygen concentration were significant drivers of viral community structure at a single open ocean station, whereas variability along onshore–offshore transects was driven by oxygen concentration in an area with an oxygen minimum zone and not depth or proximity to shore, as might be expected. Together these results demonstrate that this highly scalable approach using complete metagenomic network-based comparisons can both test and generate hypotheses for ecological investigation of viral and microbial communities in nature.

Microorganisms drive global biogeochemical cycles (1), with abundances and taxonomic composition tuned to spatio-temporally varying environmental conditions (2–5). Viruses then modulate these biogeochemical processes through mortality, horizontal gene transfer, and metabolic reprogramming (6). However, our understanding of how viral communities change in response to biological, physical, and chemical factors and host availability has been limited by technical challenges.

Most viruses in the ocean lack both cultivated representatives (85% of 1,100 sequenced phage genomes derive from only 3 of 45 bacterial phyla (7)) and a universally conserved marker gene (8); thus, metagenomics is commonly applied to characterize the ecology and evolution of viral assemblages. Problematically, however, our ability to investigate these assemblages via metagenomics remains limited by the lack of known viruses and viral proteins in biological sequence databases. The first viral metagenome (virome) used thousands of Sanger reads and found that 65% of sequences were unknown [i.e., no database match for reads >600 bp (9)]. Adoption of next-generation sequencing (NGS) technologies then generated hundreds of thousands of reads (averaging 102 bp in length) per virome and returned ~90% sequence novelty (10). This unknown problem has not been significantly improved on in subsequent oceanic virome studies regardless of sequencing platform (11). This novelty limits taxonomic and functional inferences about viral assemblages and makes comparative analyses that only use the known portion of these datasets minimally informative at best and completely misleading at worst. Additionally, the standard practice of comparing new datasets against large genomic databases is compute intensive and increasingly unfeasible given escalating scales in datasets and databases.

To circumvent similar issues, Yooseh et al. (12) clustered environmental reads with known proteins from available databases to define sequence similarity-based protein clusters (PCs) to analyze the first global ocean microbial metagenomic datasets. This PC approach helps to both organize the vastly unknown sequence space in metagenomes and identify abundant proteins in environmental datasets even where taxonomy and function are unknown. Application of this approach to viromes has also been fruitful and has led to (i) a dataset of 456K protein clusters (11), (ii) comparative estimates of viral community diversity across sites (11, 13), and (iii) an estimate that the global virome is three orders of magnitude less diverse than previously thought (14). Although a valuable approach for metagenomic data, particularly for viromes where functional and taxonomic information is naturally occurring sequence variation. Here, we introduce an annotation- and assembly-free strategy for comparative metagenomics that combines shared k-mer and social network analyses (regression modeling). This robust statistical framework enables visualization of complex sample networks and determination of ecological factors driving community structure. Application to 32 viromes from the Pacific Ocean Virome dataset identified clusters of samples broadly delineated by photic zone and revealed that geographic region, depth, and proximity to shore were significant predictors of community structure. Within subsets of this dataset, depth, season, and oxygen concentration were significant drivers of viral community structure at a single open ocean station, whereas variability along onshore–offshore transects was driven by oxygen concentration in an area with an oxygen minimum zone and not depth or proximity to shore, as might be expected. Together these results demonstrate that this highly scalable approach using complete metagenomic network-based comparisons can both test and generate hypotheses for ecological investigation of viral and microbial communities in nature.

Microorganisms and their viruses are increasingly recognized as drivers of myriad ecosystem processes. However, our knowledge of their roles is limited by the inability of culture-dependent and culture-independent (e.g., metagenomics) methods to be fully implemented at scales relevant to the diversity found in nature. Here we combine advances in bioinformatics (shared k-mer analyses) and social networking (regression modeling) to develop an annotation- and assembly-free visualization and analytical strategy for comparative metagenomics that uses all the data in a unified statistical framework. Application to 32 Pacific Ocean viromes, the first large-scale quantitative viral metagenomic dataset, tested existing and generated further hypotheses about ecological drivers of viral community structure. Highly computationally scalable, this new approach enables diverse sequence-based large-scale comparative studies.
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Microorganisms and their viruses are increasingly recognized as drivers of myriad ecosystem processes. However, our knowledge of their roles is limited by the inability of culture-dependent and culture-independent (e.g., metagenomics) methods to be fully implemented at scales relevant to the diversity found in nature. Here we combine advances in bioinformatics (shared k-mer analyses) and social networking (regression modeling) to develop an annotation- and assembly-free visualization and analytical strategy for comparative metagenomics that uses all the data in a unified statistical framework. Application to 32 Pacific Ocean viromes, the first large-scale quantitative viral metagenomic dataset, tested existing and generated further hypotheses about ecological drivers of viral community structure. Highly computationally scalable, this new approach enables diverse sequence-based large-scale comparative studies.
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especially limiting, there are drawbacks to the PC approach including (i) only mapping ~75% of the data (11) and (ii) a reliance on metagenomic assembly algorithms not yet optimized for handling sequence variation derived from sequencing artifact and real population heterogeneity (15).

Recently, k-mer-based approaches were introduced to facilitate genome annotation (16) and for whole genome comparison to identify relationships among organisms without assembly and synteny analysis (17). For larger-scale metagenomic datasets, this approach offers a computationally scalable option for direct comparisons. Specifically, this shared k-mer strategy enables a similarity metric and the ability to identify clusters of metagenomes to infer how microbial communities are affected by environmental factors (18). These are significant advances, but they suffer from the lack of a unified statistical framework for evaluating genetic predictors of community structure based on multiple ecological variables that can be dependent on one another.

Here, we introduce a strategy to comparatively evaluate complete metagenomes by combining a shared k-mer approach with social network analysis to place all data into a unified context. Expanding on prior k-mer-based metagenomic methods (17, 18), a model was used to determine the statistical significance of ecological variables in forming the network while also accounting for dependency among these variables. The resulting network allows for data-driven hypothesis generation through the evaluation of k-mer-based virome proximity in network space and statistical evaluation of ecological variables that drive these relationships. Application of this approach to 32 Pacific Ocean viromes (POVs) reveals a high-level overview of shared sequence space between these viromes, investigates the environmental characteristics that drive variability in viral community structure, and identifies testable hypotheses regarding viral community dynamics. Finally, although demonstrated on viromes, this strategy can be efficiently implemented on many large-scale sequence datasets with broad uses from environmental to clinical applications.

Results

Similar to previous metagenomic studies of ocean viruses (9, 10, 19–21), the 6,000,000 read POV dataset was dominated by the unknown (<6% of reads matched known viruses) (22). To more holistically compare viral metagenomes in a computationally scalable way (57x faster than BLAST and comparable to heuristic clustering algorithms; Tables S1 and S2), a strategy was employed using read-level k-mer similarity analyses between viromes as input to a social network analysis (SNA) to model relationships between viromes, and metadata using statistical regression methodologies (23–25) (for details, see SI Methods). These analyses resulted in (i) a unified comparative network of viromes based on sequence composition (Fig. 1) and (ii) a statistical measure of the effect of covariates (i.e., season, proximity to shore, and depth) on the network structure using Eq. 1 (Table 1). This technique was applied to the complete dataset and two subsampled datasets to examine broad-scale, temporal, and spatial patterns as follows: (i) all 32 Pacific Ocean samples (Fig. 1A and B), (ii) open ocean, station P26 LineP samples that vary by season and depth (Fig. 1C), and (iii) spring LineP transect samples that vary by proximity to shore and depth (Fig. 1D).

Broad-Scale Patterns Across 32 Pacific Ocean Viral Communities. Visually, eight regions emerged from the full 32 POV network that broadly differed by photic zone (three photic vs. five aphotic; Fig. L4). In the aphotic portion of the network, the first region contained three viromes from summer at LineP open ocean station P26 and the second region contained three spring LineP samples from deep samples of the transect. The third region in the aphotic region of the network contained viromes from all three biomes with deep samples and across seasons, whereas the fourth and fifth regions contained outlier LineP spring viromes from the base of the oxygen minimum zone.

A sixth region, in the photic portion of the network, contained all four of the spring/summer surface ocean LineP samples regardless of whether they were coastal, intermediate, or open ocean stations, as well as one Monterey Bay (MBARI) virome sampled in fall from the deep chlorophyll maximum (DCM; 42 m) at an intermediate ocean transect site. The seventh region contained surface water viromes including four near-replicate viromes [a single viral-concentrate that was differentially concentrated or purified (13)] sampled in the spring from Scripps Pier, one MBARI fall coastal virome, and one LineP winter open ocean virome. Finally, an eighth region contained five viromes including three from the MBARI photic zone at intermediate and open ocean stations and two shallow samples from the Great Barrier Reef.

To complement these overall qualitative patterns (based on quantitative underpinnings), our unified network regression model was also used to evaluate ecological drivers of the observed network structure. Here, biogeographic region, depth, and proximity to shore were significant predictors of the overall POV network, but season was not (Table 1). Overall, only 3% of reads (n = 196,924) were universal to all samples within the POV network, whereas 23% and 10% of reads were exclusive to photic or aphotic parts of the network, respectively (Fig. 1B). The four near-replicate viromes from Scripps Pier contained the most activity (shared reads) in the network, whereas the shallow Great Barrier Reef viromes and one MBARI virome had the least (Fig. S1).

Finer-Scale Patterns Across Subnetworks. Given the complexity of the overall POV network, smaller refined subnetworks were examined to differentiate spatiotemporal features. First, analyses were focused on the most temporally well-resolved subsets of samples that included 11 viromes from the LineP open ocean

Fig. 1. Visualizing relationships between marine viral communities. (A) Social network of all POV samples with clusters circled in red. (B) Euler diagram (stress = 0.1027) depicting the portion of sequences shared by the eight clusters circled in A and the percent of sequences unique to the photic or aphotic zone. (C) Social network of all samples from LineP open ocean station P26. (D) Social network of all samples from the spring LineP transect. Dots in the social network graphs represent statistical samples taken from the marginal posterior distributions. Labels are placed at the posterior mean for each virome.
P26 station. Visually, again upper ocean, photic zone viromes were clearly separated from deep water, aphotic zone viromes, with seasonality leading to structure within these zones (Fig. 1C). Statistical regressions suggested that ecological drivers included depth, season, and oxygen concentration (Table 1).

A second subset of the data from LineP allowed focus on spatial variability from the coastal to open ocean samples collected on a springtime research cruise (Fig. 1D). Visually, again the photic and aphotic zone viromes were separated in shared k-mer space, but this time no strong patterns were observed with depth within these larger zones or with proximity to shore. Statistical analyses supported these qualitative observations, as only oxygen represented a structuring factor (Table 1).

**Table 1. Bayesian inference numerical summaries for social networks with selected covariates**

<table>
<thead>
<tr>
<th>Network dataset/Covariate</th>
<th>Parameter</th>
<th>Posterior median</th>
<th>Lower limit credible interval (2.5%)</th>
<th>Upper limit credible interval (97.5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full dataset [32 samples (nodes)]</td>
<td>$\gamma$</td>
<td>0.63</td>
<td>0.42</td>
<td>0.88</td>
</tr>
<tr>
<td>Depth</td>
<td>$\beta_1$</td>
<td>0.14</td>
<td>0.06</td>
<td>0.21</td>
</tr>
<tr>
<td>Season</td>
<td>$\beta_2$</td>
<td>0.12</td>
<td>0.06</td>
<td>0.19</td>
</tr>
<tr>
<td>Proximity to shore</td>
<td>$\beta_3$</td>
<td>0.03</td>
<td>-0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$\beta_4$</td>
<td>0.12</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$\beta_5$</td>
<td>-0.00</td>
<td>-0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>LineP open ocean [11 samples (nodes)]</td>
<td>$\gamma$</td>
<td>0.828</td>
<td>0.206</td>
<td>1.298</td>
</tr>
<tr>
<td>Depth</td>
<td>$\beta_1$</td>
<td>0.224</td>
<td>0.11</td>
<td>0.343</td>
</tr>
<tr>
<td>Season</td>
<td>$\beta_2$</td>
<td>0.124</td>
<td>0.032</td>
<td>0.257</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$\beta_3$</td>
<td>-0.336</td>
<td>-0.589</td>
<td>-0.084</td>
</tr>
<tr>
<td>LineP spring transect [11 samples (nodes)]</td>
<td>$\gamma$</td>
<td>6.737</td>
<td>5.555</td>
<td>7.874</td>
</tr>
<tr>
<td>Depth</td>
<td>$\beta_1$</td>
<td>0.117</td>
<td>-0.053</td>
<td>0.287</td>
</tr>
<tr>
<td>Proximity to shore</td>
<td>$\beta_2$</td>
<td>0.047</td>
<td>-0.063</td>
<td>0.147</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$\beta_3$</td>
<td>0.867</td>
<td>0.253</td>
<td>1.205</td>
</tr>
</tbody>
</table>

Statistically significant covariates for each network are shown in bold. Covariates are considered significant if the upper and lower credible intervals (Bayesin confidence intervals) do not overlap with zero. The covariate $\log(\gamma)$ is an offset (although we do not restrict the coefficient to be equal to 1), which accounts for the fact that more shared read space may occur between two viromes if the either of the viromes is larger.

**LineP: A Case Study in Niche Specialization by Season.** The power of the above analyses is the ability to visually represent viromes and define significant metadata factors to drive further investigation into underlying patterns. Given that reads have associated abundances (via the k-mer mode; SI Methods and Figs. S2 and S3), reads that are exclusive to specific viromes or parts of the network can be mined out of the underlying data. We demonstrate this by examining reads that are distinct by season (summer vs. winter) and photic zone (photic vs. aphotic) at open ocean station P26 at LineP in the Pacific Ocean based on Fig. 1C and Table 1. The exclusive read data demonstrate metabolic differences in parts of the network that likely derive from viral-encoded auxiliary metabolic genes as follows (Fig. 2), given the purity of these viromes (11, 13, 26).

The largest proportion of exclusive reads in all viromes, irrespective of photic zone or season, encodes genes related to nucleotide metabolism (Fig. 2). Given that viruses require nucleotides for replication, this result is not unexpected. When broadly comparing the photic zone and aphotic zone, aphotic viromes contain more overall metabolic functional capacity. In particular, genes related to the tricarboxylic acid (TCA) cycle, mannose and fructose metabolism, and electron transport chain (ETC) are more highly represented in aphotic viromes and are likely involved in energy production (26). These genes may be less represented in photic samples, given the capacity for viruses to encode and express photosynthetic genes (6) that allow them to derive energy for phage replication. Fatty acid metabolism may also be a source of energy production in phage in all seasons and photic zones, but most highly represented in summer aphotic viromes perhaps due to increased phage production in the summer and less energy derived from other sources. Interestingly, aphotic viromes and winter photic viromes contain genes related to cysteine and methionine metabolism, whose role is currently unknown but may be related to scavenging iron from Fe-S clusters in iron limited regions given that cysteine is important for Fe-S cluster biogenesis and degradation (27). Last, pyrimidine, purine, and glutathione metabolism may be important in winter aphotic viromes. Given that glutathione improves cold resistance in bacteria (28), viruses may help to provide protection to their infected hosts in the winter. These data suggest that viruses coevolve with their hosts and bolster host metabolism to improve host vitality for phage production given environmental selective pressures on the host.

---

**Fig. 2.** Map of viral-encoded metabolic host genes from summer/winter and photic/aphotic at open ocean station P26 at LineP in the Pacific Ocean. The width of the lines corresponds to the normalized read abundance for viral encoded host genes in metabolic pathways from (A) summer photic (10 m) virome at LineP P26, (B) winter photic (10 m) virome at LineP P26, (C) summer aphotic (500, 1,000, and 2,000 m) viromes at LineP P26, and (D) winter aphotic (500, 1,000, and 2,000 m) viromes at LineP P26. ETC, electron transport chain. For map generation, see ref. 59.
Discussion

Microbes are now well recognized as critical players in ecosystems ranging from oceans and soils to humans and bioreactors. Their viruses are often as important, but methodological challenges have made it difficult to investigate even relatively fundamental questions such as how viral communities change over space and time. However, recent methods (e.g., metagenomics, viral genome fingerprinting, single-gene analyses, database-dependent annotation, and PC-based metagenomics) have issues that prevent extrapolating inferences to whole viral communities. The approach presented here that combines shared k-mer and social network analysis uses all of the reads, does not require assembly or database-dependent annotation, and includes a statistical framework (i.e., regression modeling) to evaluate ecological drivers of the resulting network structure. Application to 32 Pacific Ocean viromes allowed us to test hypotheses about how viral communities change over space and time, as well as generate new hypotheses where expectations were not met.

Broad-Scale Inferences About Pacific Ocean Viral Communities.

Comparisons made across the entire POV dataset revealed that seasonality and oxygen were relatively unimportant in structuring viral communities, whereas geography, depth, and proximity to shore were significant. These first findings, that seasonality and oxygen do not structure POV communities, are likely a result of the overall dataset containing samples with many differing ecological features, e.g., half the dataset is associated with an oxygen minimum zone (LineP) and the rest have relatively invariant oxygen conditions. Thus, other features that strongly vary within the dataset overwhelm the more specific effects of season and oxygen (but see discussion of subnetworks below).

That geography is a strong driver of viral community structure is striking as ocean viruses have been posited to have extensive dispersion capability [inferred from global distribution of identical genetic marker sequences (29)] and a recent morphological survey of ocean viral communities found that geographic distance was not significant in explaining their variability across six oceans and seas (30). However, genome-wide variation likely far exceeds that of highly conserved marker genes and morphology-based metrics. A previous metagenomic study also suggested that four spatially diverse ocean viral communities were quite different (10), but the viromes were prepared in a nonquantitative manner (31), and only the known portion of these viromes (~2% of the total reads with annotation to known phage) were analyzed to make this inference. Our observation of geographic variability in total viral metagenomes is consistent with variability of their dominant hosts, bacteria, which have geographic variability at the community level (18, 32), as well as within abundant phyla, including either large-scale genomic changes (e.g., in Pelagibacter (33) or small-scale genomic changes more strongly localized to genomic islands (e.g., in cyanobacteria (34).

Beyond geography, both depth and proximity to shore represent some of the strongest gradients available in the oceans, so it is not surprising they might also structure viral community composition across this larger sample set. Total viral particle counts broadly mirror those of prokaryotes across depth profiles in the oceans (35), which suggests that as microbial population abundances and structure change with depth, so too would their viruses. For example, microbial metagenomes from an open ocean depth profile matching the geographic distribution of planktonic ciliates and bacterioplankton (43) structured the viral community in the temporally focused subnetwork analysis above and also do so here in the spatial subnetwork analysis for a single season. Mechanistically, these strong gradients in oxygen are likely structuring LineP microbial populations as observed for total bacterial community composition (43) and dominant bacterial phyla (e.g., SAR11 and SAR15) inferred from genetic marker sequences (29), which in turn structure their viral communities. These results are supported by studies of viral communities along strong oxygen gradients in stratified lakes using morphology or viral genome fingerprinting (37, 44), as well as a metagenomic investigation of viruses in a marine oxygen minimum zone off of Chile (45).

Notable outliers in our dataset include viromes from the base of the deep ocean oxycline (LineP spring 2,000-m viromes from the intermediate and open ocean). Distinct viral communities have been observed within oxyclines of marine and saline lake environments (44, 45), and thus these samples may represent viruses infecting bacteria adapted to dystoxic conditions (43). Alternatively, these deep oxycline viral communities could include surface water viruses that were entrapped on sinking particles and released at depth as a result of degradation, explaining their greater similarity to photic zone samples.

Additionally, although proximity to shore was a significant driver of viral community variability in the network with all samples, it was not significant when focusing solely on the LineP transect despite gradients in nutrients and productivity that occur along this transect (46). A lack of spatial variability in abundance of a specific bacterial phylum (MGA) along the LineP transect has been observed (43), supporting our findings. Thus, the change in significance of proximity to shore as a structuring variable may be explained in the same fashion as for oxygen concentration. Specifically, the inclusion of coastal samples from MBARI, Scripps Pier, and the Great Barrier Reef may have been the primary drivers of this relationship in the full sample network, and their exclusion in the LineP transect network resulted in oxygen being the overwhelmingly dominant structuring variable, as was also noted for MGA distribution along this transect (47).

Last, we note that activity between viromes (shared reads) varies with sequencing effort. Four deeply sequenced near-replicate viromes from Scripps Pier showed the highest activity with other viromes (Fig. S1) likely due to greater representation of reads derived from the rare virosphere. Because the network is normalized for sequencing effort, this does not affect network structure, but it is important when considering activity between viromes.

Analytical Advances. The approach outlined here provides a significant advance over alternative ecological methods for dimensionality reduction such as principle components analysis (PCoA) and non-metric multidimensional scaling (nMDS; for details, see General Methods). Broadly, the contrast lies in the fact that PCoA and nMDS are generally descriptive approaches (48), whereas the network approach outlined here provides a full inferential framework. Specifically, relational data methods are used to create a dependence structure in ordination space that includes random
effects and as a result allows for the proper inference for regression coefficients (i.e., metadata). Or, in simple terms, the distances between viromes based on shared reads can be visually represented, while at the same time accounting for biological factors in a single statistical model. The importance of single modeling and inferential framework is highlighted in Chiu and Westveld (25).

This approach is also inherently different from other statistical frameworks [e.g., MaAsLin (49)] that identify associations between metadata and the abundance of operational taxonomic units (OTUs) or functions in metagenomic samples. Specifically, MaAsLin outputs a list of OTUs or functions that are significant given a metadata type. Given that the results are granular (by OTU or function) and only account for only one metadata type at a time, this approach drives functional our analytical framework (i) uses a model that enables simultaneous examination of shared sequence space between viromes in conjunction with multiple metadata types and (ii) requires no prior organizational bins (e.g., OTUs for MaAsLin), which is critical for viruses that lack a universal barcode gene for such taxonomic assignments. Both advances are fundamental for surveying complex viral communities to look for ecological drivers of community structure but also help broaden the toolkit available for other comparative metagenomic datasets (e.g., bacterial).

This approach may also prove to be important in other microbial analyses wherein taxonomic identification is less of a concern given RNA sequence datasets. Specifically, we use entire metagenomes rather than a single gene (like 16S in bacteria) to assess the composition of microbial communities. The use of complete metagenomes is particularly important in cases where metagenomes may contain closely related species, indistinguishable on the level of the 16S gene alone, that have functional differences that make them distinct.

Further, because reads that represent significant patterns in the network can be mined out (see results LineP seasonal niche function), this approach drives functional our analytical metagenomic analyses. This approach is also important pragmatically in terms of runtime because fewer reads require extensive functional annotation. Moreover, the remaining unknown fraction of reads exclusive to a certain part of the network provides a starting point for future empirical analyses to understand the function of novel viral species. This approach is broadly applicable to metagenomes comprised of any microbe from viruses, to bacteria or fungi, and extends current approaches applicable to metagenomes comprised of any microbe from viruses, to bacteria or fungi, and extends current approaches to viromes and present within that single virome at a k-mer abundance.

---

**Conclusions.** Although marine microbes and their viruses are fundamental to Earth system function, the culture-independent metagenomic techniques used to study them present “big data” analytical challenges. The combination of shared k-mer and social network analysis presented here provides a powerful way to visualize and explore relationships between metagenomic samples and populations and statically evaluate the underlying factors that drive this variability. These methods are computationally tractable and widely applicable across sequence datasets and have the capacity to affect how data are stored, visualized, and analyzed, making use of big data analytics and the large-scale context that is now becoming available in metagenomic data repositories. These types of analyses and scales of data are needed to predictively model Earth’s most abundant biological entities, viruses, and their predominant hosts, microorganisms.

**Methods**

Methods detailed below are further documented in SI Methods, Figs. S2 and S3, and Tables S1–S4. All source code is freely available at ref. 50.

**Dataset.** The 32-virome POV dataset (Table S3) (11) was examined to identify patterns of sequence similarity in viromes and determine the relationship between these patterns and depth, season, proximity to shore, geographic distance, and oxygen concentration. This dataset is a recently available public resource that leverages well-characterized sample-to-sequence preparation methods to generate quantitative viromes (13, 31). A full description of metadata associated with each virome and methods used to prepare the viromes and perform read quality control is included in SI Methods and Table S3. One additional filtering step was applied beyond the quality control steps for the POV dataset (11) that entailed removing reads with low abundance k-mers (k-mer = 1) in their own virome that were suspected of being contaminants (13) and reads with high-abundance k-mers (>1,000) that are likely to be either sequencing artifacts or highly conserved protein domains that may distort the overall abundance of that read.

**k-mer Analyses.** In the k-mer analysis below, suffix arrays were created using mkvtree from the vmatch package version 2.1.5 (51) using parameters (-pl allout -v). Reads were compared with suffix arrays using vmatch’s vmsrset (-minocc 1 -counts) to search for the frequency of 20-bp k-mers across the read. The k-mer size was set by examining the uniqueness ratio in the dataset (52). The k-mer value of 20 was chosen given that it represented an inflection point where k-mer hits moved from random to representative of the sequence content.

**Pairwise All-vs.-All Analysis of Viromes.** High-quality reads for each virome were compared with suffix arrays from all other viromes in a pairwise fashion (compute pipeline kmcompare.tar) to achieve an all-vs.-all analysis of the viromes (virome i vs. virome j, for i = 1, …, 32 and for j = 1, …, 32). The abundance for each read (in virome i) was calculated by finding the mode k-mer value for all k-mers in that read compared with the virome j suffix array (SI Methods and Figs. S2 and S3). This analysis resulted in a single abundance value (k-mer mode) for each read in virome i compared with virome j. The data were then normalized by averaging (yi/j) (shared read count) and (pi/j) (total read count) between virome i and virome j. Normalized shared read counts were used to construct a 32 × 32 matrix of viromes.

**Network Analysis.** To model the valued (nonbinary) nondirected data above, we consider the latent space approach outlined in Eq. 1 (23–25, 53). Our network modeling framework, via random effects, decomposes the statistical variation in the data to account for (i) the activity level (ai) of each virome i (average amount of sequence space shared across the network for each virome i and (ii) similarity (clustering) of shared sequence amount among viromes. For i, zi is measure of distance and similarity between viromes i and j. Each virome’s position (zi) may be visualized in a k-dimensional latent space Z (after a Procustes’ transformation to convert into a similar grid to compare) where virome i and virome j are considered similar if they are close in that space. For ease of visualization, we consider the case where k = 2 (ref. 53 considered a 1D space).

Finally, we account for a set of relational covariates (x = 1 if similar, 0 if not) based on geographic region, season, proximity to shore, depth, and oxygen concentration using values in Table S3. In the case of oxygen concentration, which is a continuous value, high and low oxygen values were determined based on a cutoff of 0.06 mL/L.

\[
\log(p_{ij}) = a_i + \log(\gamma_{ij}) + \beta_0 x_i + \alpha_i + \gamma_i + \varepsilon_i - \varepsilon_j
\]

\[
\alpha_i \sim \text{identically distributed normal}(0, \sigma^2) \\
\gamma_i \sim \text{identically distributed normal}(0, \kappa^2) \\
\varepsilon_i \sim \text{identically distributed normal}(0, \sigma^2)
\]

To estimate the parameters in the model, a Bayesian inferential approach was considered using the R statistical software (54) and gbme.R obtained from refs. 24 and 55. For our analyses, empirical Bayes priors were considered (the default for the gbme.R). To examine the joint posterior distribution of the parameters, a Markov chain of 1,000,000 scans was constructed. The first 500,000 scans were removed for burn-in, and the chain was thinned by every 100th scan, leaving 5,000 samples.

**Construction of Euler Diagrams Depicting Shared Read Content in Networks.** Using data from the pairwise k-mer analysis described above, reads were detected that were unique or shared between subsets of viromes that visually clustered in the networks using a PERL script (get.section.pl). Reads were considered exclusive if they were present (mode k-mer ≥ 2) in two or more viromes in a cluster and absent (mode k-mer < 2) from viromes outside that cluster. For single virome clusters, all reads that were not shared with other viromes and present within that single virome at a k-mer abundance > 2 were considered exclusive. Reads that were present in a virome just once...
(k-mer = 1) were removed from the analysis given a higher probability of contamination (13) per the discussion above. The results were then used to compute an Euler diagram using the vennoperate function (56) in the R statistical software (54).

Annotating Exclusive Reads. Exclusive reads per the method above for LineP summer photic viromes, summer aphotic viromes, winter photic viromes, and winter aphotic viromes were compared against the similarity matrix of proteins (SIMAP) released on August 20, 2013 (57) using BLASTX (58) to assign function as previously described (22). Briefly, these analyses were implemented using a custom data analysis pipeline written in Perl and bash shell and executed on a high-performance computer using PBSPro (blastpipeline_simap.tar). Hits were considered significant if they had an E value < 0.001, and only top hits were retained. Interpro ids in the SIMAP functional annotation were mapped to EC numbers using the swissprot_kegg_protients_ec.csv as a mapping (59) (ipr_to_ec.pl). Read hit counts were normalized based on sequencing effort in the included viromes and converted into ipath2 format (create_ipath.pl) for visual representation in the ipath2 viewer (58).
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SI Methods

Virome, Metadata, and K-mer Analysis Details. Constructing viromes. As previously described, viromes were constructed from 32 seawater samples in the Pacific Ocean that varied by depth, season, proximity to shore, geographic distance, and oxygen concentration (Table S3 and Fig. S2) (1, 2). Briefly, seawater samples were prefILTERED with a 150-μm grade A glass microfiber filter to enrich for bacterial and viral-sized particles in the filtrate (Fig. S2). The filtrate was then passed through a subsequent 0.22-μm filter to enrich for viral-sized particles only. Viral-sized particles were then concentrated from the remaining filtrate using FeCl₃ precipitation and purified by DNase and CsCl. Three comparison viromes were also constructed from a single sample at Scripps Pier (SiO) using the following concentration and purification protocols: (i) tangential flow filtration (TFF) and DNase and CsCl. (ii) FeCl₃ precipitation and DNase only, and (iii) FeCl₃ precipitation and DNase and sucrose as previously described (1). Following DNA extraction using Wizard PCR DNA Purification Resin and MINICOLUMNS as previously described (3), viral DNA was randomly size sheared and amplified using linker amplification (LA) as described previously (4) in preparation for sequencing. Samples were sequenced using GS FLX Titanium sequencing chemistry on a 454 Genome Sequencer. Multiple samples were multiplexed on a single sequencing run by adding sample specific molecular barcodes during adapter ligation in the library preparation step.

Data preparation.

Quality control of reads. Following sequencing, reads were passed through a quality filter to remove low-quality reads that were less than 2 SDs from the mean length and quality or contained an “N” anywhere in the read (Fig. S2). To remove technical replicates, high-quality reads were then passed through cd-hit-454 (using default parameters, version 4.5.5) (5). Next, reads were binned by sample based on their molecular barcode, and the barcode and platform-specific adapter were trimmed to produce the 32 viromes used in this analysis. Custom quality filtering code was written in Perl and shell script to implement this protocol as a pipeline on a compute cluster running PBSPro (scippine.tar).

K-mer analyses. In each k-mer analysis below (both for removing contaminating reads and for pairwise all-vs.-all comparison of viromes), suffix arrays were created using mktree from the vmatch package version 2.1.5 (www.vmatch.de) using parameters (-pl-allout -v). Reads were compared with suffix arrays using vmatch’s vmerstat (-minocc 1 -counts) to search for the frequency of 20 bp k-mers across the read.

Removal of high and low abundance contaminating reads. To remove other potential sequencing errors, a k-mer–based approach was applied to compare reads from each virome to a suffix array from the same virome (Figs. S2 and S3). The main concept was that rare reads, wherein the mode value of k-mers in the read is <1 in the same virome (Fig. S3), are likely to be contaminants (1, 6) and therefore were removed before further analysis. Moreover, portions of the read with k-mers that appear >1,000 [more than 10x the average read coverage by contig assembly analysis (2)] in the suffix array for the same virome are likely to be either sequencing artifacts or highly conserved protein domains that may distort the overall abundance of that read. As a result, these high-abundance k-mers were masked out with Ns in the read and trimmed from the beginning or end of the read. Further, any reads that were less than 100 bp after masking and trimming were removed. Given this k-mer filtering approach, we are able to detect reads with aberrant k-mers (from sequencing artifact or in highly conserved protein domains) that could confound an analysis of the relative abundance of reads between metagenomes.

Pairwise all-vs.-all analysis of viromes. After reads with aberrant k-mers were removed (both low and extremely high abundance k-mers), reads for each virome were compared with suffix arrays from all other viromes in a pairwise fashion (compute pipeline kmercompare.tar) to achieve an all-vs.-all analysis of the viromes [virome i vs. virome j, for (i = 1, . . . , 32) and (j = 1, . . . , 32)].

Data analysis pipeline.

Matrix of read counts based on reads with shared k-mers. Following the k-mer–based pairwise analysis of viromes, read mode tables were created to capture the abundance of each read between viromes (number of times virome i read appears in virome j; Fig. S3). The abundance for each read (in virome i) was calculated by finding the mode k-mer value for all k-mers in that read compared with the virome j suffix array (Fig. S3). This analysis resulted in a single abundance value (k-mer mode) for each read in virome i compared with virome j (Fig. S3). The mode tables were then used to construct a 32 × 32 matrix of shared read counts ((yi,j) between pairwise combinations of viromes. Reads in virome i were considered to be shared with virome j, if the mode k-mer value for the read was >2. Each shared read in the mode table increments the total shared read (yi,j) count for the pair of viromes by 1.

Creating matrices of covariates. Matrices of relational covariates were created for each metadata type in Table S3, specifically geographic region, season, proximity to shore, depth, and oxygen concentration. For each cell in the matrix comparing two viromes, if two samples have exactly the same value, then they are coded (xi,j = 1) for being the same; otherwise, they are coded as (xi,j = 0).

In the case of oxygen concentration, which is a continuous value, high and low oxygen values were established using a cutoff of 0.06 mL/L (low oxygen values are indicated in bold in Table S3). Viromes were then coded (xi,j = 1) for being the same if they were both high or low oxygen. Network analyses were performed according to the detailed methods provided later.

Runtime analyses and comparison with other methods. Given the dramatic decrease in sequencing costs with next-generation sequencing technologies, rapid and scalable methods to analyze large-scale genomic and metagenomic datasets are fundamental. Beyond the biological conclusions outlined here, this article also offers a method for dealing with the computational complexity of modern datasets. Specifically, our k-mer method is 57× faster than an all-vs.-all blast comparison of the same dataset (Table S1). Extrapolation to the scale of datasets currently being generated (~80,000,000 high-quality reads on a next-generation sequencing platform), the k-mer analysis would complete in 6 h compared with 1.5 wk for an all-vs.-all blast analysis on a 32-core high performance compute cluster (Table S2). Moreover, the k-mer method is comparable in computing time to other scalable heuristic clustering algorithms such as usearch and cdhit (7, 8) (Table S1). Although run times are similar, the k-mer method uses the entire dataset to compute read abundance across metagenomes (with mode k-mer abundance reported for the read; Fig. S3), whereas such abundance data are lost with clustering methods because the fast heuristics find only the top few hits resulting in presence/absence data (7, 8). Thus, the k-mer method provides comparable run times but more comprehensive analysis of metagenomes.
**Statistical Modeling Details. Model structure.** The relational data that we are modeling, in its simplest form, is a proportion $y_{ij}/n_{ij}$, where $y_{ij}$ represents the number of reads in common (reading in one direction) over the total possible number of counts $n_{ij}$ (reading in one direction). Although a natural approach to deal with these type of data are through binomial distribution, we consider an alternative by taking the natural log of the proportion within the following regression setting

\[
\log(y_{ij}/n_{ij}) = \beta x_{ij} + \delta_{ij}.
\]

\[
\log(y_{ij}) - \log(n_{ij}) = \beta x_{ij} + \delta_{ij}.
\]

\[
\log(y_{ij}) = \log(n_{ij}) + \beta x_{ij} + \delta_{ij},
\]

where $x_{ij}$ is a vector of covariates (see the main text and SI Methods for information on their construction), and $\delta_{ij}$ is an error term. Moving the term $log(n_{ij})$ over to the right side of the regression makes that term an offset (9). However, as our data actually consist of reading in two directions and averaging those results, we have

\[
\log\left(\frac{y_{ij}}{n_{ij}}\right) = \log(n_{ij}) + \beta x_{ij} + \delta_{ij}.
\]

Finally, we allow for more generality by not forcing the coefficient of $log(n_{ij})$ to equal to 1

\[
\log(\frac{y_{ij}}{n_{ij}}) = \gamma \log(n_{ij}) + \beta x_{ij} + \delta_{ij}.
\]

As the data are non-directed ($\sigma_{ij} = \sigma_{ji}$ and $\pi_{ij} = \pi_{ji}$), we only consider the data for $i < j$. To accommodate the potential dependencies that arise in non-directed relational data, consider the following decomposition of $\delta_{ij}$ into the following mean zero random effects (based on refs. 10–12):

\[
\delta_{ij} = a_i + a_j + z_i z_j + e_{i,j}.
\]

\[
a_i \sim \text{normal}(0, \sigma^2_a).
\]

\[
z_i \sim \text{multivariate normal}(0, \Sigma).
\]

\[
e_{i,j} \sim \text{normal}(0, \sigma^2_e).
\]

Our network modeling framework, via the random effects, decomposes the statistical variation in the data to account for (i) the activity level ($a_i$) of each virome $i$ (average amount of sequence space shared across the network for each virome $i$) and (ii) similarity (clustering) of shared sequence amount among viromes. For $i$, $z_i z_j$ is a measure of distance between viromes $i$ and $j$. Each virome’s position ($z_i$) may be visualized in a $k$-dimensional latent space $Z$ (after a Procrustes’ transformation; see below), where viromes $i$ and $j$ are considered similar if they are close in that space. For ease of visualization we consider a 2D space ($k = 2$; considered a 1D space) (13).

This modeling approach generalizes stand-alone techniques based on multidimensional scaling [e.g., principle components analysis (PCoA) and nonmetric multidimensional scaling (nMDS)] by embedding an ordination metric $z_i z_j$ into a single inferential model that additionally accounts for the activity level for each virome in the network and covariates of interest (10–13). Accounting for this dependence structure (expressed by the statistical moments below) allows for appropriate quantification of uncertainty for parameters of interest, including the regression coefficients. The importance of single modeling and inferential framework is highlighted in ref. 11.

In particular, the error term leads to the following first moment:

\[
E(\delta_{ij}) = 0.
\]

which implies the following first moments for each of the observations:

\[
E(\log(y_{ij})) = \log(\pi_{ij}) + \beta x_{ij}.
\]

The following are the nonzero second and third moments for the errors (as well as the observations). Note that even though our data are dyadic, the third moment is not equal to zero

\[
E(\delta^2_{ij}) \equiv E(\delta_{ij}^2) \equiv E(\delta_{ji}^2) = 2\sigma^2_a + \sigma^2_e + \sigma^2_z. \tag{S1}
\]

\[
E(\delta_i \delta_j k) = E(\delta_{ij} \delta_{ki}) = E(\delta_{ji} \delta_{ki}) = \sigma^2_a.
\]

To estimate the parameters in the model, a Bayesian inferential approach was considered using the R statistical software (14) and gbme.R obtained from ref. 10 (www.stat.washington.edu/hoff/Code/hoff_2005_jasa). For our analyses, empirical Bayes priors were considered (the default for the gbme.R). To examine the joint posterior distribution of the parameters, a Markov chain of 1,000,000 scans was constructed. The first 500,000 scans were removed for burn-in, and the chain was thinned by every 100th scan, leaving 5,000 samples.

**Procrustes transformation.** Although the inner products ($z_i' z_j'$) are identifiable, individually the random effects ($z_i'$) corresponding to the latent space are unidentifiable without constraints (10, 11, 15). Specifically, the inner products are invariant to rotation and reflection of the latent space $Z$. To circumvent this unidentifiedness for visualization, for each 5th Markov chain Monte Carlo (MCMC) scan, a Procrustes transformation is applied to rotate the space to a common orientation.

**Goodness-of-fit.** In Table S4, we report the Akaike and Bayesian information criteria (AIC and BIC) to compare the network mixed model (based on Eqs. S1 and S2) to a simpler standard regression model

\[
\log(\frac{y_{ij}}{\pi_{ij}}) = \beta x_{ij} + e_{i,j} \tag{S3}
\]

Specifically, we considered the following criteria:

\[
\text{AIC} = -2 \log p(y | \theta_{Bayes}) + 2k
\]

\[
\text{BIC} = -2 \log p(y | \theta_{Bayes}) + k \log(N),
\]

where $k$ is the number of parameters, and $N$ is the number of data points. The log likelihoods were evaluated at the means of the posterior distributions ($\text{Bayes} = E(\theta | y)$) (16, 17); please see ref. 18 for an overview of model selection for mixed models. In considering the effective number of parameters for the random effects portion of the network model, additional number of parameters compared with the standard regression model, we used both an optimistic (o) lower bound, consisting of three additional parameters ($\sigma^2_a, \sigma^2_z, \sigma^2_e$), and a pessimistic (p) upper bound where all of the random effects were treated as fixed (8, $s_o, y_i = 1, \ldots, A$ = number of nodes); leading to $3 \times A$ additional parameters.

Based on the AIC values, for both the optimistic and pessimistic effective number of parameters, the network model is preferred to the standard regression model. The same holds true for the BIC values, except for one case (the pessimistic effective number of parameters for LineP open ocean data). Overall these results suggest that the network structure is an important consideration when modeling relational metagenomics data.


Fig. S1. Activity levels for viromes in the POV dataset. Dots are the median of the posteriors and bars are the 95% credible intervals for the activity levels of each virome. Viromes labeled in red are the four most active in the network (i.e., share the most reads across the network), and those labeled in blue are the three least active. Virome names follow the convention for the POV dataset as described by Hurwitz and Sullivan (1). Briefly, the initial letter indicates location (G, Great Barrier Reef; S, Scripps Pier; M, MBARI; L, LineP), season is indicated after the first period (Spr, spring; Sum, summer; Fall, fall; Win, winter), proximity to shore is indicated after the second period (C, coastal; I, intermediate; O, open ocean), and depth in meters is indicated after the third period.

Fig. S2. Overview of the methods for molecular analysis, data preparation, and data analysis pipeline.
Fig. S3. Detailed overview of k-mer analyses and creation of the sample read abundance matrix.

Table S1. Benchmark comparison of pairwise sequence analysis methods for Pacific Ocean viromes

<table>
<thead>
<tr>
<th>Method used</th>
<th>Total reads</th>
<th>CPU (s)</th>
<th>Runtime (reads/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-vs.-all blast</td>
<td>6,120,792</td>
<td>2,268,000</td>
<td>3</td>
</tr>
<tr>
<td>k-mer analysis (used here)</td>
<td>6,120,792</td>
<td>39,600</td>
<td>155</td>
</tr>
<tr>
<td>Usearch (uclust)</td>
<td>6,120,792</td>
<td>38,520</td>
<td>159</td>
</tr>
</tbody>
</table>

Usearch version 7.0.1090 was run with the following parameters: cluster Smallmem -id 0.95. Given that usearch failed at 49% runtime due to a 4-GB memory constraint in the open source version, total runtime was calculated based on the partial runtime. All-vs.-all blast was run using NCBI Blast version 2.2.22 with the following parameters: a 12 -p blastn -v 10 -b 10 -e 1e-3.

Table S2. Compute time on a cluster for all-vs.-all blast analysis vs. k-mer analysis of viromes

<table>
<thead>
<tr>
<th>Method used</th>
<th>Total reads</th>
<th>CPU hours</th>
<th>CPU days</th>
<th>CPU days on an HPC cluster (32 cores)</th>
<th>Weeks on an HPC cluster (32 cores)</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-vs.-all blast</td>
<td>6,120,792</td>
<td>630.0</td>
<td>26.3</td>
<td>0.8</td>
<td>0.0</td>
<td>Actual</td>
</tr>
<tr>
<td></td>
<td>80,000,000</td>
<td>8233.8</td>
<td>343.1</td>
<td>10.7</td>
<td>1.53</td>
<td>Calculated</td>
</tr>
<tr>
<td>k-mer analysis (used here)</td>
<td>6,120,792</td>
<td>11.0</td>
<td>0.46</td>
<td>0.0</td>
<td>0.0</td>
<td>Actual</td>
</tr>
<tr>
<td></td>
<td>80,000,000</td>
<td>143.8</td>
<td>5.99</td>
<td>0.2</td>
<td>0.0</td>
<td>Calculated</td>
</tr>
</tbody>
</table>
Table S3. Thirty-two POV samples and metadata

<table>
<thead>
<tr>
<th>Sample</th>
<th>No. reads</th>
<th>Geographic region</th>
<th>Depth (m)</th>
<th>Season</th>
<th>Proximity to shore</th>
<th>Oxygen (mL/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GD.Spr.C.8m</td>
<td>116,855</td>
<td>GBR</td>
<td>8</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
<tr>
<td>GF.Spr.C.9m</td>
<td>82,739</td>
<td>GBR</td>
<td>9</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
<tr>
<td>L.Spr.I.10m</td>
<td>107,244</td>
<td>LineP</td>
<td>10</td>
<td>Spring</td>
<td>Intermediate</td>
<td>6.79</td>
</tr>
<tr>
<td>L.Spr.O.10m</td>
<td>75,036</td>
<td>LineP</td>
<td>10</td>
<td>Spring</td>
<td>Open ocean</td>
<td>7.03</td>
</tr>
<tr>
<td>L.Sum.O.10m</td>
<td>165,256</td>
<td>LineP</td>
<td>10</td>
<td>Summer</td>
<td>Open ocean</td>
<td>6.22</td>
</tr>
<tr>
<td>L.Win.O.10m</td>
<td>192,685</td>
<td>LineP</td>
<td>10</td>
<td>Winter</td>
<td>Open ocean</td>
<td>6.93</td>
</tr>
<tr>
<td>L.Spr.C.500m</td>
<td>136,876</td>
<td>LineP</td>
<td>500</td>
<td>Spring</td>
<td>Coastal</td>
<td>0.59</td>
</tr>
<tr>
<td>L.Spr.I.500m</td>
<td>58,108</td>
<td>LineP</td>
<td>500</td>
<td>Spring</td>
<td>Intermediate</td>
<td>0.94</td>
</tr>
<tr>
<td>L.Sum.O.500m</td>
<td>42,118</td>
<td>LineP</td>
<td>500</td>
<td>Summer</td>
<td>Open ocean</td>
<td>0.89</td>
</tr>
<tr>
<td>L.Win.O.500m</td>
<td>167,816</td>
<td>LineP</td>
<td>500</td>
<td>Winter</td>
<td>Open ocean</td>
<td>0.82</td>
</tr>
<tr>
<td>L.Spr.C.1000</td>
<td>97,126</td>
<td>LineP</td>
<td>1,000</td>
<td>Spring</td>
<td>Coastal</td>
<td>0.19</td>
</tr>
<tr>
<td>L.Spr.I.1000</td>
<td>122,565</td>
<td>LineP</td>
<td>1,000</td>
<td>Spring</td>
<td>Intermediate</td>
<td>0.21</td>
</tr>
<tr>
<td>L.Spr.O.1000</td>
<td>101,179</td>
<td>LineP</td>
<td>1,000</td>
<td>Spring</td>
<td>Open ocean</td>
<td>0.32</td>
</tr>
<tr>
<td>L.Sum.</td>
<td>70,596</td>
<td>LineP</td>
<td>1,000</td>
<td>Summer</td>
<td>Open ocean</td>
<td>0.38</td>
</tr>
<tr>
<td>L.Win.O.1000m</td>
<td>147,537</td>
<td>LineP</td>
<td>1,000</td>
<td>Winter</td>
<td>Open ocean</td>
<td>0.37</td>
</tr>
<tr>
<td>L.Spr.C.1300m</td>
<td>98,478</td>
<td>LineP</td>
<td>1,300</td>
<td>Spring</td>
<td>Coastal</td>
<td>0.35</td>
</tr>
<tr>
<td>L.Spr.I.2000m</td>
<td>49,914</td>
<td>LineP</td>
<td>2,000</td>
<td>Spring</td>
<td>Intermediate</td>
<td>1.34</td>
</tr>
<tr>
<td>L.Sum.</td>
<td>68,516</td>
<td>LineP</td>
<td>2,000</td>
<td>Summer</td>
<td>Open ocean</td>
<td>1.23</td>
</tr>
<tr>
<td>L.Win.O.2000m</td>
<td>125,896</td>
<td>LineP</td>
<td>2,000</td>
<td>Winter</td>
<td>Open ocean</td>
<td>1.31</td>
</tr>
<tr>
<td>M.Fall.C.10m</td>
<td>303,519</td>
<td>MBARI</td>
<td>10</td>
<td>Fall</td>
<td>Coastal</td>
<td>4.01</td>
</tr>
<tr>
<td>M.Fall.I.10m</td>
<td>321,754</td>
<td>MBARI</td>
<td>10</td>
<td>Fall</td>
<td>Intermediate</td>
<td>3.95</td>
</tr>
<tr>
<td>M.Fall.O.10m</td>
<td>203,238</td>
<td>MBARI</td>
<td>10</td>
<td>Fall</td>
<td>Open ocean</td>
<td>3.66</td>
</tr>
<tr>
<td>M.Fall.I.42m</td>
<td>31,528</td>
<td>MBARI</td>
<td>42</td>
<td>Fall</td>
<td>Intermediate</td>
<td>3.90</td>
</tr>
<tr>
<td>M.Fall.O.105m</td>
<td>156,509</td>
<td>MBARI</td>
<td>105</td>
<td>Fall</td>
<td>Open ocean</td>
<td>3.95</td>
</tr>
<tr>
<td>M.Fall.</td>
<td>225,833</td>
<td>MBARI</td>
<td>1,000</td>
<td>Fall</td>
<td>Open ocean</td>
<td>0.32</td>
</tr>
<tr>
<td>M.Fall.</td>
<td>144,588</td>
<td>MBARI</td>
<td>4,300</td>
<td>Fall</td>
<td>Open ocean</td>
<td>2.25</td>
</tr>
<tr>
<td>SFC.Spr.C.5m</td>
<td>487,339</td>
<td>SIO</td>
<td>5</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
<tr>
<td>SFD.Spr.C.5m</td>
<td>645,463</td>
<td>SIO</td>
<td>5</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
<tr>
<td>SFS.Spr.C.5m</td>
<td>504,826</td>
<td>SIO</td>
<td>5</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
<tr>
<td>STC.Spr.C.5m</td>
<td>821,404</td>
<td>SIO</td>
<td>5</td>
<td>Spring</td>
<td>Coastal</td>
<td>NA</td>
</tr>
</tbody>
</table>

Low oxygen samples (<0.60 mL/L) are denoted in bold. NA, not applicable.

Table S4. AIC and BIC to compare the network mixed model to a simpler standard regression model

| Network dataset/model | $\log p(y | \theta_{Bayes})$ | k   | AIC        | BIC        |
|-----------------------|--------------------------|-----|------------|------------|
| Full dataset (32 samples) |                          |     |            |            |
| Network               | 1.687                    | 11 (o) | 18.626     | 64.898     |
| Standard regression   | -400.085                 | 104 (p) | 204.626    | 642.110    |
| LineP open ocean (11 samples) |                    |     |            |            |
| Network               | 24.066                   | 9 (o) | -30.132    | -12.066    |
| Standard regression   | -27.374                  | 39 (p) | 29.868     | 108.154    |
| LineP spring transect (11 samples) |                   |     |            |            |
| Network               | 36.755                   | 9 (o) | -55.511    | -37.445    |
| Standard regression   | -31.357                  | 39 (p) | 4.489      | 82.775     |

Optimistic and pessimistic effective numbers of parameters are represented by (o) and (p), respectively. Noticeably smaller AIC and BIC values suggest a better fit.