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INTRODUCTION

Imagine a visit to your favorite breakfast restaurant, and just as you catch sight of your beloved bacon, eggs, and toast special at another table, there is a notification from your phone and an application chastising you to eat healthy for the week and avoid empty carbohydrates. That degree of guidance and coaching (or micromanagement and meddling, depending on the user’s mood), is a present-day reality, all made possible through the miniaturized personal computers most of us carry around in the form of a smartphone. Lark is a health and fitness mobile application or app, designed to motivate users by tracking their diet, exercise, and sleep schedule. Although users find Lark to be helpful in improving their well-being, these apps also collect more than your information.

Specifically, Lark’s end-user licensing agreement and privacy policy state, “We may anonymize your personal information so that you cannot be individually identified, and provide that information to our partners.” The conditional language of the previous statement is broad and suggests the possibility of identifying the user to their data in de-anonymized form only to have this personal information revealed to third parties. Lark is not the only app that shares consumer’s data, but it is one of several in the mobile app industry that collects your private information with only the vague promise of anonymity.
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invasion does not halt there, but health mobile apps may also legally collect information directly from your device, such as your friends and family’s contact information, the use and status of other apps stored on your device, as well as the willful transfer of this data to third parties in an effort to monetize your information.\(^7\)

This paper will explore the dangers created when health mobile apps have access to users’ sensitive information with a lack of established consumer privacy protection. Although mobile apps collect data for the primary purposes of improving consumer’s lives,\(^8\) there is still potential to exploit end users by repurposing the data and selling to third parties.\(^9\) Additionally, this may lead to violations of assumed privacy without proper consent, the propensity to make false predictions based on someone’s health habits, which can result in higher health insurance premiums, companies delivering targeted and sensitive advertisements, and users being denied access to employment, life insurance, and housing.\(^10\)

Similar abuses from health and medical professionals have occurred in the past, but with the enactment of the federal Health Insurance Portability and Accountability Act of 1996 (HIPAA), patients, in a healthcare setting, have more control over who can access their protected health information (PHI). Prior to the passing of HIPAA, individuals seeking treatment for their illness or disease could have been taken advantage of because physicians could take samples of their patient’s cells, possibly revealing genetic information, without proper permission.\(^11\) HIPAA expanded individual’s privacy protection, outlawing the use of patient-level data without patients’ consent or authorization.\(^12\)

If there are no regulations on the collection, sharing, and selling of user information for this new mobile and Big Data frontier, then it may be possible to see similar levels of privacy exploitations in the mobile health app industry. This paper will first review the history of HIPAA, the HITECH Act, and Omnibus Rule and how it affects the current landscape of PHI. Section II compares cases prior to the enactment of HIPAA to a case after HIPAA’s enactment. Section III investigates
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how unprotected anonymized data may fall under HIPAA's "covered entities" criteria and how this may influence the transfer and sale of user information to third parties. Section IV examines the current state of data ownership once it has been collected and recorded, and what PHI belongs to health mobile app users versus mobile app developers. Section V analyzes the types of discrimination based on Big Data trends collected from mobile app users. Finally, Section VI provides some policy and legislative recommendations that will help ensure user privacy protections in this new era of fitness and health mobile apps.

I. BACKGROUND ON HIPAA, HITECH, AND OMNIBUS RULE

Today, HIPAA Privacy Rule remains the first comprehensive federal health privacy law.\(^\text{13}\) Prior to HIPAA, there was no national health security privacy standard in the health care field that would protect an individual's past, present, and future health information.\(^\text{14}\) Essentially, healthcare providers, employers, and health insurers were legally allowed to collect and share patient health information throughout the health care system and to third parties.\(^\text{15}\) Patients' sensitive health information could be accessed and distributed without the patient's consent, except in instances where state or local law had explicitly prohibited such practices.\(^\text{16}\)

A. THE ENACTMENT OF HIPAA

In 1996, Congress enacted HIPAA requiring the HHS to create regulations that would provide security and privacy protections for sensitive patient medical information, such as patients' PHI.\(^\text{17}\) PHI is defined as, "individually identifiable health information, held or maintained by a covered entity or its business associates acting for the covered entity that is transmitted or maintained in any form or medium."\(^\text{18}\) HIPAA pertains to a "covered entity," which is defined as "a health plan, healthcare clearinghouse, or healthcare provider who transmits health information in electronic form in connection with certain specified transactions."\(^\text{19}\) This definition changed the way employers' group health plans, service providers and insurers, handled...
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and transmitted sensitive health information about their patients.\textsuperscript{20} HIPAA provides protections for patients' confidential health information, and covered entities must seek authorization for any use or disclosure of PHI that is not for treatment, payment, or healthcare operations, or otherwise permitted or required by the HIPAA Privacy Rule. This Act severely limits the type and usage of patient level data to only what is necessary to provide and bill for healthcare services rendered.\textsuperscript{21}

**B. HIPAA AMENDED TO INCLUDE THE HITECH ACT**

In 2009, when the medical industry shifted from a paper to an electronic healthcare system, progress influenced by subsidies and financial incentives provided by the Affordable Care Act (ACA), HIPAA was amended to include a new provision, entitled the Health Information Technology for Economic and Clinical Health (HITECH) Act to prevent electronic medical record breaches.\textsuperscript{22} Originally, HIPAA only applied to certain "covered entities," and it did not require patients to authorize consent for treatment and payment purposes.\textsuperscript{23} Under the HITECH Act, the protection was broadened so that group health plans included self-funded and insured group health plans of private and government employers.\textsuperscript{24} This Act expanded the scope of how patient data would be protected from those with ulterior motives, including employers who wished to know the general health of their employees, and as a corollary, the relative stability of their personnel to health catastrophes.\textsuperscript{25} Additionally, the group health plans subject to HIPAA privacy are defined more broadly to include dental, vision, medical flexible spending accounts, health reimbursement accounts, and employee assistance programs.\textsuperscript{26} However, many of the insured group health plans handling only limited information are exempted from many of the HIPAA requirements.\textsuperscript{27}

Most importantly, the HITECH Act includes "business associates," who must be HIPAA compliant.\textsuperscript{28} Business associates are defined as, "persons or organizations that have access to a considerable amount of PHI in relations to the work and services they provide

\begin{thebibliography}{9}
\bibitem{20} Rhodes & Kunis, \textit{supra} note 14, at 38.
\bibitem{21} Rhodes & Kunis, \textit{supra} note 14, at 39.
\bibitem{22} Rhodes & Kunis, \textit{supra} note 14, at 40.
\bibitem{23} Rhodes & Kunis, \textit{supra} note 14, at 40.
\bibitem{24} 45 C.F.R. § 164.504(f)(1) (2015).
\bibitem{25} \textit{See} id. § 164.504.
\bibitem{27} \textit{See} id. at 6.
\end{thebibliography}
directly to covered entities such as, ‘consultants, accountants, claims processors, and law firms.’”29 Business associates were described as such since the HITECH Act provided more agency oversight for U.S. Health and Human Service Department (HHS) investigations and for the Office of Civil Rights to enforce and levy fines for HIPAA civil and criminal violations.30

C. HIPAA AMENDED TO INCLUDE THE OMNIBUS RULE

In 2013, the amendments to HIPAA included the Omnibus Rule, further clarifying that liability extended down the chain from covered entities to business associates, including certain subcontractors because of the breaches from processing PHI.31 HIPAA expanded “covered entities” to include “business associate(s)” and third parties such as “contractors or subcontractors.”32 Subcontractors are defined as, “any downstream subcontractor that creates, receives, maintains, or transmits PHI on behalf of the business associate, even if they have an indirect relationship with a covered entity.”33 Without the authorization of the individual, the Omnibus Rule created stricter limits on disclosing PHI for marketing and fundraising and prohibited the sale of PHI.34 This applies to vicarious liability, for example, if a business associate is a covered entity’s agent, the covered entity is liable for the business associate’s HIPAA violations.35 Additionally, a business associate is liable for a subcontractor’s HIPAA violation,36 and the civil and criminal penalties have increased. For civil violations, each violation will be fifty thousand dollars ($50,000) up to a maximum of one and a half million dollars ($1.5M) per calendar year.37 While criminal violations will be two hundred fifty thousand dollars ($250,000) and imprisonment for up to ten years.38
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II. CASE COMPARISON BEFORE AND AFTER THE ENACTMENT OF HIPAA

A. PRIOR TO HIPAA

In 1951, Henrietta Lacks was a patient treated for cervical cancer at Johns Hopkins Hospital in Baltimore, Maryland.\(^3\) Her oncologist, fascinated by the aggressiveness of her cancer, obtained a sample of her tumor to grow them in his laboratory for further investigation, all without Ms. Lacks expressed permission.\(^4\) Ms. Lacks’ cells were the first human cells to be “immortal,” meaning that her cells, sampled from a dedifferentiated or immature, aggressive cancer, would not fail to replicate after several generations of cell division.\(^4\) Ms. Lack’s cell line later became known as HeLa cells and were the basis of several crucial medical breakthroughs relying on the study of these immortal cells.\(^4\) Her cells allowed for the study and discovery of remarkable scientific advances including the invention of the polio vaccine and human stem cell cloning.\(^4\)

Today, HeLa cells continue to be used for experiments in cancer,\(^4\) HIV treatment,\(^4\) and radiation, as research for anti-aging products,\(^4\) as well as many other applications. These experiments resulted in almost eleven thousand (11,000) patents involving HeLa cells.\(^4\) Despite the medical breakthroughs, there are major issues that arise on whether it was fair for her physicians and researchers to obtain these patents since they benefitted from using Ms. Lacks’ cells without her or her family’s knowledge and permission.\(^4\) Over the years, individuals
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and pharmaceutical companies have made considerable fortunes using HeLa-based experiments, yet Ms. Lacks' family remained destitute and largely unaware of the decades-long use of Ms. Lacks' tumor cell line. Her family was never financially compensated or acknowledged until the release of a best-selling novel describing Ms. Lacks' role in modern medicine and science.\footnote{49. Kimberly L. Rhodes & Brian Kunis, Walking the Wire in the Wireless World: Legal and Policy Implications of Mobile Computing, 16 J. TECH. L. & POL’Y 25 (2011).}

In \textit{Moore v. Regents of Univ. of California}, a doctor was treating John Moore at the University of California Los Angeles (UCLA) Medical Center for hairy-cell leukemia.\footnote{50. 51 Cal. 3d 120 (1990).} Similar to Ms. Lacks, the physician in Mr. Moore's case would obtain samples of his bone marrow, blood, and tissues for the purposes of medical research without Mr. Moore's knowledge and authorization.\footnote{51. \textit{Id.} at 138.} Mr. Moore sued the doctor and the medical center for extracting his cells for the use of commercially valuable research without his permission.\footnote{52. \textit{Id.} at 124.} In 1990, the California Supreme Court held that once tissues have been removed from an individual's body, the donor no longer had any legal rights to his or her cell lines.\footnote{53. \textit{Id.} at 136–137.} Thus, Mr. Moore had no rights to the profits and proceeds from the discoveries. Today, it is estimated that his cell line, Mo, is worth at least three billion dollars ($3B).\footnote{54. Rebecca Skloot, \textit{Taking the Least of You}, N.Y. TIMES MAG. (Apr. 16, 2006), http://www.nytimes.com/2006/04/16/magazine/taking-the-least-of-you.html.}

\section*{B. CASES AFTER HIPAA}

In \textit{Greenberg v. Miami Children’s Hosp. Research Inst., Inc.}, a group of parents with children afflicted with Canavan disease, went to see a physician and three non-profits in hopes of identifying the gene responsible for Canavan disease.\footnote{55. 264 F. Supp. 2d 1064, 1066 (S.D. Fla. 2003).} The doctor and non-profit collected donated blood and body tissue samples from other Canavan families for the purposes of medical research.\footnote{56. \textit{Id.}} Using these samples and the clinical and medical information database, the doctor and his research team successfully isolated and patented the sequence of the Canavan gene.\footnote{57. \textit{Id.} at 1074.} The parents sued the physician and the institutions on the basis that they had a property interest in the body tissues and genetic information.\footnote{58. \textit{Id.} at 1074.} In 2003, the United States District Court for the Southern District of Florida held that the plaintiffs suffered from
“unjust enrichment” and that the physician and his team had benefited from the licensing fees negotiated under the commercial patent.

The Greenberg case is similar to the situation that occurred with Ms. Lacks and Mr. Moore. In all these cases, physicians and researchers took samples of patient’s cells and body tissue for the purposes of medical research. Similar to Moore, the Greenberg plaintiffs argued that their cells and body tissues were resulting in monetary gain. In Moore, the court held that Mr. Moore did not have property rights to his cells and body tissues and dismissed the claim of conversion. Although Greenberg made similar unsuccessful arguments, plaintiff’s distinguishing claim of “unjust enrichment” was successful in court because the Greenberg patients made donations of their body tissues and cells; whereas, Moore did not. The Greenberg case provides precedent for future cases concerning patents in biotechnology.

As of 2013, Ms. Lacks’ family was able to finalize an agreement with the National Institute of Health (NIH) on a case-by-case basis to approve certain research using HeLa cells for the purpose of experiments and research. Applicants will have to agree to restrictions, such as not sharing the DNA information with others, but they must report back on their results and acknowledge the Lacks in their publications. This agreement shows an improvement among the modern medical research community to find more ethical and considerate approaches in handling patients’ confidential health information.

III. INFORMATION COLLECTED BY FITNESS AND HEALTH MOBILE APPS

Mobile app users voluntarily give away their data through everyday online interactions. Many of these interactions are handled with one-click agreements in which consumers agree to the software terms of use and privacy policy agreements. Through seamless and sometimes subtle online interactions, consumers transmit data that is duplicated on multiple servers, shared to third parties, and repurposed in the Big Data marketplace. Big Data refers to methods
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organizations, including government and businesses use to "combine diverse digital datasets and then use statistics and other data mining techniques to extract from them both hidden information and surprising correlations." In a current study, the U.S. Federal Trade Commission (FTC) held that developers of twelve mobile health and fitness apps were sharing user information, such as sensitive information about user's bodies and habits, with seventy-six different parties including advertisers. Generally, most mobile apps will collect basic information such as usernames, email addresses, gender, and location. However, fitness and health mobile apps will collect more than users' basic information, such as height, weight, nutrition data, workouts, sleep habits, and other health-related information, data previously only available to privileged individuals, including healthcare providers. The other troubling concern is that mobile apps can extend their access to collect information in a phone's address book and contacts, which means that unintended parties would have access to the entire social network of an individual, even though only that particular person, the mobile app user, has consented to providing their information to the mobile health app developer.

Another important aspect to consider is that user information is considered an asset to these mobile app companies, having rightful ownership of the user's data. Along with that, they may choose to buy or sell their users' information, and if their company goes bankrupt or is acquired, then said data from users will be transferred or acquired by the third party.

This is similar to the court rulings in Moore and Greenberg, where once tissues or cells have left a person's body, they no longer have any legal rights to them. Here, instead of tissues and cells, business and mobile app companies might argue that once the data has been collected, the user will lose control and ownership of their data. Further, the mobile app companies and third parties will argue, like in Moore, that they are no longer legally accountable to the users and do not need to share any realized monetary profits. However, consumers might argue that their case is more similar to Greenberg where users are essentially donating their data, and the business and mobile app companies are earning money from their donation, thus creating
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“unjust enrichment.” 73 The growing and valuable data collected today makes it difficult to predict how it will be used in the future.

IV. ANONYMIZED DATA UNDER HIPAA AND HEALTH MOBILE APPS

HIPAA provides strict guidelines on the sharing and transmission of PHI and by law this information must be encrypted and transmitted only through secured means. Any disclosure of PHI from covered entities or business associates will likely result in heavy penalties in civil and criminal court. However, for the purpose of research for publication in health and medicine, PHI can be anonymized or de-identified so that the data is no longer considered protected under HIPAA. The data can be released without any harm if the data removes all sixteen HIPAA identifiers including:

(i) Names; (ii) Postal address information, other than town or city, State, and zip code; (iii) Telephone numbers; (iv) Fax numbers; (v) Electronic mail addresses; (vi) Social security numbers; (vii) Medical record numbers; (viii) Health plan beneficiary numbers; (ix) Account numbers; (x) Certificate/license numbers; (xi) Vehicle identifiers and serial numbers, including license plate numbers; (xii) Device identifiers and serial numbers; (xiii) Web Universal Resource Locators (URLs); (xiv) Internet Protocol (IP) address numbers; (xv) Biometric identifiers, including finger and voice prints; and (xvi) Full face photographic images and any comparable images. 74

HIPAA rarely extends to individuals who use fitness and health mobile apps because consumers of mobile apps are deemed to be outside of the healthcare setting and are not considered covered entities. 75 Although many health and fitness apps fall outside of a healthcare setting, the app could potentially be required to be HIPAA compliant if covered entities or business associates like healthcare providers become involved. However, it can be argued that to the extent to which users are tracked and connected to their devices, the information entered or collected through their smartphones could be easily linked to their identification, thus qualifying as PHI. Therefore, any breaches of PHI to other parties from fitness and health mobile apps may hold them accountable and possibly subject them to civil and criminal penalties. However, because many fitness and health apps fall outside HIPAA, the use of these apps remains risky to consumers because of the lack of security and privacy protection for their personal information. 76

If fitness and health mobile apps fell under HIPAA, then mobile app companies might argue that the data being collected from users is
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anonymized or de-identified. They may further claim that many apps generally anonymize data collected, by removing all of the required HIPAA identifiers, and that the data will no longer be subject to HIPAA restrictions and subsequently can be released and shared without harm.

Conversely, users might argue that anonymized data can easily be re-identified and reversed engineered to reconnect an individual to his or her data. Massachusetts Institute of Technology scientist Yves-Alexandre de Montjoye argues that anonymity doesn’t ensure privacy, which could render toothless many of the world’s laws and regulations around consumer privacy. Many mobile apps depend on anonymity in exchange to freely collect data, but the danger happens if the anonymity can be hacked.

For example, on September 17, 2014, Uber, a popular mobile app that allows users with smartphones to request rides from drivers who use their own car, was hacked by a third party. It was determined that initially the names and driver’s license numbers of approximately fifty thousand (50,000) drivers across multiple states were accessed, but not includes an additional sixty thousand (60,000) drivers. Names of workers, driver’s license numbers, and types of vehicles are not public information, but if hackers are able to obtain this information, then it is possible to gain access to fitness and mobile app data as well. The risks include exposing individuals’ personal information and using it against them because the transfer of data will compromise what should be confidential.

V. INSUFFICIENT ENCRYPTION OR SECURED NETWORK CONNECTIONS

Smartphones are designed with tools that easily allow hackers to spy on users, such as, internal microphones, cameras, and geolocation maps. Hackers can use a compromised phone as a hidden camera to secretly record video, turn on the microphone to eavesdrop or make audio recordings, and track movements via geo-location. A report by the Information Technology Laboratory at the National Institute of
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Standards and Technology found that “[b]uilt-in security mechanisms often go unused or can be overcome or circumvented without difficulty by a knowledgeable party to gain control over the device.” Moreover, as devices become more functional, they often become less secure and easier to access by hackers. Georgia Weidman, Chief Executive Office of Bulb Security, an information security consulting firm states, “[e]very app you install on your mobile device could lead to compromise, every text message you receive, [e]very website you browse using your own device’s mobile browser is possibly suspect.” These vulnerabilities increase the risk of compromised health and fitness data, which is thought by many to be safely housed on devices, falling into the hands of unintended parties.

Furthermore, smartphones and mobile apps pose a tremendous cybersecurity challenge. Although many mobile app companies claim to uphold their privacy policies and terms of use, to protect the privacy and confidentiality of its users’ information, more often than not, they transmit data unencrypted over unsecure network connections—HTTP, rather than HTTPS. This reality is troubling because fitness and health mobile apps may also transmit information that includes an individual’s disease or user’s search history records. For example, if a user searches for sexually transmitted diseases or anti-psychotic drugs, this information might be viewable to a hacker and can be used to expose any user’s identity along with his or her online browsing history.

It is important to note, that the mobile app industry is largely unregulated. This is of particular concern with health and fitness apps, which often collect user’s basic information such as name, height, geolocation, dietary, fitness, sleep patterns, etc. None of this data is covered by current regulations that protect the privacy and security of personal health information; it only has the protection under the developer’s privacy policy, if there is a privacy policy at all.

Additionally, many health and fitness apps encourage users to share sensitive information via social media, often using the social
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Lack of Privacy Regulations

aspect as a selling point for collaboration and positive feedback. Once information is in the public domain, the user has little to no control over it, practically and legally. Thus, the argument that the developer, who created an application to provide a service for the user to publicize his or her health data, should not be allowed to capitalize on data now in the public space, appears to be misguided at best and hypocritical at worst.

VI. DANGERS INVOLVED WITH USER DATA TRANSFERS TO THIRD PARTIES

A. USING PRIMARY DATA SETS AND REPURPOSING USERS’ DATA FOR SECONDARY MARKETS

Fitness and mobile apps are not only created for direct wellness or medical purposes, but are also repurposed for new markets. In 2013, medical and fitness mobile apps accounted for at least forty thousand (40,000) apps, with the health app market worth an estimated seven hundred eighteen million dollars ($718M). By 2018, the market for health apps and solutions is anticipated to reach over an astonishing twenty billion dollars ($20.7B). Fitness and health mobile apps’ behavioral data is highly valuable for primary and secondary data markets. For instance, Datalogix, a data collection company, can correlate users’ interests in certain health conditions based on their search history and items purchased online, classifying users as “allergy sufferers” or “dieters.” Another data collection company, Acxiom, sells user data on whether an individual has a “propensity” for a certain “ailment or prescription.” Data analysts use correlations to predict which users are likely to contract certain diseases, so that they can counsel individuals on how to avoid these illnesses. These companies “use Big Data to discern which medical treatments are likely to work for which types of people to provide better medical care.”
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advantage of Big Data is that it can help prevent certain diseases before they actually occur, but more germane to this discussion, is that it targets potential patients on the basis of their digital fingerprints, making their identification invaluable to potential marketers.

B. TURNING REPURPOSED DATA INTO “TARGETED ADVERTISEMENTS”

Although Big Data can be helpful in improving the quality of patient care, the risks come when classifying individuals in order to make predictions about their future behavior. Target Brands Inc.’s controversial use of Big Data illustrate this point. Target, the well-known big-box retailer has practiced advanced statistical prediction models using prior purchasing habits to identify those who have recently had a child to mail “targeted advertisements” and coupons to them. Targeted advertisements can be defined as proposed ads that “highlight the increasingly sophisticated ways that Internet companies track users’ online and offline activities for marketing purposes,” and then send consumers sales and promotions by email or mailing addresses. Several years later, Target shifted focus to potential new mothers by marketing baby goods to them by using such Big Data to determine when a particular woman was pregnant.

Over the years, Target had accumulated a massive amount of data detailing customer purchases. By correlating customers’ prior purchases with in-store baby shower registries, the company was able to identify items that pregnant customers regularly purchased, like unscented body lotion, calcium supplements, and hand sanitizers. Target would then apply this profile to their current customer database and compare it to women who made similar purchases. If a woman purchased several of these items from this list of predictive products then those customers were assigned a high “pregnancy prediction score” and received baby-related advertisements and coupons, thereby maximizing the targeting power of the advertisements to those most likely to find them appealing.

After several months of direct marketing to potentially pregnant women, a father entered a Target store and demanded answers to why the company was sending his high school daughter baby-related
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coupons. A store manager later called the father to apologize for the advertisements, but later it was revealed that the daughter was actually pregnant. Target, by using Big Data and population-based trends, was able to identify a pregnant teenager before her own father.

This example helps to demonstrate two harms created by Big Data predictive analysis. First, Target’s mailings potentially revealed the daughter’s pregnancy to her father without her consent. She was not prepared at the time to disclose this information, an obvious injury to her privacy. The second issue can be explained through a hypothetical. Assume that instead of using the data to figure out who was pregnant that Target elected to use that information to deny job interviews to pregnant females, who attained a high “pregnancy prediction score,” for fear of having an unstable workforce prone to maternity leave and disrupted productivity. Many would argue that such actions from a company are harmful and illegal. This kind of practice would constitute a form of discrimination of a protected class, preferring men or certain women in the workforce. Similarly, what if a company refused to give someone a loan, based on health information gathered on those most likely to have a heart attack and highly correlated with a particular racial group? This loan refusal might cause disparate impact and racial discrimination against a protected class of people.

C. DENYING INDIVIDUALS LIFE OPPORTUNITIES BASED ON BIG DATA TRENDS

Big Data predictive analysis poses not so hypothetical scenarios in which an insurance company may be able to deny coverage to people identified as most likely to suffer a heart attack, something already done through actuary and risk-assessment analysis. But what if insurance companies were supplied with patient-level data collected and transmitted without expressed consent? “Several large insurance firms have been testing whether they can use data from a wide variety of online and offline sources to predict which insurance applicants are most likely to suffer from high blood pressure, depression, or diabetes to identify high-risk i.e. costly applicants.” Viktor Mayer-Schönberger, a professor of Internet governance and regulation at the Oxford Internet Institute at Oxford University, and Kenneth Cukier, data editor for The Economist, explain that with the increase of predictive ability, “the danger to us as individuals shifts from privacy to probability: algorithms will predict the likelihood that one will get a heart attack (and pay more for health insurance), default on a mortgage (and be denied a loan), or commit a crime (or perhaps get
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arrested in advance)."\textsuperscript{113}

Clearly, withholding jobs, loans, insurance, housing, or other life opportunities could impose a significant cost on those deprived, but it might not be considered illegal because those individuals, who were denied, are not members of a protected class.\textsuperscript{114} Additionally, it seems unreasonable to refuse access to individuals, who may never experience a heart attack or even take steps to prevent such a health condition. A business could argue that this type of practice is efficient and produces benefits.\textsuperscript{115} Assuming that data analysts can help businesses identify those individuals who are more likely to suffer a heart attack, and that these individuals have a greater risk of performing poorly as "employees, borrowers, tenants, and life insurance customers," then companies can avoid certain individuals, who may be considered risky.\textsuperscript{116}

D. USING BIG DATA TRENDS TO PRICE DISCRIMINATE

Additionally, many companies are using differential pricing models to target specific individuals because they fit into a particular trend in their buying and spending habits.\textsuperscript{117} Price discrimination, defined in the broadest sense, is "to denote the various methods of offering essentially the same product for different prices to different people."\textsuperscript{118} For example, if health and medical data has been collected by a user indicating that he or she suffers from a chronic disease, then third parties collecting that data may charge more for particular items that individual needs to treat his or her illness.\textsuperscript{119} If this individual decides to purchase an item on Amazon, a popular online retailer, to treat his or her illness, such as an over-the-counter medication, then there could be a price increase.\textsuperscript{120} In another example, if the individual, who is interested in learning more about his or her own illness and wants to purchase a book, then Amazon might increase the price for that specific item.\textsuperscript{121} This type of price discrimination is the type of abuse individuals might suffer if fitness and health mobile apps
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continue to share and sell user data to third parties.\textsuperscript{122}

The danger lies in the disclosure of individuals' health data that is then used for discriminatory purposes, different pricing models or insurance rates, or targeted advertisements. HIPAA was designed to limit the secondary uses of health data with different types of prohibitions, authorizations, and consent requirements from patients. Big Data, especially in the mobile app industry, includes clinical and other related data that is currently not being regulated. Further, Viktor Mayer-Schönberger and Kenneth Cukier stated that "the [privacy] problem has been transformed. With Big Data, the value of information no longer resides solely in its primary purpose, it is now in secondary uses."\textsuperscript{123} Thus, many users may be legally discriminated against, targeted for advertisements, and even denied life insurance based on statistical analyses of Big Data trends.

\textbf{VII. RECOMMENDATIONS}

Rapid technology advancements could lead to similar levels of abuse of users' private information like the kind that Henrietta Lacks and John Moore experienced. We should learn from the cases that lead to the enactment of HIPAA and apply them to current circumstances. For the purposes of this paper, there will be three suggestions on improving privacy protections for users: (1) broaden HIPAA, (2) restrict the sale of user data by requiring a notice requirement for users, or (3) change the ownership of data and provide upfront transactions so that users can be compensated for sharing their data. With these recommendations, fitness and health mobile app companies would have a greater responsibility and duty to protect user data. With clearly-defined responsibilities, mobile app companies can better understand the legal obligations owed to its users. Likewise, potential mobile app users will be able to rely on the consistent expectation and enforcement of those regulations.

\textbf{A. BROADEN HIPAA PRIVACY PROTECTION}

The federal government should consider broadening HIPAA to include fitness and health apps to their privacy protections. App developers might argue that forcing fitness and mobile apps to be HIPAA compliant is too strict because of the possible civil and criminal penalties for data breaches. App development is often carried out by small and innovative startup companies incapable of meeting more strict legal liabilities, perhaps bankrupting an up-and-coming company as a result of compromised data.\textsuperscript{124} They may further argue that being
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restricted by HIPAA might limit medical and technology advances by preventing companies from collecting, sharing, and selling data to other third parties.

By expanding HIPAA to include fitness and mobile app companies, it will protect users' privacy to the same extent that patients' PHI is handled at healthcare facilities. Fitness and health mobile app companies will be held accountable for breaches of confidential personal information to unintended third parties.\textsuperscript{125} It will ensure that any violation of users' information will have legal consequences in civil and criminal proceedings. Furthermore, this redressability will give users a chance to live a life with less fear of discrimination, modified pricing models, targeted advertisements, employment, housing options, and life insurance and loan denial. Therefore, the protection of HIPAA will outweigh the benefits of advancing medicine because it will prevent data analysts, businesses, and companies from discriminating against users based on Big Data trends.

B. RESTRICT THE SALE OF USER DATA INFORMATION BY GIVING USERS NOTICE

If extending HIPAA to include fitness and health apps is too strict because of the perceived harms from potential violations and penalties, then there should be a policy that provides users with more control over their data that is collected and stored on mobile apps.\textsuperscript{126} Fitness and health mobile app companies can change the terms of use and privacy policies, giving users notice of when data is being shared or sold and to whom. Users should be alerted if their data is being sold to a particular type of third party vendor, such as a pharmaceutical company, advertising company, or insurance company. Fitness and health mobile apps should allow users to select the kind of information the user is willing to share or sell, such as name, geographic location, sleeping patterns, exercise, and diet. Additionally, users should be notified if the app sells or shares information that extends to their friends and family members based on their mobile contact lists.

Researchers and mobile app developers should provide notice to users and require explicit consent to collect, store, or use their data.\textsuperscript{127} Users must be made aware that data, being collected from mobile apps, is a contribution of the user's own freewill to mobile app companies. Users relinquish all rights and will no longer have future control, even


if they decide to stop participating. A fitness and mobile app company must be explicit in its explanation to consumers about its legal rights to collect, share, and not anonymize user data. Mobile app users should be made aware of the possibilities of commercialization and restrictive patents that may ultimately result in monetary profits. The importance of consent should not be underestimated. A careful review of the terms of use and privacy policy with the mobile app user might prevent legal issues and negative press for researchers and fitness and health mobile app companies.

C. CHANGE DATA OWNERSHIP TO THE USER AND PROVIDE UPFRONT TRANSACTIONS

Currently, fitness and health mobile apps have the right to share, transmit, and sell user data. By having this arrangement, it takes away the legal right of ownership from the user and gives it to mobile app companies. However, this can quickly devolve into a repeat of the Henrietta Lacks and John Moore situations, where physicians and researchers in the past essentially use the protected health information without permission. To avoid this possible scenario from occurring, mobile app companies can implement an upfront transaction for the sale of their data and information to third parties.

Additionally, there have been several companies that have been direct with their intention to collect, share, and sell user data information. For instance, Nielsen, a mobile app company, collects data from users' smartphones and pays users up to fifty dollars ($50) in rewards for keeping the app. Another mobile app, Smart Panel, pays users if they download their app and keep it on their smartphone every month. Users can potentially earn up to seventy-five dollars ($75) in the first year. Individuals who sign-up will receive some form of monetary reward for their contribution. These mobile apps have made it acceptable to sell user data because they are upfront about their intentions of repurposing users’ information to share, trade, and sell to third parties.

CONCLUSION

With the enactment of HIPAA, cases such as Henrietta Lacks and John Moore, are more heavily scrutinized for their insufficient health privacy protections to individuals and the harm in sharing confidential health information. HIPAA decreased the amount of abuse from the medical and health research community conducting medical

131. Id.
experiments. In addition, those who violate HIPAA and breach PHI regulations are heavily penalized in civil and criminal courts.

Similarly, health and fitness apps that work with covered entities or handling PHI must be HIPAA compliant. Although most health and fitness mobile apps are able to bypass this compliance, these companies remain a huge risk to users because of the ability to access personal information through users’ devices. This ability results in a large amount of data collection without the protection of privacy health laws, such as HIPAA. It is important to protect users’ confidential information from third parties, who may exploit users’ behavioral data, so that only mobile app companies can profit from Big Data trends. Fitness and health mobile apps should be restricted in the data they share by expanding HIPAA, be obligated to provide notice of data distribution or any change in the ownership status of consumers’ data, be direct about users’ legal rights and receive explicit consent to use the data collected.

Unwanted discrimination and the propensity to make false population-based predictions on an individual’s health habits may become prevalent without a change in privacy policies and terms of use. As a result of repurposed data, certain individuals might be denied access to employment, housing, loans, and life insurance. Without the appropriate regulations to protect users’ privacy and confidential information, it may be possible to see similar levels of privacy exploitations in the fitness and health mobile app industry as in the past.