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\begin{abstract}
We analyze an environment in which bidders’ private values change over time due to both private investments and exogenous shocks. We demonstrate that a highly-decentralized mechanism achieves efficiency. The mechanism requires a stage of costly public announcements (i.e., signaling) to induce efficient investment. For this reason, an equilibrium selection issue arises, but can be handled by a minor modification in the spirit of virtual implementation.
\end{abstract}

\section{Introduction}

A single, indivisible good will be available for use at some future date. If it were allocated today, each of its potential owners (call them bidders) would have some privately-known value for it. However, in the interim period each bidder’s value can fluctuate based on two factors:

- \textit{Exogenous shocks}. Over time, bidders’ circumstances, information, and (therefore) values may change.
- \textit{Investment in complimentary assets}. Interested bidders have the opportunity to invest in assets or technologies that will enhance their value for the available good. Of course, the bidder must be allocated the good for the investment decision to pay off.

For example, a commercial property will be available on a certain date. The value of the location to a given business will fluctuate based on exogenous market conditions. In addition, if a business were assured the location, it would engage in costly advertising for its “Grand Opening.” This investment is purely wasted if it does not receive the location. Or, a house will be available to move into on a future date. Before the house becomes available, bidders may have opportunities to buy other houses, essentially removing themselves from the market. We can consider “not buying another house” as an action that boosts a bidder’s value (where the cost of the action is the forgone surplus of not buying a different house).
This paper analyzes such a setting. We take two perspectives, which we show are closely related. We first characterize an efficient mechanism for the sale of the object. The mechanism is extremely decentralized and induces a game worthy of study independent of any consideration of efficient mechanism design. We therefore further analyze the induced game, especially the issue of equilibrium multiplicity and selection.

We formally model the value-determination process as follows. First, each bidder receives a private signal, $s_i$, about her value. Next, each bidder decides whether or not to make an investment that increases her value for the object. The investment decision is binary and carries a cost of $c$. If the agent invests, her value for the object increases by $b > c$. After the investment decision, each bidder receives a second signal, $t_i$, about her value for the good. Bidder $i$’s value is then $V(s_i, t_i) + a_i b$, where $a_i = 1$ if $i$ invested and zero otherwise. This process takes place before the good is available for use.

We demonstrate that the following is an efficient mechanism in this setting. After observing her first-period signal, $s_i$, but prior to making her investment decision, each bidder $i$ makes a public announcement about her type and makes a corresponding payment. Investment behavior is then privately decided. After the realization of the final-period signals, a sealed-bid second-price auction is conducted with no reserve price. The payment scheme is designed such that truthful revelation is incentive compatible in the first stage (given the appropriate play in the resulting continuation game).

Notice that the mechanism is decentralized in the following two ways. First, the good is allocated via a standard second-price auction in the final stage—the previous decisions made by the bidders have no direct bearing on the allocation, nor on the payments in this stage. Second, investment decisions are private and, hence, non-contractible. Therefore, the incentive for a bidder to reveal her type, $s_i$, and make the prescribed payments in the first stage comes not from any action of the seller, but rather from influencing her competitors’ investment behavior. This is why it is crucial that the announcement is publicly observable.

In addition, the game induced by our mechanism is of interest independent of considerations regarding efficient mechanism design. In the game, a second-price auction is to be held at some future date. Between now and then, bidders decide whether or not to make costly investment decisions and whether or not they wish to attempt to influence their competitors’ behavior by dissipating resources as a signal of strength. We wish to understand this game for several reasons. First, it matches the obvious fact that auctions are always scheduled in advance. This is necessitated by the logistics of conducting an auction—the bidders must be told ahead of time where, when, and how to submit their bids. Second, it may be the case that the good in question will not be available for use for some time. Auctioning the good early may create inefficiency because each bidder’s value for the good will change in the interim between an early auction and the date of actual availability. Third, it is rare to see more complicated dynamic mechanisms used in practice. Finally, it generalizes the study of auctions with costly entry by viewing the entry decision as a complimentary investment (in much the same way as not buying a substitute product is in the earlier example).

On this front, our main result is the existence of an equilibrium in which each bidder has a strong incentive to immediately and credibly signal her initial value in order to discourage competitors from investing, thereby making the final auction stage more favorable toward her. Such behavior results in a complete revelation of initial values. From this stage forward, all investment decisions and the final allocation of the good are fully efficient. The only outlet for inefficiency is the potentially wasteful signaling activity. If an agent whose utility enters the social welfare calculation can benefit from the costly signaling activity of the bidders (the seller being the obvious choice for such an agent), then nothing is lost and the first-best societal welfare is attained. If such a capture is not possible, then the signaling activity will indeed be inefficient—sometimes so much so as to be more inefficient than if signaling were unavailable. This is common in models of signaling (see Riley, 2001), and is true of the standard (static) VCG mechanism as well.

To understand the efficient equilibrium in this game, let us reason via backward induction. In the auction stage, all bidders play their weakly-dominant strategy of bidding their value. This assures an efficient allocation of the good given the final values entering the auction stage. Given this behavior in the auction stage and each player $i$’s beliefs about $s_{-i}$, we can solve for the equilibrium behavior in the investment stage. The structure of the investment decision (as well as the mild restrictions we impose on $V$ and on the distribution of $t_i$ given $s_j$), imply that, holding everything else constant, if investment is profitable for the player $i$ when her type is $s_i$, it is also profitable for player $i$ when her type is any $s_j' > s_i$. An important result is that if $s$ were commonly known, then there exists a unique symmetric equilibrium in monotone strategies where bidder $i$ invests if and only if $s_i$ is one of the $r(s)$ highest values. Further, this investment behavior maximizes social welfare (i.e., a social planner would designate this exact investment profile if she were so informed and empowered). This follows because the second-price auction allocates the good to the bidder with the highest value at the cost of the externality she creates by winning.

Holding fixed that bidders will play their weakly-dominant strategy of bidding their values in the final stage, the first and second stages comprise a complex signaling game (see Riley, 2001 for an extensive survey of signaling games). Complex because, unlike a “standard” signaling game, the set of players is not clearly portioned into a set of senders and a set of

---

1 Recent studies of environments with some similar features include Athey and Segal (2007), Battaglini (2005), Bergemann and Välimäki (2002, 2010), Calzolari and Pavan (2006), Cavallà et al. (2006), Crémer et al. (2009), Ero and Szentes (2003), Halte (2000, 2001, 2003), McAfee et al. (1999), and Pavan et al. (2011). The main difference between these works and ours is that privately-informed bidders take actions that affect their values. This necessitates public messages within the mechanism, rather than messages sent only to the principal/designer/seller.

receivers. Our setup is considerably more complicated in that we have multiple players each playing the role of sender and receiver to one another. That is, each player takes an action at every stage of the game. In the first stage she acts as a sender trying to influence the belief of her competitors. In the investment stage she acts as a receiver trying to optimize given her updated beliefs about her competition. Further, it is no longer true that bidders have unique best responses given their beliefs in the investment stage (i.e., when they are in the receiver role).

Even standard signaling games suffer from a well-known issue with equilibrium multiplicity. To obtain a sharp prediction in these models one must employ a strong equilibrium refinement—usually one based on restricting off-equilibrium-path beliefs (henceforth, belief-based) as pioneered by Banks and Sobel (1987) and Cho and Kreps (1987). Under commonly-assumed “single-crossing” conditions, fully-revealing (or separating) equilibria usually withstand refinements, while equilibria involving pooling may fail depending on the strength of the refinement. We show that our fully-revealing equilibrium is indeed robust to belief-based refinements. However, the complexity of our setting allows equilibria involving pooling to sometimes survive any belief-based refinement as well. This problem can be remedied by slightly altering the game/mechanism. Keeping everything else constant, award the bidder with highest announcement/payment in Stage 1 with a coupon worth \( \varepsilon \) off the price of the object if she is the eventual winner as well. This small change results in the fully-revealing equilibrium being the unique outcome consistent with symmetry and monotone investment strategies. As \( \varepsilon \to 0 \), the equilibrium converges to the efficient equilibrium we focus on throughout (again, that is efficient subject to the seller capturing the benefit of the first-stage payments). In this way, the \( \varepsilon \)-coupon serves as a non-belief-based refinement in the spirit of virtual implementation (Abreu and Sen, 1991).

The paper is structured as follows. In the next section we set up the model. We then present our efficient mechanism (Section 3). In Section 4, we study the related game more closely and consider the issue of equilibrium selection. We then offer concluding remarks. All proofs are found in Appendix A, and examples demonstrating that belief-based refinements cannot always eliminate full pooling equilibria are found in the supplementary material at the end.

2. The setup

There is a single, indivisible asset to be allocated to one of \( N \) ex ante identical bidders. Each bidder’s value for the object is determined by both the private signals she receives as well as her investment decision. Specifically:

**Period 1.** Each agent \( i \) receives an independent signal \( s_i \) drawn according to a differentiable distribution function \( F \) on \([s, \bar{s}]\).

**Period 2.** Each agent \( i \) then makes a private binary investment decision \( a_i \): invest \((a_i = 1)\) or not \((a_i = 0)\). The investment decision carries an immediate cost of \( c \) and endows an additional benefit of \( b > c \) if and only if player \( i \) is allocated the object.

**Period 3.** Each agent then receives a second private signal \( t_i \) drawn according to a differentiable distribution function \( G(\cdot|s_i) \) on \([t, \bar{t}]\). Signal \( t_i \) is drawn independently from \( a_i \) and \( s_j, a_j, t_j \) for all \( j \neq i \). \( G(\cdot|s_i) \) is differentiable in \( s_i \) as well, and higher values of \( s_i \) make higher \( t_i \) values (weakly) more likely: If \( s_i \geq s'_i \), then \( G(\cdot|s_i) \) weakly first-order stochastically dominates \( G(\cdot|s'_i) \) [independence of \( t_i \) from \( s_i \) is a special case].

Agent \( i \)’s value for the object is given by \( V(s_i, t_i) + a_i b \), where \( V(s_i, t) \geq 0 \). \( V \) is differentiable in both arguments and strictly (weakly) increasing in its first (second) argument. The utility of bidder \( i \) is

\[
U_i = I_i \cdot [V(s_i, t_i) + a_i b] - a_i c - p_i
\]

where \( I_i \) is the indicator function taking value 1 if \( i \) receives the object, and \( p_i \) is her total payment made within mechanism/game. Each bidder has an outside option worth zero, and all agents are expected-utility maximizers.

2.1. Efficiency

We measure efficiency by total surplus. There are \( N \) bidders and a seller (who we assume values the object at zero). The utility of each bidder is given by (1), and the utility of the seller is \( \sum_{i=1}^{N} p_i \). Given an allocation and payments, the total surplus is

\[
S = \sum_{i=1}^{N} U_i + p_i = V(s_{i^*}, t_{i^*}) + a_{i^*} b - \sum_{i=1}^{N} a_i c
\]

where \( i^* \) represents the identity of the bidder receiving the object.\(^3\)

\(^3\) Notice that it is never efficient for the seller to retain the object.
3. An efficient mechanism

We begin by describing the general form of our efficient mechanism and providing a short discussion of its features. We then turn to analysis of the mechanism’s specifics and substantiate our claims. We demonstrate that for any realization of \( s \), there exists a Bayes Nash Equilibrium of the game induced by our mechanism that maximizes expected surplus (where the expectation is taken over the realization of \( t \)).

The forms of the mechanism and the equilibrium of interest are as follows (we use the term “stage” rather than “period” to distinguish the mechanism from the value-determination process):

**Stage 1.** After receiving her signal, \( s_i \), each bidder \( i \) makes a public announcement, \( \hat{s}_i \), and is assessed a payment, \( h(\hat{s}_i, \hat{s}_{-i}) \), to the seller. In equilibrium, bidders report truthfully: \( \hat{s}_i = s_i \).

**Stage 2.** After observing \( \hat{s} \), bidders make their private investment decisions. In equilibrium, they follow a cutoff rule \( r(\hat{s}) \): \( a_i = 1 \) if and only if \( s_i \) is one of \( r(\hat{s}) \) highest values.

**Stage 3.** After bidders observe their \( t \)-signals, a sealed-bid, second-price auction is held for the object. In equilibrium, bidders play their weakly-dominant strategy, bidding \( V(s_i, t_i) + a_i b \).

Notice that the mechanism is decentralized in the following two ways. First, the good is allocated via a standard second-price auction in the final stage—the previous decisions made by the bidders have no direct bearing on the allocation nor on the payments in this stage. Second, because investment decisions are non-contractible, the incentive for a bidder to reveal her type \( s_i \) and make the prescribed payments in the first stage comes not from any action of the seller, but rather from influencing her competitors’ investment behavior (by affecting the cutoff rule). Of course, in equilibrium her competitors must find it *optimal* to obey the cutoff rule, hence the bidder’s incentive to choose \( \hat{s}_i = s_i \) is more aptly described as a desire to affect the *beliefs* of her bidding competitors. This is why the observability of \( \hat{s} \) is crucial in the mechanism.

To argue that the mechanism is efficient, we will examine it stage-by-stage via backward induction. Along the way we will fill in the specifics of the \( r \) and \( h \) functions.

### 3.1. Stage 3: Efficient allocation

In Stage 3, each bidder’s value for the object is determined. Each bidder plays her weakly-dominant strategy of bidding her value, \( V(s_i, t_i) + a_i b \), and the second-price auction allocates the object efficiently given these values.

We are assured an *efficient allocation taking invest behavior as given*. An efficient allocation is a profile of investment decisions that is *efficient*. Let \( \pi \) be an efficient profile of investment decisions. That is, \( \pi \) maximizes the expected value of (2) given \( s \) and that each bidder plays her weakly-dominant strategy of bidding her value in Stage 3.

For any \( s \), let \( a^*(s) \) be an efficient profile of investment decisions. That is, \( a^*(s) \) maximizes the expected value of (2) given \( s \) and that each bidder plays her weakly-dominant strategy of bidding her value in Stage 3. The following holds (all proofs are in Appendix A):

**Cutoff Property.** For any \( s \), \( a^*(s) \) is characterized by a cutoff, denoted \( r^*(s) \), where bidder \( i \) invests \( (a^*_i(s) = 1) \) if and only if \( s_i \) is one of the \( r^*(s) \) highest values. Generically, the cutoff is unique.

### 3.2. Stage 2: Full revelation of first-stage signals leads to efficient investment

Consider the subgame induced by the mechanism in which \( s \) is common knowledge to all bidders. We first characterize the efficient investment behavior. We then demonstrate that, in this subgame, any symmetric equilibrium in monotone strategies (defined below) results in the efficient investments.

For any \( s \), let \( a^*(s) \) be an efficient profile of investment decisions. That is, \( a^*(s) \) maximizes the expected value of (2) given \( s \) and that each bidder plays her weakly-dominant strategy of bidding her value in Stage 3. The following holds (all proofs are in Appendix A):

**Cutoff Property.** For any \( s \), \( a^*(s) \) is characterized by a cutoff, denoted \( r^*(s) \), where bidder \( i \) invests \( (a^*_i(s) = 1) \) if and only if \( s_i \) is one of the \( r^*(s) \) highest values. Generically, the cutoff is unique.

#### 3.2.1. The efficient rule is incentive compatible

We now demonstrate that the efficient cutoff rule is also incentive compatible. In Stage 3, a second-price auction is conducted. Each bidder follows her weakly-dominant strategy of bidding her value, \( V(s_i, t_i) + a_i b \). Stepping back to the investment stage, each agent must simultaneously decide whether or not to invest given that \( s \) is common knowledge. An investment strategy for bidder \( i \) is therefore a mapping from \( (s_i, s_{-i}) \) to \( \{0, 1\} \) specifying whether \( i \) invests or not given her signal \( s_i \) and all other bidders’ signals \( s_{-i} \).

An investment strategy is *monotone* if it is weakly increasing in \( s_i \) and weakly decreasing in \( s_{-i} \). We call an equilibrium *symmetric* if the following holds for almost all \( s \): letting \( a \) and \( a' \) denote the

---

4 In the (non-generic) event that multiple bidders are tied for the \( r^*(s) \) highest value (e.g., \( s = [2, 1, 1] \), and \( r^*(s) = 2 \)), the interpretation is that some, but not all, of the tied bidders invest in order to make the total number of bidders investing exactly \( r^*(s) \)—because bidders are symmetric, any such profile simply permutes the utilities of the bidders and will be equally efficient.

5 Allowing mixed strategies has no effect generically. However, it can introduce an inefficient equilibrium under the (non-generic) event described in footnote 4.
equilibrium investment profiles under $s$ and $s'$ respectively, if $s'$ is a permutation of $s$, then $a'$ is the analogous permutation of $a$.\(^6\)

The following proposition establishes that any symmetric monotone equilibrium is characterized by efficient investment behavior.

**Proposition 1.** In every symmetric equilibrium in monotone strategies, for any $s$, investment decisions are characterized by an efficient cutoff $r^*(s)$, where bidder $i$ invests $(a_i = 1)$ if and only if $s_i$ is one of the $r^*(s)$ highest values. Therefore, equilibrium play is generically unique.

It is almost by definition that a symmetric monotone equilibrium will involve a cutoff rule. Only efficient cutoffs can be used in equilibrium because the second-price auction allocates the good to the bidder with highest value at the cost of the externality she creates by winning. Specifically, consider a bidder $i$’s investment decision taking the other players’ decisions as given. There are three relevant events: (1) $i$ wins regardless of her investment decision, (2) $i$ loses regardless of her investment decision, and (3) $i$ wins if and only if she invests. Clearly, if either (1) or (2) turn out to be true, then the difference in welfare from investing or not is the same for player $i$ as it is for total societal welfare because her decision does not affect the allocation. If case (3) turns out to be true, then player $i$’s utility increases from 0 to $V(s_i, t_i) + b - v - c$, where $v = \max_{j \neq i} V(s_j, t_i) + q_jb$. Total societal welfare changes from $v - \sum_{j \neq i} q_jc$ to $V(s_i, t_i) + (b - c) - \sum_{j \neq i} q_jc$. For both, the difference from investing is $V(s_i, t_i) + b - v - c$. Hence, each player $i$’s investment incentives are aligned with societal welfare state-by-state.

Proposition 1 hinges crucially on the use of the second-price auction to decide the final allocation. This illustrates that the second-price auction is a prudent choice in environments where investment opportunities arise prior to the allocation date and the designer cares about efficiency.\(^7\)

We therefore specify that the mechanism sets its cutoff rule in Stage 2 equal to the efficient cutoff rule: $r(\cdot) = r^*(\cdot)$.\(^8\)

### 3.3. Stage 1: Incentive-compatible full revelation

Given our analysis to this point, our goal is to identify a function $h$ on announcements $\hat{s}$ that makes truthful revelation, followed by the continuation play specified above, incentive compatible. In fact, we will identify two. Under the first function, each bidder’s payment may depend on the entire vector $\hat{s}$, and truth-telling is *ex post* incentive compatible given the continuation play we have specified (where *ex post* here refers only to after the announcement $\hat{s}$, but still prior to investment and the realization of $t$). Under the second, each bidder’s payment depends only on her own announcement $\hat{s}_i$, but truth-telling is not *ex post* incentive compatible. We have the familiar tradeoff between informational requirements and “robustness.”

We will use the following notation. Fix a bidder $i$ and $s_{-i}$. Let $Q_k^k(s_{-i}) \subset [\bar{s}, \tilde{s}]$ be the set of values such that if $s_i \in Q_k^k(s_{-i})$, then under the efficient cutoff rule, the bidders with the $k$ highest values, other than $s_i$, invest.\(^9\) And let $k^*$ satisfy $\hat{s} \in Q_{k^*}^{k^*}(s_{-i})$, i.e., $k^*$ is how many bidders, other than $i$, invest when $s_i = \hat{s}$. The number of other bidders investing is weakly decreasing in $s_i$, so $Q_{k'}^{k'}(s_{-i}), Q_{k'-1}^{k'-1}(s_{-i}), \ldots$ is a partition of $[\bar{s}, \tilde{s}]$ composed of intervals with boundaries denoted $s_i \in Q_{k'0}^{k} \subset s_i \in Q_{k'-1}^{k'-1}(s_{-i}) \subset \ldots$.\(^10\) In other words, the number of other bidders investing is a decreasing step function of $s_i$.

Let $a_{i, j}$ be the profile of investment decisions by bidders other than $i$ such that the bidders with the $k$ highest $s$-values invest and other do not. Let $\pi_i(s_i, s_{-i}, a_{-i})$ be bidder $i$’s expected payoff (gross of any Stage 1 payments) given first-period signals $s$, investment decisions $a_{-i}$, and that $i$ responds optimally given this information. Finally, $\Xi$ denotes the candidate symmetric equilibrium:

**Stage 1:** Truthful revelation, $\hat{s}_i = s_i$

**Stage 2:** Following the efficient cutoff rule, $r^*(\cdot)$

**Stage 3:** Bidding one’s value, $V(s_i, t_i) + a_i b$

We first establish an increasing differences property that will play a crucial role in designing the first-stage payment scheme.

---

\(^6\) The reason for the “almost all” caveat is found in footnote 4: in the (non-generic) event such that a subset of bidders with the equal $s$-values must coordinate their investments, symmetry is lost (though it could easily be restored by introducing a public randomization device, which we omit for simplicity).

\(^7\) The following example demonstrates the necessity of the monotonicity restriction. Let $N = 2$ and $V(s, t) = s$. For a realization such that $0 < s_1 - s_2 < c$, it is an equilibrium for bidder 2 to invest and bidder 1 not to, even though the opposite is efficient.

\(^8\) In the (non-generic) event that $r^*(s)$ is not unique, specify that $r(s) = \max(r^*(s))$. We will maintain this assumption, which has no bearing on efficiency, for the rest of the paper. Hence, future claims of “uniqueness” are technically subject to this caveat, but it is omitted for parsimony.

\(^9\) Under the (non-generic) event described in footnote 4, the bidders coordinate their investment decisions by having the bidders with lower indices, $i$, invest.

\(^10\) Because of footnote 8, in general, $s_i^k(s_{-i}) \in Q_k(s_{-i})$. The only exception is under the (non-generic) event described in footnote 4.
Lemma 1. For any $s_{-i}, s'_{-i} \geq s_i$, and $k' \leq k$,

$$\pi_i(s'_i, s_{-i}, a^k_i) - \pi_i(s'_i, s_{-i}, a^{k'}_{-i}) \geq \pi_i(s_i, s_{-i}, a^k_i) - \pi_i(s_i, s_{-i}, a^{k'}_{-i})$$ (3)

In words, the lemma establishes that the higher is the bidder’s first-period signal, the more she benefits from less investment by competitors. With Lemma 1 in hand, we are ready to finish the construction of the mechanism. Theorem 1 specifies a payment rule where each bidder’s payment depends on the entire vector of announcements $\hat{s}$. For a given $\hat{s}_{-i}$, we first define the payment required of $i$ if she announces $\hat{s}_i \in Q_i^{k'}(\hat{s}_{-i})$. We then specify how much she is required to pay for announcements in $Q_i^{k'-1}(\hat{s}_{-i})$, in $Q_i^{k'-2}(\hat{s}_{-i})$, etc.

Theorem 1. Under the following function, $h$, $\mathcal{S}$ is both a Bayes Nash Equilibrium in the game induced by our mechanism and fully efficient. Further, truthful revelation in Stage 1 is ex post incentive compatible.

$$\begin{align*}
&\text{If } \hat{s}_i \in Q_i^{k'}(\hat{s}_{-i}) : \text{ then } h(\hat{s}_i, \hat{s}_{-i}) = 0 \\
&\text{If } \hat{s}_i \in Q_i^k(\hat{s}_{-i}) \text{ for } k < k' : \text{ then } h(\hat{s}_i, \hat{s}_{-i}) = h(s^0, \hat{s}_{-i}) + \pi_i(s^0(\hat{s}_{-i}), \hat{s}_{-i}, a^k_i) - \pi_i(s_i(\hat{s}_{-i}), \hat{s}_{-i}, a^{k+1}_i)
\end{align*}$$

where $s^0 \in Q_i^{k+1}(s_{-i})$

Before turning to its particulars, let’s start with a few simple observations that will help us understand the payment rule $h$. First, the higher other bidders believe $s_i$ to be, the less of them invest. Second, regardless of $s_i$, bidder $i$ is better off if less of the other bidders invest, but this benefit is increasing in $s_i$ (Lemma 1). Putting these two together: bidder $i$ benefits from having her competitors believe that $s_i$ is higher, and this benefit is increasing in the true value of $s_i$.

Under the $h$ payment rule, an announcement of $\hat{s}$ leads to a payment of zero regardless of the announcement of other bidders. Now, suppose all bidders other than $i$ announce truthfully. We need to consider how many other bidders will invest as a function of $i$’s announcement $\hat{s}_i$, given that they believe all announcements are truthful. If $i$ announces $\hat{s}_i \in Q_i^{k'}$, then she is saying she has a very low value, which prompts the most investment by others ($k'$ of them) and $i$’s payment is zero. If she announces $\hat{s}_i \in Q_i^{k'-1}$, then her payment will increase, but she will have induced one less of her competitors to invest (only $k'-1$ will do so). In essence, $i$ is “buying” less investment from her competitors. This is valuable regardless of $s_i$, but more valuable for higher realizations of $s_i$ (Lemma 1).

In order for this behavior by her competitors to constitute best responses, it must be that $i$ makes such an announcement if and only if $s_i \in Q_i^{k'-1}$. Therefore, the payment required to garner this benefit must be exactly the one such that type $s_i^{k'-1}$ is indifferent between doing so or not. Lemma 1 then establishes that all types greater than $s_i^{k'-1}$ find the benefit worth the cost, while types less than $s_i^{k'-1}$ do not. The logic iterates as $i$ considers higher announcements, making truthful reporting optimal for all values of $s_i$.

By taking the expectation over the (truthful) announcements of other bidders, we can construct a payment function that depends only on $i$’s own announcement, but is no longer ex post incentive compatible.

Theorem 2. Under the following function, $H$, $\mathcal{S}$ is both a Bayes Nash Equilibrium in the game induced by our mechanism and fully efficient.

$$H(\hat{s}_i, \hat{s}_{-i}) = E_{s_{-i}}[h(\hat{s}_i, \hat{s}_{-i})]$$

where $h$ is the function defined in Theorem 1.

The incentive compatibility of $H$ is immediate: given that, for any $s_{-i}$, reporting truthfully, $\hat{s}_i = s_i$, maximizes

$$\pi_i(\hat{s}_i, s_{-i}, a(\hat{s}_i, s_{-i})) - h(\hat{s}_i, s_{-i})$$

when $a(\hat{s}_i, s_{-i})$ is the equilibrium response to the belief that $s = (\hat{s}_i, s_{-i})$ held by players other than $i$, it also maximizes

$$E_{s_{-i}}[\pi_i(\hat{s}_i, s_{-i}, a(\hat{s}_i, s_{-i})) - h(\hat{s}_i, s_{-i})] = E_{s_{-i}}[\pi_i(s_i, s_{-i}, a(\hat{s}_i, s_{-i}))] - H(\hat{s}_i)$$

The last expression is precisely $i$’s expected utility in the mechanism, implying the mechanism is incentive compatible.

---

11 Hence the mechanism satisfies the participation constraint that all bidders receive non-negative expected utility. The same is true for the mechanism under the payment function $H$ of Theorem 2.

12 Any higher payment would dissuade types just above $s_i^{k'-1}$ from the announcement, and any lower payment would induce the announcement from types just below $s_i^{k'-1}$.
3.4. Equilibrium selection

We have demonstrated that $\Xi$ is an equilibrium in the game induced by our mechanism. However, other equilibria also exist. For instance, it is well known that the second-price auction has many equilibria involving weakly-dominated strategies. Additionally, taking the prescribed continuation play in Stage 3 and truthful revelation in Stage 1 as given, there are other behaviors in the investment stage consistent with equilibrium (see footnote 7). We take solace in that $\Xi$ prescribes bidders to play their weakly-dominant strategies in Stage 3 and to invest according to the generically unique symmetric equilibrium in monotone strategies in the relevant continuation game in Stage 2.

The main difficulty, however, comes from the interaction between Stages 1 and 2. Take as given that bidders will bid their final values in Stage 3. In the first stage, bidders attempt to influence the beliefs, and therefore investment decisions, of their opponents. This is essentially a signaling game (especially under the payment rule $H$ in Theorem 2), although one that is much more complex than the “standard” signaling game. It is well known that signaling games suffer from a multitude of equilibria. Unfortunately, the relative complexity of our signaling game exacerbates the problem, as we discuss in the next section. However, we will offer an arbitrarily small alteration that ensures that the unique symmetric equilibrium, subject to an investment-monotonicity condition, is arbitrarily close to $\Xi$ (see Theorem 3).

4. Further study of the signaling game

In the previous section we designed an efficient mechanism to allocate an object in the environment outlined in Section 2. In addition to being efficient, the mechanism was highly decentralized and consisted of a standard second-price auction in the final stage. Now, a standard second-price auction may be held in environments outlined in Section 2, independent of our analysis on efficient mechanism design. For this reason, we turn to the study of the following game—be it the result of an efficiency-seeking designer or not.

Formally, the determination of values is just as in Section 2. In addition:

Stage 1: After receiving her signal $s_i$, each bidder $i$ makes an announcement $\hat{s}_i$ and can publicly dissipate any amount $x_i \in \mathbb{R}_+$.

Stage 2: After observing $\hat{s}$ and $x$, each bidder decides whether to invest or not.

Stage 3: After bidders observe their $t$-signals, a sealed-bid, second-price auction is held for the object.

Because the final round is a second-price auction, it makes no difference whether bidders observe the investment behavior of their opponents or not (if we restrict them to play their weakly-dominant strategy in the final stage). Because we are taking both the investment opportunity and auction structure as fixed components of the game environment, we can think of auctions where entry is costly, be the cost paid to the auctioneer or not, as a particular case of what the investment opportunity is. (In the section on mechanism design, the investment opportunity was taken as a feature unaffected by the designer’s decisions and $c$ did not accrue to the seller—entry costs are not a good candidate for such a feature).

Remark 1 (Costly Entry). An auction with an entry decision, where bidders get private information both before and after their decision, is a particular case of our setup if we relax $V \geq 0$: Let $V(s_i, t_i) < 0 < V(s_i, t_i) + b$ for all $(s_i, t_i)$. The cost of investment, $c$, is the entry cost. If agent $i$ decides not to “invest,” her value for the object is negative. It is equivalent to consider her as not participating in the auction.

4.1. Equilibrium without signaling

We now briefly touch on the case in which bidders do not signal their $s$-values to others via dissipation, which serves as a benchmark for comparison with the main signaling equilibrium of interest. The no-signaling case can be thought of in two ways: (1) signaling is not possible (i.e., the game differs by removing the option of announcement and dissipation), or (2) as a pooling equilibrium of the game as described: one in which every bidder chooses $x_i = 0$ regardless of $s_i$.

Proposition 2. There exists a unique symmetric equilibrium: In Stage 3, each bidder bids her value for the object: $V(s_i, t_i) + a_i b$. In Stage 2, bidder $i$ invests according to a cutoff rule: $a_i = 1$ if and only if $s_i > s^*$, for uniquely-determined $s^*$.

Two observations about efficiency are worth noting. First, the investment decisions generated by this equilibrium are, in general, inefficient. This is not surprising since, without signaling, the bidders lack the requisite public information about $s$ to coordinate their investment decisions.

---

13 This problem disappears if the environment allows the investment decision to be contractible.

14 The pooling equilibrium can be enforced by the off-path belief that any other choice of $x_i$ leads all other bidders to believe that $s_i = \hat{s}$.

15 Obviously, there are exceptions. For example, if $b$ is very large, it can be efficient for all bidders to invest regardless of $s$. In such examples $s^* = \frac{b}{2}$ and the no-signaling equilibrium is therefore efficient.
Second, there often exist asymmetric equilibria that are more efficient ex ante than the unique symmetric equilibrium.\footnote{This implies that there must exist a positive measure of realizations of $s$ such that the asymmetric equilibrium is more efficient.} The intuition for this is as follows. The symmetric equilibrium can suffer from over-investment when the realization of $s$ has many high components and under-investment when it has many low components. However, because of its cutoff structure, the symmetric equilibrium never suffers from what could be called “misallocation of investment”—that bidder $i$ is investing when she should not be and simultaneously bidder $j$ is not investing when she should be. Asymmetric equilibria can be constructed that trade off some of the former for the latter. Depending on the relative importance of each kind of inefficiency, the tradeoff may improve efficiency ex ante.\footnote{A straightforward illustration of this is as follows. Let $N = 2$, $s_j$ be distributed uniformly on $[0, 1]$, and $V(s, t) = s$, as in Example 1 (below) where we show that the total $ex \ ante$ surplus in the symmetric equilibrium is $\frac{2}{7} + b(1 - \frac{1}{7})^2$. Suppose now that both $c$ and $b - c$ are greater than $\frac{1}{7}$. The following is an asymmetric (non-signaling) equilibrium: $s_1 = 1$ and $s_2 = 0$, regardless of $(s_1, s_2)$. Hence, bidder 1 always wins and pays a price of $s_2$. (It is sufficient to check that bidder 1 prefers to invest when $s_1 = 0$, and that bidder 2 prefers not to invest when $s_2 = 1$, which are guaranteed by the assumptions on $b$ and $c$.) In this equilibrium the $ex \ ante$ expected utilities are $b - c$, and $\frac{1}{7}$ for bidders 1 and 2 and the seller respectively. So total surplus is $\frac{2}{7} + b - c$. Notice that this differs from the total possible surplus of $\frac{2}{7} + b - c$ by a constant (i.e., does not depend on $b$ or $c$). This is precisely because there is always the efficient level of investment, just done by the wrong bidder half the time. In contrast, the level of inefficiency in the symmetric equilibrium depends on $b$, $c$ because there is sometimes over- or under-investment. Heuristically, the asymmetric equilibrium is more efficient when the scale of the investment is large—for example, fixing any value of $\frac{2}{7}$ the asymmetric equilibrium is more efficient if $b, c$ are sufficiently large.}  

Allowing the bidders to signal their $s$-values through dissipation will alleviate both of these. However, whether or not the signaling itself can be a source of inefficiency depends on whether or not it is beneficial to the seller (or any agent whose utility contributes to the social welfare measure)—see the final part of this section and Example 1.

### 4.2. A signaling equilibrium

The following is an equilibrium of this game:

- **Stage 1:** Each bidder announces $\hat{s}_i = s_i$ and dissipates $x_i = H(s_i)$, where $H$ is the function defined in Theorem 2.\footnote{$H$ is not always an invertible function (it may be only weakly increasing). This is why we allow bidders to both make an announcement and to dissipate resources. However, if $H$ is constant over a range, it is because the announcement of any type over that range does not affect competitor behavior. Hence, we could dispense with type announcement, but it would complicate our notation for analysis of the investment stage.}  

- **Stage 2:** Each bidder invests according the efficient cutoff rule $r^\ast(t)$.  

- **Stage 3:** Each bidder bids $V(s_i, t_i) + a_ib$.

Given our analysis in Section 3, there is nothing new to verify. We call this a signaling equilibrium because each bidder credibly signals her type $s_i$ by her costly choice of action $x_i = H(s_i)$.

The presence of the signaling equilibrium sheds some light on the maneuvering that bidders often make prior to an auction. For example, consider the sale of the Los Angeles license in the 1995 auction for broadband mobile-phone licenses. One bidder, Pacific Telephone, likely started with a higher private value than other bidders due to experience in California market and possible synergies between its wireline and wireless businesses. There were a number of important decisions (investments) that each bidder had to make before the auction for the Los Angeles license. These included forming alliances, making capital investments, and formulating strategies for other markets. It appears that Pacific Telephone signaled to potential bidders (including the industry giants such as Bell Atlantic, GTE, and MCI) were discouraged from participating in the auction—thus, failing to undertake a complimentary investment, in our interpretation. In fact, GTE and Bell Atlantic took actions that made them ineligible for the auction. As a result, revenues were quite low compared to initial estimates.\footnote{Wall Street Journal, October 31, 1994.}  

### 4.3. Equilibrium selection

As in virtually all signaling games, there are many equilibria in this game. Recall that in a “standard” signaling game the set of players is clearly partitioned into the set of senders (usually singleton) and the set of receivers. Each sender decides on her costly action then each receiver chooses his best response, which is usually assumed to be unique for any given belief held by the receiver. To obtain a sharp prediction in these models one must employ a strong equilibrium refinement. These refinements are usually “belief-based” in that they use specific criteria to restrict the beliefs the receivers may hold off the equilibrium path. Broadly put, by belief-based refinements we mean those that employ the following reasoning:

\footnote{Some of the investments made by Pacific Telephone might be interpreted as actions and others as signals. Essentially, running a PR campaign aimed at signaling that Pacific Telephone is determined to win Los Angeles license can be interpreted as signaling. In contrast, making unobservable arrangements made to expedite creation of the wireless service in Southern California can be interpreted as an action.}
type \( s \) had less incentive to undertake an observed deviation than other types did—therefore receivers lower their belief that the sender is type \( s \) based on the observed deviation. The refinements differ in their notions of “less incentive,” on which set of “other types” to use, and on how much to “lower their [the receivers’] belief.”\(^{22}\) By exploiting the differences between types, these refinements are primarily used to eliminate equilibria involving pooling. Because \( \Xi \) consists of full revelation, it survives any of these refinements.

**Proposition 3.** \( \Xi \) satisfies any belief-based refinement.

However, our setup is considerably more complicated in that we have multiple players, each playing the role of sender and receiver to one another. That is, each player takes an action at every stage of the game. In the first stage, she acts as a sender trying to influence the beliefs of her competitors. In the investment stage, she acts as a receiver trying to optimize given her updated beliefs about her competition. Further, it is no longer true that bidders have unique best responses given their beliefs in the investment stage (i.e., when they are in the receiver role). For these reasons, belief-based refinements do not have the same power in our setting. The supplementary material presents examples where belief-based refinements cannot eliminate the equilibrium where bidders pool at \( x_i = 0 \) and no information is revealed.

### 4.3.1. The \( \varepsilon \)-coupon mechanism

The examples in the supplementary material demonstrate that belief-based refinements are less effective in our context because there are situations in which a bidder gains nothing by costly signaling even if it endows her competitors with the most favorable possible beliefs about her type. The following minor change to the game/mechanism (in the spirit of virtual implementation, by Abreu and Sen, 1991) offers a very simple fix to this problem. Let Stages 2 and 3 remain the same.

**Stage 1:** After receiving their \( s \)-signals, bidders compete in an all-pay auction (with ties broken by lottery) for a coupon that entitles the winner to \( \varepsilon \) off the price in Stage 3 should she win the object. The vector of bids for the \( \varepsilon \)-coupon, denoted by \( x \), is publicly revealed before the investment stage.

The \( \varepsilon \)-coupon solves the problem encountered by belief-based refinements because, as long as it is possible for bidder \( i \) to win given \( s_i \), the coupon has positive intrinsic value (in addition to any value that she receives from influencing her competitors’ investment behavior). Further, because the coupon is only valuable conditional on winning, its worth is increasing in \( s_i \). These two properties lead to full revelation in the first stage. Define \( x \)-monotonicity analogously to monotonicity in Section 3 with \( x_i, x_{-i} \) substituted for \( s_i, s_{-i} \).

**Theorem 3.** For \( \varepsilon > 0 \) small enough, there exists a unique symmetric equilibrium with \( x \)-monotone investment strategies. The equilibrium is fully separating and, as \( \varepsilon \to 0 \), the total equilibrium surplus converges to the efficient level.

To provide an intuition for the result, let us argue that the profile under which no bidder makes a positive public bid for the coupon \( (x_i = 0 \text{ for all } i) \) is not an \( x \)-monotone equilibrium when \( \varepsilon > 0 \). If \( x_j = 0 \) for all \( j \neq i \), bidder \( i \) can deviate and win the coupon for an arbitrary small amount. The restriction to \( x \)-monotone investment strategies implies that this deviation will prompt her opponents to invest no more often. It is therefore strictly beneficial to undertake the deviation, breaking the equilibrium.

It is important to differentiate the implications of monotonicity, \( x \)-monotonicity, and typical belief-based refinements. Belief-based refinements restrict beliefs, while the monotonicity restriction from Section 3 is used to restrict strategies for fixed beliefs. This issue does not usually come up in signaling game because it is standard to assume that receivers have unique best responses given any belief that they hold. In Section 3, we saw this is not true in our setting. Finally, in this section we need to worry about how increasing \( x_i \) affects both the beliefs of \( i \)'s opponents and their investment response given those beliefs (of which there is not, in general, a unique best response). Hence, \( x \)-monotonicity, as opposed to a standard belief-based refinement, is needed to rule out that a deviation raises the beliefs a bidder’s opponents hold about her type (in a way consistent with the belief-based refinement), but also (paradoxically) makes investment by her opponents more likely.\(^{23}\)

### 4.4. Costly signaling and efficiency loss

In signaling games, it is common that senders’ ability to credibly signal their types actually results in decreased societal welfare (Riley, 2001). For us, the essential question is: who benefits from the costly signaling? In the design of our mechanism in Section 3, we specified that first-stage payments were transferred to the seller and, hence, were no loss

---

\(^{22}\) Examples include the Intuitive Criterion, Divinity, D1, D2, and Never-a-Weak-Best-Response (see Banks and Sobel, 1987; Cho and Kreps, 1987, and Riley, 2001, for definitions and implications in signaling games).

\(^{23}\) That is, \( x \)-monotonicity combines the spirit of both monotonicity and a belief-based refinement (most near to Divinity, by Banks and Sobel, 1987) in one notion.
of efficiency. However, if we are taking the auction design as fixed, it may not include this feature. If first-stage signaling costs are purely dissipative, then, of course, they represent a drain on efficiency. The following example illustrates that this drain can outweigh the benefit from coordinating investment behavior efficiently: total surplus would be enhanced if signaling was simply not permitted.

**Example 1.** Let \( N = 2, s_i \) be distributed uniformly on \([0, 1]\) and \( V(s, t) = s \). We will compare total surplus under three regimes: (1) no signaling, (2) dissipative signaling, and (3) signaling that benefits the seller. The ex ante total surplus is highest under (3), followed by (1), and lowest under (2).

**With no signaling.** Without signaling, each bidder needs to decide whether to invest or not based only on \( s_i \). It is easy to derive that the symmetric equilibrium is invest if and only if \( s_i > s^* = \frac{c}{b} \) and that a bidder’s expected surplus given \( s_i \) is \( \frac{s^2}{2} \). Let \( s^{(2)} = \min(s_1, s_2) \). The seller’s surplus is \( s^{(2)} \) if either bidder does not invest, and \( s^{(2)} + b \) if both do. Hence, his ex ante expected surplus is \( E[s^{(2)}] + b(1 - \frac{c}{b})^2 = \frac{1}{2} + b(1 - \frac{c}{b})^2 \).

**With fully-revealing signaling.** After types are revealed by the signaling stage, the bidder with the higher \( s \)-value invests and the other does not. It can be shown that \( H(s_i) = s_i(b - c) \) and, again, that a bidder’s expected surplus given \( s_i \) is \( \frac{s^2}{2} \). We can therefore compare total surpluses by looking only at the seller’s surplus. If the bidders’ signaling costs do not accrue to him, then his surplus is simply \( s^{(2)} \), giving an expected surplus of \( \frac{1}{2} \). If he does accrue the benefit from their signaling costs, this surplus is \( s^{(2)} + (b - c)(s_1 + s_2) \), giving an expected surplus of \( \frac{1}{2} + (b - c)(\frac{1}{2} + \frac{1}{2}) = \frac{1}{2} + (b - c) \).

**Surplus ranking.** Notice that \( b(1 - \frac{c}{b})^2 = (b - c)(1 - \frac{c}{b}) < b - c \), which establishes our claim. Comparing (1) and (2), the bidders destroy all of their benefit from efficient investment through their dissipative signaling. However, the seller gains from over-investment, but does not lose when there is under-investment. Hence, he prefers there to be no signaling if he cannot capture it as a transfer. We already knew that (3) would be fully efficient, explaining why it does better than (1) and (2).

5. Conclusion

We have studied an environment where an object is allocated after values have changed due to both exogenous factors and agents’ decisions. We first provided a mechanism with several useful features: it is efficient, decentralized, and has minimal commitment requirements. We find the game induced by our mechanism to be so natural that we pursue a more in-depth study of its features, especially the issue of equilibrium selection.

One issue with our mechanism, however, is the lack of examples of real-world implementation. It is not common to have an initial round of heterogeneous payments to the seller (with bidders receiving nothing in return). This observation deserves response. First, while such intricate first-stage payments may not occur, auctioneers can and do charge entry fees. This can be seen as an implementation of a coarser (indeed, binary) first-stage payment/signaling function. This is different from considering entry fees as the investment if it is changed publicly and prior to the opportunity for further investment, though it illustrates that the two features are likely to be intimately related in the real world. One could extend our analysis from considering entry fees as the investment if it is changed publicly and prior to the opportunity for further investment, but does not lose when there is under-investment. Hence, he prefers there to be no signaling if he cannot capture it as a transfer. We already knew that (3) would be fully efficient, explaining why it does better than (1) and (2).

**Appendix A**

We begin with a set of technical results that will be used in several instances. For any number (function, random variable) \( x \), let \( x^+ = \max(x, 0) \). A random variable \( X \) (first-order) stochastically dominates a random variable \( Y \) (denoted \( X \succ Y \)) if and only if the cumulative density functions satisfy \( F_X(z) \leq F_Y(z) \) for any \( z \in \mathbb{R} \). An equivalent condition is that \( E[h(X)] \geq E[h(Y)] \) for any increasing function \( h \) (e.g., Krishna, 2002, Appendix B).

**Lemma 2.** Let \( X \) and \( Y \) be random variables such that \( X \succ Y \).

1. For any random variable \( Z \) that is independent of \( X, Y \), \( \max(X, Z) \succ \max(Y, Z) \).
2. For random variables \( W, Z \), such that \( X, Z \) are independent, and \( Y, W \) are independent, if \( W \succ Z \), then \( X - Z \succ Y - W \).

---

24 We thank an anonymous referee for encouraging us to expound on this issue.
3. For any constant \( k \geq 0 \), \( E[(X + k)^+] - E[X^+] \geq E[(Y + k)^+] - E[Y^+] \).
4. For any random variable \( Z \) such that \( X, Y, Z \) are independent and any constant \( k \geq 0 \),
   \[ E[\max(X + k, Y, Z)] \geq E[\max(X, Y + k, Z)] \]

**Proof of Lemma 2.** (1)–(3) are straightforward calculations. (4) For any \( x, y \), \( \max(x, y) = (x - y)^+ + y \). We start with the following identities:

\[
\max(X + k, Y, Z) = (X + k - \max(Y, Z))^+ + \max(Y, Z)
\]
\[
\max(X, Y, Z) = (X - \max(Y, Z))^+ + \max(Y, Z)
\]

Then,

\[
\max(X + k, Y, Z) - \max(X, Y, Z) = (X + k - \max(Y, Z))^+ - (X - \max(Y, Z))^+
\]
\[
\max(X, Y + k, Z) - \max(X, Y, Z) = (Y + k - \max(X, Z))^+ - (Y - \max(X, Z))^+
\]

From (1), we know that \( \max(X, Y, Z) \geq \max(Y, Z) \). Then (2) implies that

\[
X - \max(Y, Z) \geq Y - \max(X, Z)
\]

Using (3), and the linearity of the expectation operator, completes the proof. \( \square \)

Before proving the results from the body, we introduce the following definitions:

**Definition 1.** For given vectors \( s \) and \( a_{-i} \), let \( G_j(s, a_{-i}) \) be the change in total (expected) surplus when \( a_j = 1 \) compared to \( a_j = 0 \). Let \( g_j(s, a_{-i}) \) be the change in \( i \)’s expected utility when \( a_i = 1 \) compared to \( a_i = 0 \).

**Proof of Cutoff Property.** Fix an arbitrary vector of signals \( s \). Consider two action vectors \( a \) and \( a' \) such that for two bidders \( j, k \), \( a_j = 1, a_k = 0, a'_j = 0, a'_k = 1 \), and \( a_i = a'_i \) for all \( i \neq j, k \). We need to establish that if \( s_j > s_k \), total expected surplus is weakly greater under \( a \) than under \( a' \).

Notice that \( \Sigma_i a_i = \Sigma_i a'_i \), therefore it is sufficient to demonstrate that

\[ E[V(s_{t^*}, t_{t^*}) + a_{t^*}b|a] \geq E[V(s_{t^*}, t_{t^*}) + a'_{t^*}b|a'] \]

Let \( Z = \max_{i \neq j, k} V(s_i, t_i) + a_ib \). Under \( a \) and \( a' \) respectively

\[ E[V(s_{t^*}, t_{t^*}) + a_{t^*}b|a] = E[\max(V(s_j, t_j) + b, V(s_k, t_k), Z)] \]

\[ E[V(s_{t^*}, t_{t^*}) + a'_{t^*}b|a'] = E[\max(V(s_j, t_j), V(s_k, t_k) + b, Z)] \]

Applying Lemma 2(4) establishes the claim.

To see that the cutoff will be unique generically, order the bidders such that \( s_1 > s_2 > \cdots > s_N \) (ties are non-generic) and let \( X_j = V(s_j, t_j) \) and \( Z_j = \max_{i \neq j} V(s_i, t_i) + a_i b \) given \( a_{-j} \) (which is \( a_i = 1 \) if and only if \( s_i > s_j \)). Under this profile, the marginal contribution to surplus if \( a_j = 1 \) instead of \( a_j = 0 \) is

\[ G_j(s, a_{-j}^{-1}) = E[\max(X_j + b, Z_j)] - E[\max(X_j, Z_j)] - c \]  \hspace{1cm} (4)

\[ = E[(X_j + b - Z_j)^+] + E[Z_j] - E[(X_j - Z_j)^+] + E[Z_j] - c \]  \hspace{1cm} (5)

\[ = E[(X_j + b - Z_j)^+] - E[(X_j - Z_j)^+] - c \]  \hspace{1cm} (6)

where the equivalence of (4) and (5) follows from the formula \( \max(x, y) = (x - y)^+ + y \). Notice that if \( s_j > s_k \), then \( X_j > X_k \) and \( Z_k > Z_j \). From Lemma 2(2), \( X_j - Z_j > X_k - Z_k \). Lemma 2(3) then implies that the marginal contribution to surplus from investing is lower for bidders with lower signals. The efficient cutoff is therefore determined by \( \min_{s_j} G_j(s, a_{-j}^{-1}) > 0 \). (If there exists \( j \) such that \( G_j(s, a_{-j}^{-1}) = 0 \), total expected surplus will be the same under \( a_j = 0 \) or \( a_j = 1 \). This is a non-generic event.) \( \square \)

**Proof of Proposition 1.** First, symmetry and monotonicity together imply a cutoff rule. To see this consider a generic vector of signals \( s \), and suppose that \( a_j = 0 \) and \( a_k = 1 \) despite \( s_j > s_k \). Now consider \( s' \) where \( s'_j = s_k, s'_k = s_j, \) and \( s'_i = s_i \) for all \( i \neq j, k \). By monotonicity, \( a'_j \leq a_j \) and \( a'_k \geq a_k \). Hence, \( a'_j = 0 \) and \( a'_k = 1 \). However, then \( a' \) violates symmetry with \( a \) since \( s' \) is a permutation of \( s \). Hence, a cutoff rule is required.
To show that only efficient cutoff rules can be used in equilibrium we demonstrate that for each bidder $i$, fixing any $a_{-i}$, the change to her own expected utility from investing is equal to the change in expected total surplus from investing. For an arbitrary $a_{-i}$, let $Z_i = \max_{j \neq i} \{V(s_j, t_j) + ba_j\}$, and $X_i = V(s_i, t_i)$. By definition,

$$g_i(s, a_{-i}) = E\left[ (X_i + b - Z_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right] - c$$

Using the formula $\max(x, y) = (x - y)^+ + y$, we get

$$G_i(s, a_{-i}) = E\left[ \max(X_i + b, Z_i) \right] - E\left[ \max(X_i, Z_i) \right] - c = E\left[ (X_i + b - Z_i)^+ \right] + E[Z_i] - E[\left( (X_i - Z_i)^+ \right) + E[Z_i] - c = g_i(s, a_{-i})$$

Each bidder $i$ increases utility by setting $a_i = 1$ if and only if doing so simultaneously increases total surplus. Therefore, using the efficient cutoff rule is an equilibrium. To see that there are no other equilibrium cutoff rules, order the bidders by decreasing $s$-values: $s_1 \geq s_2 \geq \cdots \geq s_N$. If the bidders employed an inefficient cutoff rule with $j = \max\{i: a_i = 1\}$ and $k = \min\{i: a_i = 0\}$, then either $G_j(s, a_{-j}^{-1}) < 0$ (and $j$ would increase utility by switching to $a_j = 0$), or $G_k(s, a_{-k}^{k-1}) > 0$ (and $k$ would increase utility by switching to $a_k = 1$), violating equilibrium. □

**Proof of Lemma 1.** We first show that for any $s_{-i}$, $a_{-i} \geq a'_{-i}$, and $s'_i \geq s_i$, if $a_i$ and $a'_i$ are $i$'s best responses to $\{s_i, s_{-i}, a_{-i}\}$ and $\{s'_i, s_{-i}, a'_{-i}\}$ respectively, then $a'_i \geq a_i$. To see this, let $Z_i = \max_{j \neq i} \{V(s_j, t_j) + ba_j\}$, $Z'_i = \max_{j \neq i} \{V(s_j, t_j) + ba'_j\}$, $X_i = V(s_i, t_i)$, and $X'_i = V(s'_i, t_i)$. Recall that

$$g_i(s', s_{-i}, a_{-i}) = E\left[ (X'_i + b - Z'_i)^+ \right] - E\left[ (X'_i - Z'_i)^+ \right] - c \quad (7)$$

$$g_i(s_i, s_{-i}, a_i) = E\left[ (X_i + b - Z_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right] - c \quad (8)$$

Given that $X'_i \geq X_i$ and $Z'_i \geq Z_i$ (or $X'_i - Z'_i \geq (X_i - Z_i)$ by Lemma 2(2)), then $g_i(s'_i, s_{-i}, a'_{-i}) \geq g_i(s_i, s_{-i}, a_{-i})$ by Lemma 2(3), establishing that $a'_i \geq a_i$.

Now, notice that

$$\pi_t(s_i, s_{-i}, a_{-i}) = E\left[ (X_i + a_i b - Z_i)^+ \right] - a_i c$$

To establish the lemma, let us begin by precluding investment by player $i$. Then condition (3) is equivalent to

$$E\left[ (X'_i - Z'_i)^+ \right] - E\left[ (X'_i - Z'_i)^+ \right] \geq E\left[ (X'_i - Z'_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right]$$

(9)

Define $Y_i = X'_i - X_i \geq 0$ (notice that $X'_i$ and $X_i$ are not independent, because both pertain to player $i$, but after two different realizations of the first signal, allowing the freedom to create $Y_i$ in this way). So $X'_i = X_i + Y_i$. Then condition (3) is now

$$E\left[ (X_i + Y_i - Z_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right] \geq E\left[ (X_i + Y_i - Z_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right]$$

Again we have $(X_i - Z_i)^+ \geq (X_i - Z_i)$ by Lemma 2(2). Because Lemma 2(3) holds for every non-negative constant and $Y_i \geq 0$ always, the inequality holds.

The final step is verify that condition (3) holds when we allow for investment by player $i$. Given that $a_i$ is increasing in $s_i$ and decreasing in $a_{-i}$, the results are straightforward to obtain. For instance, if $a_i = 1$ in all four scenarios, then the costs all cancel, and condition (3) becomes

$$E\left[ (X_i + Y_i + b - Z_i)^+ \right] - E\left[ (X_i + b - Z_i)^+ \right] \geq E\left[ (X_i + Y_i + b - Z_i)^+ \right] - E\left[ (X_i + b - Z_i)^+ \right]$$

The result still follows from Lemma 2(2,3) since $b \geq 0$. Or if $a_i(s'_i, s_{-i}, a'_{-i}) = 1$ and $a_i = 0$ in the other three scenarios, then condition (3) becomes

$$E\left[ (X_i + Y_i + b - Z_i)^+ \right] - c - E\left[ (X_i - Z_i)^+ \right] \geq E\left[ (X_i + Y_i - Z_i)^+ \right] - E\left[ (X_i - Z_i)^+ \right]$$

However, if $a_i(s'_i, s_{-i}, a'_{-i}) = 1$, then, for player $i$ to be best responding, it must be that

$$E\left[ (X_i + Y_i + b - Z_i)^+ \right] - c \geq E\left[ (X_i + Y_i - Z_i)^+ \right]$$

preserving the result. The other three cases are established analogously, completing the proof of the lemma. □

**Proof of Theorem 1.** Fix an arbitrary bidder $i$ and $s_{-i}$, and suppose that (1) $\hat{s}_{-i} = s_{-i}$, and (2) in Stages 2 and 3 all bidders other than $i$ play as outlined in $\hat{s}$ under $\hat{s} = s$. It suffices to show that bidder $i$ also wishes to report truthfully and follow the same continuation play (participation constraints are trivial given that any type gets weakly positive utility from reporting $\hat{s}_i = \hat{s}$).
Now consider bidder $i$ with first-period signal $s_i \in Q_k^i$ for arbitrary $k \leq k^*$ (since $\hat{s}_i$ is fixed, we suppress the dependence of $Q_k^i$, $s_k^i$ on it). If $i$ announces any $\hat{s}_i \in Q_k^i$, the response of other bidders, $\mathbf{a}_{-i}$, will be the same, so $i$ is clearly indifferent between any such announcement and reporting truthfully. We only need to verify that $i$ has no incentive to announce any $\hat{s}_i \in Q_k^i$, $k \neq k$.

Consider the deviation of $i$ under-reporting with $\hat{s}_i \in Q_k^{i+1}$ (obviously if $\hat{s}_i \in Q_k^{k^*}$ this is not feasible, so we needn’t worry about this deviation). We now verify that this deviation results in a weakly lower payoff than reporting truthfully. Letting $s^0$ denote an arbitrary element of $Q_k^{k+1}$, reporting truthfully yields payoff

$$\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}^k) - h(s^0, s_{-i}) = \pi_i(s_i^k, s_{-i}, \mathbf{a}_{-i}^k) + \pi_i(s_i^k, s_{-i}, \mathbf{a}_{-i}^{k+1})$$

(10)

Under-reporting yields

$$\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}^{k+1}) - h(s^0, s_{-i})$$

(11)

Bidder $i$ has no incentive to under-report if and only if (10) $\geq$ (11). Notice that this is equivalent to

$$\pi_i(s_i, s_{-i}, a^k_{-i}) - \pi_i(s_i, s_{-i}, a^{k+1}_{-i}) \geq \pi_i(s_i^k, s_{-i}, a_{-i}^k) - \pi_i(s_i^k, s_{-i}, a_{-i}^{k+1})$$

which holds by Lemma 1, given that $s_i \geq s_i^k$ and $a_{-i}^k \leq a_{-i}^{k+1}$ (by definition). The same argument, with inequalities reversed, establishes that $i$ does not wish to over-report with $\hat{s}_i \in Q_k^{k-1}$. Finally, that $i$ does not wish to over- or under-report by a larger degree follows directly from transitivity of the increasing difference condition (3).

Hence, truthful reporting is incentive compatible, when continuation play is efficient. Therefore (using Proposition 1), together they constitute equilibrium play within the mechanism. □

Proof of Theorem 2. Again, non-participation is weakly dominated by reporting $\hat{s}_i = \hat{s}$. From Theorem 1, for any $s_{-i}$, reporting truthfully, $\hat{s} = s_i$, maximizes

$$\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}(\hat{s}_i, s_{-i})) - h(\hat{s}_i, s_{-i})$$

Therefore it also maximizes

$$E_k[\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}(\hat{s}_i, s_{-i})) - h(\hat{s}_i, s_{-i})] = E_k[\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}(\hat{s}_i, s_{-i}))] - H(\hat{s}_i, s_{-i})$$

Hence, truthful reporting is incentive compatible when other bidders report truthfully and continuation play is efficient. Therefore (using Proposition 1), together they constitute equilibrium play within the mechanism. □

Proof of Proposition 2. Let $q_i$ denote an investment strategy for bidder $i$ (i.e., it is a mapping from $[\hat{s}, \hat{s}]$ to $[0, 1]$—distinguishing it from previous strategies that could depend on updated beliefs about other bidders’ types). We first show that for any strategy profile of other bidders $\mathbf{q}_{-i}$, bidder $i$’s unique best response is a cutoff strategy $q^*_i(\mathbf{q}_{-i}) = \{a_i = 1 \text{ if and only if } s_i \geq s^*_i(\mathbf{q}_{-i})\}$. The argument is similar to the one given in Lemma 1, except now we must take expectation over $s_{-i}$, and correspondingly $\mathbf{a}_{-i} = \mathbf{q}_{-i}(s_{-i})$, as well.

Let $\hat{g}_i(s_i, q_{-i}) = E_k[\pi_i(s_i, s_{-i}, \mathbf{a}_{-i}(s_i, s_{-i}))]$. Again, let $Z_i = \max_{j \neq i}[V(s_j, t_j) + ba_j]$, $X_i = V(s_i, t_i)$, and $X^*_i = V(s^*_i, t_i)$. Now, for $s^*_i \geq s_i$,

$$\hat{g}_i(s_i, q_{-i}) = E_k[(X_i + b - Z_i)^+] - c$$

(12)

$$\hat{g}_i(s_i, q_{-i}) = E_k[(X_i + b - Z_i)^+] - E_k[(X_i - Z_i)^+] - c$$

(13)

Given that $X^*_i \geq X_i$, then $(X_i - Z_i) \geq (X_i - Z_i)$ by Lemma 2(2). It follows that $\hat{g}_i(s^*_i, q_{-i}) \geq \hat{g}_i(s_i, q_{-i})$ by Lemma 2(3), establishing that $a^*_i \geq a_i$. So $i$’s best response is always a cutoff.

Finally, suppose that each bidder other than $i$ employs the same cutoff $s^0$, and let $s_i^*(s^0)$ be $i$’s optimal cutoff in response to this. The existence of a symmetric equilibrium, with cutoff $s^0$, is therefore equivalent to $s_i^*(s^0) = s^0$. We now argue that exactly one such fixed point exists. It is sufficient to show that $s_i^*(\cdot)$ is a continuous (weakly) decreasing function: continuity implies existence of the fixed point (a la Brouwer’s fixed point theorem), and decreasing-ness implies uniqueness.

The continuity of the best response follows from the respective continuity of $V$, $F$, and $G$ in both $s$ and $t$. To see that $s_i^*(\cdot)$ is decreasing, use the same notation from (12) and (13), let $Z_i' = \max_{j \neq i}[V(s_j, t_j) + ba_j']$, and let $q_{-i}'$ and $q_{-i}$ correspond to $s_i^0 \geq s^0$ respectively. Now, for any $s_i$,

$$\hat{g}_i(s_i, q_{-i}') = E_k[(X_i + b - Z_i')^+] - E_k[(X_i - Z_i')^+] - c$$

$$\hat{g}_i(s_i, q_{-i}) = E_k[(X_i + b - Z_i)^+] - E_k[(X_i - Z_i)^+] - c$$

One last time, $Z_i \geq Z_i'$ implies that $(X_i - Z_i') \geq (X_i - Z_i)$ by Lemma 2(2). It follows that $\hat{g}_i(s_i, q_{-i}') \geq \hat{g}_i(s_i, q_{-i})$ by Lemma 2(3), establishing that $a^*_i \geq a_i$. So $i$’s best-response cutoff function, $s_i^*(\cdot)$, is decreasing in her opponents’ common cutoff $s^0$. □
Proof of Proposition 3. Given that \( V, F, G \) are all continuous, the schedule \( H \) is continuous. Because \( H \) is also non-decreasing with \( H(\bar{s}) = 0 \), the only off-path deviations for bidder \( i \) to consider are to dissipate an amount \( x > H(\bar{s}) \). Specify that doing so causes all other players to believe \( s_i = \bar{s} \) with probability 1 and to behave as they would if \( i \) had dissipated \( H(\bar{s}) \), which leads to the same belief. Therefore such a deviation garners \( i \) the same continuation play from her opponents as simply imitating type \( \bar{s} \), but she pays strictly more than she would by imitating \( \bar{s} \). On-path incentive compatibility ensures that no type of \( i \) will find the deviation profitable. Finally, because \( a_{-i} \) is weakly decreasing in the type that \( i \)'s opponents perceive her to be, the specified off-path belief is the most favorable possible one, and therefore satisfies any of the belief-based refinements. \( \square \)

Proof of Theorem 3. The outline of the proof is as follows. Restrict attention to symmetric equilibria. We first construct and verify a separating, \( x \)-monotone equilibrium by generalizing the arguments from Lemma 1, Theorem 1, and Theorem 2 to allow \( \varepsilon > 0 \). It is then immediately apparent that as \( \varepsilon \to 0 \), the total equilibrium surplus converges to the efficient level. We then demonstrate the uniqueness of the equilibrium in two steps: first showing that all non-separating equilibria fail \( x \)-monotonicity for \( \varepsilon > 0 \), and then that no other separating equilibrium exists.

Construction: The construction is a straightforward generalization of Theorems 1 and 2: we first construct a payment rule that is generically \( \varepsilon \)-post incentive compatible (which we call \( h_\varepsilon \)), then use it to construct one that is \( \varepsilon \)-ex interim incentive compatible, but where each bidder’s payment depends only on her own announcement (which we call \( h_{\varepsilon, i} \)). Unfortunately, this will require an investment in notation. Recall that when \( \varepsilon = 0 \), \( s_{ij}^* \) is the infimum of values of \( s_i \) such that in the efficient equilibrium of the subgame \( a_{-i} = a_k \), and \( k^* \) satisfies \( s_{ij}^* = \hat{s} \). With \( \varepsilon > 0 \), we will need to consider two variations of this. First, let \( s_{ij}^{\varepsilon} \) be the infimum of values of \( s_i \) such that, in equilibrium, if the coupon is awarded to \( \arg\max_{j \neq i} s_j \), then \( a_{-i} = a_k \). Second, let \( s_{ij}^{\varepsilon} \) be the infimum of values of \( s_i \) such that, in equilibrium, if the coupon is not awarded to \( i \), then \( a_{-i} = a_{k-1} \). Also, for \( y \in [0,1] \) let \( s_{ij}^{y} = s_{ij}^{\varepsilon} \). So, by definition, if \( \varepsilon = 0 \), then \( s_{ij}^{0} = s_{ij}^{*} \) for all \( k \). In addition, let \( k_i^{\varepsilon} \) (and analogously \( k_i^{\varepsilon} \)) be the number of bidders, other than \( i \), that invest when \( s_i = \max_{j \neq i} s_j \) and \( s_i < s_i^{\varepsilon} \). Consider the sequence

\[
\bar{s} = s_{01}^{\varepsilon}(s_{-i}) \leq \cdots \leq s_{01}^{\varepsilon-2}(s_{-i}) \leq s_{01}^{\varepsilon-1}(s_{-i}) \leq s_{01}^{\varepsilon}(s_{-i}) \leq \cdots
\]

(14)

which will play the same role as the sequence \( s_{01}^{\varepsilon}(s_{-i}), s_{01}^{\varepsilon-1}(s_{-i}), \ldots \) does in Theorem 1. To ease notation, denote the sequence given in (14) simply as \( s_{01}^n(s_{-i}) \). Finally, define \( u_i(s_i, s_{-i}, \hat{s}_i) \) to be \( i \)'s expected payoff when: (1) the realization of \( s \)-values is \( (s_i, s_{-i}) \), (2) the \( \varepsilon \)-coupon is awarded to \( i \) if \( \hat{s}_i \geq \max_{j \neq i} s_j \) and to \( \varepsilon \) otherwise, (3) all bidders other than \( i \) invest according to the \( (\varepsilon) \)-equilibrium given the belief that \( s = (\hat{s}_i, s_{-i}) \) and the coupon allocation given by (2), and (4) \( i \) invests optimally given (1), (2) and (3).

We are now ready to define the payment rule \( h_\varepsilon \) as

\[
h_\varepsilon(\hat{s}_i, \hat{s}_{-i}) = 0, \text{ if } \hat{s}_i < \sigma_1
\]

\[
h_\varepsilon(\sigma_{n-1}, \hat{s}_{-i} + u_i(\sigma_{n-1}, \hat{s}_{-i}, \sigma_n) - u_i(\sigma_{n-1}, \hat{s}_{-i}, \sigma_{n-1}), \text{ if } \hat{s}_i \in [\sigma_{n-1}, \sigma_n], \text{ for } n \geq 1.
\]

As before, define a second payment rule \( H_\varepsilon(\hat{s}_i) = E_{\varepsilon}[h_\varepsilon(\hat{s}_i, s_{-i})] \). A separating equilibrium is then given by \( \hat{s}_i^{\varepsilon} \) (or awarded to \( \hat{s}_i^{\varepsilon} \), followed by efficient investment given the perfectly-revealed \( s \)-values and the allocation of the coupon, and each bidder bidding their (coupon-adjusted) value in the final stage.

Verification: The verification argument is analogous to that for Theorem 2: first provide an “increasing differences” lemmata; then establish that if bidder \( i \) faced the payment rule \( h_\varepsilon \) and all other bidders truthfully revealed their types, then \( s_i = \hat{s}_i \) is generically optimal; finally, note that the expectation operator preserves the optimality. We start with the lemma:

Lemma 3. Fix \( \varepsilon > 0, s_{-i} \), and pairs: \( s_i \leq \hat{s}_i \) and \( \hat{s}_i \leq \hat{s}_i \). Then,

\[
u_i(s_i^{\varepsilon}, s_{-i}, \hat{s}_i) - u_i(s_i^{\varepsilon}, s_{-i}, \hat{s}_i) \geq u_i(s_i, s_{-i}, \hat{s}_i) - u_i(s_i, s_{-i}, \hat{s}_i)
\]

(15)

25 Notice that unlike the payment rule from Theorem 1, we only claim that \( h_\varepsilon \) is generically \( \varepsilon \)-post incentive compatible. This is because our only interest in \( h_\varepsilon \) is in its use for constructing \( H_\varepsilon \). Therefore, that truth-telling maximizes \( i \)'s expected utility (when other truth-tell as well) for almost all realizations of \( s \), and that \( i \)'s payoff in the mechanism according to \( h_\varepsilon \) is always bounded, are sufficient. This means we do not need to worry about the non-generic event described in footnote 4.

26 Notice that, because \( \varepsilon \) is arbitrary, the specification when \( s_i = \max_{j \neq i} s_j \) would cause a slight problem for using \( h_\varepsilon \) as a payment rule. However, because we are only interested in the \( \varepsilon \)-ex interim rule \( h_\varepsilon \), for any announcement \( \hat{s}_i \) by bidder \( i \), the probability that \( \hat{s}_i = \max_{j \neq i} s_j \) is zero, so the consideration is irrelevant.

27 Clearly, \( \pi_\varepsilon \) and \( u_i \) are closely related. The only difference is that the third argument is in \( \pi_\varepsilon \) the investment decision undertaken by the \( i \)'s competitors, while in \( u_i \) it is their belief about her type. Clearly, the latter maps to the former via our equilibrium prescription for the investment stage, and the specification of \( u_i \) simplifies notation given that the sequence in (14) is more complex than is the comparable one in the absence of the coupon.
Proof. We follow the same outline as the proof of Lemma 1. First observe that an increase in the perceived value of \( s_i \) has two potential effects. One, it may cause \( i \) to switch from losing to winning the coupon. Two, it decreases the equilibrium investment response of \( i \)'s competitors, \( a_{-i} \) (and this effect is strengthened if the first effect is realized). The first argument from the proof of Lemma 1 therefore easily extends to establish that, when \( i \) is best responding, \( a_i \) is increasing in both \( s_i \) and \( \hat{s}_i \).

Notice that if bidder \( j \) wins the coupon, it is equivalent to simply having an \( \varepsilon \) higher final valuation of \( V(s_j, t_j) + a_j b + \varepsilon \). Therefore, we need to consider each bidder's (potentially) "enhanced" value: \( V_j + \varepsilon(1, \varepsilon)^2 \), where \( I_\varepsilon \) is the indicator function for \( j \) winning the coupon. Let \( \tilde{Z}_i = \max_{j \neq i} \{ V(s_j, t_j) + ba_j + \varepsilon(\hat{s}_j) \}, Z'_i = \max_{j \neq i} \{ V(s_j, t_j) + ba_j + \varepsilon(\hat{s}_j) \}, X_i = V(s_i, t_i) + \varepsilon(1, \varepsilon)^2, \) and \( X'_i = V(s'_i, t_i) + \varepsilon(1, \varepsilon)^2 \).

Again, notice that

\[
u_i(s_i, s_{-i}, \hat{s}_i) = E[(X_i + a_i b - Z_i)^+] - a_i c \]

To establish the lemma, let us begin by precluding investment by player \( i \). Then condition (15) is equivalent to

\[
E[(X_i' - \tilde{Z}_i)^+] - E[(X_i - \tilde{Z}_i)^+] \geq E[(X_i' - Z_i)^+] - E[(X_i - Z_i)^+] \quad (16)
\]

which (by design) looks identical to (9)—though when \( \varepsilon > 0 \), the four random variables are slightly different here from in Lemma 1. Nevertheless, it is still true that \( X_i' \geq X_i \) and \( Z'_i \geq Z_i \). So, we again define \( Y_i = X'_i - X_i \geq 0 \) and follow the same steps to reach the same conclusion: that (16) holds. The final step is to verify that condition (15) holds when we allow for investment by player \( i \), and is identical to the argument given for this step in the proof of Lemma 1.

Now, fix a generic realization of \( s_{-i} \), and suppose that bidder \( i \) faced the payment rule \( h_i \) and \( \hat{s}_i = s_{-i} \). The proof that \( \hat{s}_i = s_i \) is optimal is identical to the proof of Theorem 1, with Eqs. (10) and (11) replaced by (17) and (18) respectively. For \( s_i \in [\sigma_n, \sigma_{n+1}] \) the expected utility of truthfully reporting, and of under-reporting by one interval, respectively, are:

\[
u_i(s_i, s_{-i}, \sigma_n) - h_i(s_{-i}, \sigma_n) - \nu_i(s_i, s_{-i}, \sigma_n) + u_i(\sigma_n, s_{-i}, \sigma_{n-1}) \quad (17)
\]

\[
u_i(s_i, s_{-i}, \sigma_{n-1}) - h_i(s_{-i}, \sigma_{n-1}) \quad (18)
\]

Having (17) \( \geq \) (18) is the same as

\[
u_i(s_i, s_{-i}, \sigma_n) - u_i(s_i, s_{-i}, \sigma_{n-1}) \geq \nu_i(s_i, s_{-i}, \sigma_n) - u_i(s_i, s_{-i}, \sigma_{n-1}) \quad (19)
\]

And, this is precisely what Lemma 3 demonstrates. The last step is to verify that the candidate equilibrium's specification that \( x^*(s_i) = H_i(s_i) \) is incentive compatible (given the prescribed continuation play). This is identical to the proof of Theorem 2, except with "almost all \( s_{-i} \)" replacing "any \( s_{-i} \)"—which makes no difference given that payoffs in the mechanism are always bounded.

To see that the equilibrium is \( x \)-monotone, we first argue that \( H_s \) is strictly increasing. Clearly, \( h_s \) is weakly increasing in \( \hat{s}_i \), for any \( s_{-i} \). Therefore, \( H_s \) is also weakly increasing, and if \( H_s(s_i) = H_s(s'_i) \) for \( s_i < s'_i \), then it must be that \( h_s(s_i, s_{-i}) = h_s(s'_i, s_{-i}) \) for almost all values of \( s_{-i} \). But this is not possible when \( \varepsilon > 0 \) because there exists a positive measure of realizations of \( s_{-i} \) such that \( s_i < \max_{j \neq i} s_j < s'_i \) and \( h_s \) prescribes different payments for the two types in such cases. Given that \( H_s \) is strictly increasing, and the equilibrium adheres to the efficient cutoff rule, \( r^*(\cdot) \), in the investment stage, it is \( x \)-monotone.

Efficiency: By construction, when \( \varepsilon = 0 \), the equilibrium constructed above is identical to the equilibrium of the efficient mechanism given in Theorem 2. Given that \( V, F, G \) are all continuous, for generic \( s \), the \( \text{ex interim} \) expected utility of each player (including the seller) in the equilibrium above converges to their \( \text{ex interim} \) expected utility in the equilibrium of Theorem 2 as \( \varepsilon \to 0 \). Therefore, the same is true for total surplus, giving the result since the equilibrium of Theorem 2 is efficient.

Uniqueness: There are two steps: (1) all \( x \)-monotone equilibrium must be separating, and (2) the \( x \)-monotone equilibrium constructed above is the unique separating equilibrium. First, for the purpose of contradiction, suppose that in equilibrium a positive measure of types pool on a single coupon bid of \( x_g \). By symmetry, a type who is supposed to be in the pool has a positive probability of a tie for winning the coupon. If instead she deviated by bidding an infinitesimally small amount above \( x_g \), she garners a discrete increase in her probability of winning the coupon. In addition, \( x \)-monotonicity implies that by increasing her bid, her opponents are no more likely to invest. Hence, the deviation is profitable, establishing that there can be no pooling in equilibrium.

Second, for uniqueness of the equilibrium separating function \( x^*(\cdot) \), let \( f_i(s_i, \hat{s}_i) \equiv E_{s_{-i}}[u_i(s_i, s_{-i}, \hat{s}_i)] \). Therefore, in any (symmetric) separating equilibrium with public bid function denoted \( x^*(\cdot) \)

\[
E[U_i^*|s_i] = \max_{\hat{s}_i} f_i(s_i, \hat{s}_i) - x^*(\hat{s}_i) = f_i(s_i, s_i) - x^*(s_i) = E[U_i^*|s_i = s] + \int f_{i,1}(y, y) dy
\]
where $f_i;1$ denotes the derivative of $f_i$ with respect to its first argument. Clearly, $x'(s) = 0$, otherwise a bidder with type $s$ is paying a positive amount to induce the least-favorable belief about her type, and the most possible investment, among her opponents—so deviating to $x = 0$ would be an improvement. Therefore, $x'(\cdot)$ is uniquely determined, completing the proof.

Appendix B. Supplementary material

The online version of this article contains additional supplementary material. Please visit doi:10.1016/j.geb.2011.11.006.

References