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Core and ‘Crust’: Consumer Prices and the Term Structure of Interest Rates

Abstract

We propose a no-arbitrage model of the nominal and real term structures that accommodates the different persistence and volatility of distinct inflation components. Core, food, and energy inflation combine into a single total inflation measure that ties nominal and real risk-free bond prices together. The model is successful at extracting market participants’ expectations of future inflation from nominal yields and inflation data. Estimation uncovers a factor structure that is common to core inflation and interest rates and downplays the pass-through effect of short-lived food and energy shocks on inflation and interest rates. Model forecasts systematically outperform survey forecasts and other benchmarks.
1 Introduction

A general view in the empirical macro-finance literature is that financial variables do little to help forecast consumer prices. In particular, most empirical studies find that there is limited or no marginal information content in the nominal interest rate term structure for future inflation (Stock and Watson (2003)). The challenge to reconcile yield curve dynamics with inflation has become even harder during the recent financial crisis due to the wild fluctuations in consumer prices, largely driven by short-lived shocks to food and, especially, energy prices (Figure 1). There is hardly any trace of these oscillations in the term structure of interest rates. Core price indices, which exclude the volatile food and energy components, are more stable. Nonetheless, previous attempts to forecast core inflation using Treasury yields data have also had limited success.

We propose a dynamic term structure model (DTSM) that is successful at extracting market participants’ expectations of future inflation from nominal yields, inflation, and real activity data. We price both the real and nominal Treasury yield curves using no-arbitrage restrictions. In the tradition of the affine DTSM literature (e.g., Duffie and Kan (1996), Piazzesi (2010), Duffie, Pan, and Singleton (2000)), we assume that the real spot rate is a linear combination of latent and observable macroeconomic factors. The macroeconomic factors are the three main determinants of consumer prices growth—core, food, and energy inflation—as well as real economic activity. We model them jointly with the latent factors in a vector autoregression.

This framework easily accommodates the properties of the different inflation components. Shocks to core inflation are much more persistent and less volatile compared to shocks to food and, especially, energy inflation (the ‘crust’ in the total consumer price index). The model fits these features by allowing for different persistence and volatility of the shocks to each of the three inflation measures, and for contemporaneous and lagged dependence.
among the factors. In the model, the weighted average of the individual core, food, and energy components is the single measure of total inflation that ties nominal and real bond prices together.

Estimation on a panel data set of nominal Treasury yields, the three inflation series, and real activity delivers inflation forecasts that systematically outperform popular benchmarks. For instance, for total consumer price index (CPI) inflation the one-year-ahead root mean squared error (RMSE) produced by our DTSM over the 1999–2014 period is 26% lower than the RMSE for an autoregressive moving average model (ARMA). At longer horizons DTSM forecasts improve further, with a 43% decrease in the five-year-ahead RMSE compared to the ARMA. The improvement in DTSM forecasts relative to other time-series models of inflation is even starker. Moreover, our DTSM yields RMSEs that are systematically lower than those of the forecasts from the Survey of Professional Forecasters (SPF) and Blue Chip Economic Indicators (BC). This is remarkable, as previous studies have documented that professional survey forecasts outperform all other forecasting models (e.g., Ang, Bekeart, and Wei (2007) and Faust and Wright (2009)). Our model does well at predicting core CPI inflation too, improving on the ARMA model and other benchmarks. The gain is most evident in long-run core inflation forecasts, where the DTSM cuts the ARMA RMSEs in half.

Our inflation forecasts not only reflect information from past price realizations, but also from yield curve dynamics. We allow the latent factors to shape the conditional mean of core inflation and model estimation finds support for such dependence. In contrast, models that include core, food, and energy inflation series but leave out interest rates data do much worse than our DTSM at forecasting inflation. These include weighted univariate ARMA models for the core, food, and energy series considered by Faust and Wright (2013) as well as a multivariate inflation vector autoregression (VAR) estimated on core, food, and energy

\footnote{This is the main benchmark favored by Ang, Bekaert, and Wei (2007) and Stock and Watson (1999).}
These results underscore the advantages of modeling the dynamics of the individual inflation components in a DTSM. Estimation finds shocks to food and, especially, energy inflation to be short-lived and to have limited impact on the yield curve and long-run inflation expectations. In contrast, a core inflation shock has a positive and lasting effect on short-maturity yields that progressively declines with the yields’ maturity. Most of the variation in yields and core inflation, however, is attributed to latent factors shocks. This shows that our DTSM distills information from the nominal yield curve that significantly improves our inflation forecasts.

Our framework offers other advantages:

- First, jointly modeling the three inflation factors (core, food, and energy) produces forecasts for total inflation as well as each of its components. In contrast, a DTSM that prices bonds out of a single measure of inflation delivers forecasts for the specific proxy of inflation used for estimation (e.g., total, core, or a principal component of several price series).

- Second, the distinct modelling of the inflation components allows us to explore which inflation shocks are priced in the term structure. We find shocks to energy inflation not to command a risk premium, while shocks to core and food inflation are priced.

- Third, we quantify the pass-through effect of energy shocks on core inflation and the term structure. This helps to inform policy makers’ decision on how to react to an energy shock. Recursive model estimation shows that energy shocks have had limited impact on core inflation in recent times. Bond yields are largely unaffected by energy shocks as well.

- Fourth, the baseline DTSM does well at predicting personal consumption expenditures
(PCE) inflation too. This is of particular relevance for U.S. policy makers who pay close attention to PCE measures of inflation.

- Last, the model performs well at forecasting Treasury yields. Across maturities, the RMSEs for DTSM nominal yields’ forecasts are lower than the RMSEs produced by several benchmarks, including the ARMA model and SPF yields forecasts.

Recent work on canonical (i.e., maximally identified) Gaussian affine term structure models shows that no-arbitrage restrictions do not affect out-of-sample forecasts of yields and macroeconomic variables relative to the forecasts produced by an “unconstrained factor-VAR model” (e.g., Joslin, Singleton, and Zhu (2011), Duffee (2011b), and Joslin, Le, Singleton (2013)). In this paper, we depart from the canonical Gaussian DTSM framework by imposing over-identifying conditions on the maximal specification that restrict the physical factor dynamics and the risk premia coefficients. Consequently, the irrelevance result of no-arbitrage restrictions need not hold\(^2\) and, in fact, we show that our model outperforms an unconstrained factor-VAR out of sample.

A considerable improvement comes from the restrictions that we impose on the food and energy inflation dynamics. The presence of distinct core, food, and energy variables provides a flexible framework in which we find that food and, in particular, energy shocks have limited pass-through onto the yields and core inflation, while they remain an important source of variation for total inflation. Hence, we restrict their dynamics consistently with these findings. Economically, this is intuitive, as in past decades energy (and food) shocks have been volatile but short-lived. Moreover, our DTSM allows for a rich specification of the market prices of risk. This allows us to single out the sources of variation in risk premia with restrictions that lead to improved inflation forecasts. When we impose similar restrictions

---

\(^2\)Joslin, Singleton, and Zhu (2011) conclude that improvements in the conditional forecasts of the pricing factors in Gaussian dynamic term structure models are due to the combined structure of no-arbitrage and \(\mathbb{P}\)-distribution restrictions. Duffee (2011b) and Joslin, Le, Singleton (2013) reach similar conclusions.
in a DTSM that includes a single measure of inflation (either total or core), we find a big deterioration in the inflation RMSEs.

We fit our baseline DTSM on quarterly nominal Treasury yields, core, food, and energy inflation, and real activity data. In several robustness checks, we also force it to match other observable quantities. We estimate the model on different yields’ datasets and various measures of real activity, we expand the set of observables to include survey forecasts and market-based measures of real rate such as Treasury Inflation Protected Securities (TIPS) data, we estimate the model at the monthly rather than quarterly frequency, and explore the effect of macroeconomic spanning restrictions. When stretching the model along all these dimensions, we still find that our baseline DTSM fares well across this broad range of cases.

**Related Literature**  Ang, Bekaert, and Wei (2007, 2008) estimate nominal and real term structures for U.S. Treasury rates with no-arbitrage models that include latent factors and one inflation factor (measured by either total or core realized inflation). The authors consider specifications with and without regime switches in the inflation dynamics. They find that term structure information does not generally lead to better inflation forecasts and often leads to inferior forecasts compared to those produced by models that use only aggregate activity measures. Their evidence confirms the results in Stock and Watson (1999), and extends them to a wide array of specifications that combine inflation, real activity, and yield dynamics. The relatively poor forecasting performance of term structure models applies to simple regression specifications, iterated long-horizon VAR forecasts, no-arbitrage affine models, and non-linear no-arbitrage models. They conclude that while inflation is very important for explaining the dynamics of the term structure (e.g., Ang, Bekaert, and Wei, 2008), yield curve information is less important for predicting future inflation. Yet, the yield curve should reflect market participants’ expectations of future consumer price dynamics,
and our DTSM is successful at extracting such information.

Several studies incorporate market expectations in fitting real and nominal term structures of interest rates. For instance, Adrian and Wu (2010), Campbell, Sunderam, and Vieira (2013), Christensen, Lopez, and Rudebusch (2010), D’Amico, Kim, and Wei (2018), and Grishchenko and Huang (2013) combine nominal off-the-run yields constructed in Gürkaynak, Sack, and Wright (2007) with TIPS zero-coupon rates from Gürkaynak, Sack, and Wright (2010). Chen, Liu, and Cheng (2010) use raw U.S. TIPS data, while Barr and Campbell (1997) and Hördahl and Tristani (2012) focus on European index-linked bonds. Kim and Wright (2005) and Pennacchi (1991) rely on survey forecasts, while Haubrich, Pennacchi, and Ritchken (2014) introduce inflation swap rates to help identify real rates and expected inflation. In these studies, estimation typically forces the model to match survey- and market-based measures of real rates and expected inflation (TIPS data, survey inflation forecasts, or inflation swaps) up to a measurement error. Hence, model-implied real rates and inflation forecasts inherit the properties of these inputs by construction. In contrast, we propose a model that relies exclusively on nominal U.S. Treasury, inflation, and real activity data. Although we do not use surveys during estimation of our baseline DTSM, our inflation and interest rates forecasts systematically outperform the SPF, the BC, and the University of Michigan survey forecasts out of sample.

A vast related literature explores the relation between nominal interest rates and the macroeconomy. Early works directly relate current bond yields to past yields and macroeconomic variables using a vector auto-regression approach (e.g., Estrella and Mishkin (1997), and Evans and Marshall (1998, 2007)). More recently, several studies have explored similar questions using no-arbitrage dynamic term structure models (e.g., Ang and Piazzesi (2003), Ang, Piazzesi, and Wei (2006), Diebold, Rudebusch, and Aruoba (2006), Duffee (2006), Hördahl, Tristani, and Vestin (2006), Moench (2008), Diebold, Piazzesi, and Rudebusch
(2005), Piazzesi (2005), Rudebusch and Wu (2008)). Other contributions have extended these models to include market expectation in the form of survey forecasts (e.g., Chernov and Mueller (2012), Chun (2011), and Kim and Orphanides (2012)).

Another branch of the literature studies the link between bond risk premia and the macroeconomy (e.g., Cieslak and Povala (2015), Cochrane and Piazzesi (2005), Duffee (2011a), Joslin, Priebsch, and Singleton (2010)). These articles focus on the predictability of bond returns. We concentrate on no-arbitrage models of the nominal and real term structures, and explore their implications for expected inflation and the inflation risk premium.

The rest of the paper proceeds as follows. The model is described in Section 2. We discuss data and the estimation method in Section 3. The empirical results are in Section 4, while Section 5 concludes the paper.

2 A DTSM with Core and Crust

We assume that $K_1$ latent factors $L_t = [\ell_1^t, ..., \ell_{K_1}^t]'$, $K_2$ inflation factors $\Pi_t = [\pi_1^t, ..., \pi_{K_2}^t]'$, and $K_3$ real activity factors $\Gamma_t = [\gamma_1^t, ..., \gamma_{K_3}^t]'$ describe the time-$t$ state of the economy. Collecting the latent and macroeconomic factors into a state vector $X_t = [L_t', \Pi_t', \Gamma_t']'$, we define the state dynamics via a Gaussian VAR system,

$$X_t = \mu + \Phi X_{t-1} + \Sigma \varepsilon_t ,$$

where $\mu$ is a $K \times 1$ vector of constants, $K = K_1 + K_2 + K_3$, and $\Phi$ is a $K \times K$ matrix with the autoregressive coefficients. The $K \times 1$ vector of independent and identically distributed (i.i.d.) shocks $\Sigma \varepsilon_t$ has Gaussian distribution $N(0, V)$, with $V = \Sigma \Sigma'$.

We assume that the market price of risk $\lambda_t$ is affine in the state vector $X_t$,

$$\lambda_t = \lambda_0 + \lambda_1 X_t ,$$

for a $K \times 1$ vector $\lambda_0$ and the $K \times K$ matrix $\lambda_1$. We then derive risk-adjusted state dynamics
\[ X_t = \mu^Q + \Phi^Q X_{t-1} + \Sigma \varepsilon_t^Q, \quad (3) \]

where \( \mu^Q = \mu - \Sigma \lambda_0 \) and \( \Phi^Q = \Phi - \Sigma \lambda_1 \).

### 2.1 Real Bond Prices

As in Ang, Bekaert, and Wei (2007, 2008), we assume that the one-period short real rate, \( r_t^* \), is an affine function of the state vector \( X_t \),

\[ r_t^* = \delta_0 + \delta_1' X_t. \quad (4) \]

where \( \delta_0 \) is a scalar and \( \delta_1 \) is a \( K \times 1 \) vector. We specify the real pricing kernel \( m_{t+1}^* \),

\[ m_{t+1}^* = \exp \left( -r_t^* - \frac{1}{2} \lambda'_t \lambda_t - \lambda'_t \varepsilon_{t+1} \right), \quad (5) \]

and obtain the time-\( t \) price of a real zero-coupon bond with \( (n+1) \) periods to maturity as:

\[ p_t^{n+1} = E_t \left[ m_{t+1}^* p_t^n \right]. \quad (6) \]

Since the model is affine, equation (6) has solution

\[ p_t^n = \exp \left( \tilde{A}_n^* + \tilde{B}_n^*' X_t \right), \quad (7) \]

where the coefficients \( \tilde{A}_n^* \) and \( \tilde{B}_n^* \) solve the ordinary difference equations (ODEs):

\[ \tilde{A}_{n+1}^* = -\delta_0 + \tilde{A}_n^* + \tilde{B}_n'^* \mu^Q + \frac{1}{2} \tilde{B}_n'^* \Sigma \Sigma' \tilde{B}_n^* \]
\[ \tilde{B}_{n+1}^* = -\delta_1' + \tilde{B}_n'^* \Phi^Q. \quad (8) \]

The real short rate equation (4) yields the initial conditions \( \tilde{A}_1^* = -\delta_0 \) and \( \tilde{B}_1'^* = -\delta_1' \) for the ODEs (8). Thus, the real yield on an \( n \)-period zero-coupon bond is

\[ y_t^n = -\frac{\log \left( p_t^n \right)}{n} = A_n^* + B_n'^* X_t, \quad (9) \]

where \( A_n^* = -\frac{\tilde{A}_n^*}{n} \) and \( B_n'^* = -\frac{\tilde{B}_n'^*}{n} \).
2.2 Nominal Bond Prices

If we define $Q_t$ to be the price deflator, then the time $t$ price of a nominal $(n + 1)$-period zero-coupon bond, $p_{t}^{n+1}$, is given by

$$p_{t}^{n+1} = p_{t}^{n+1}Q_t = E_t \left[ m_{t+1}^* \frac{Q_t}{Q_{t+1}} p_{t+1}^nQ_{t+1} \right] = E_t \left[ m_{t+1}p_{t+1}^n \right], \tag{10}$$

with the nominal pricing kernel $m_{t+1}$ defined as

$$m_{t+1} = m_{t+1}^* \frac{Q_t}{Q_{t+1}} = m_{t+1}^* \exp(-\pi_{t+1}) = \exp\left(-\pi_{t+1}^* - \frac{1}{2} \lambda_t^* \lambda_t - \lambda_t^* \varepsilon_{t+1} \right), \tag{11}$$

where $\pi_t \equiv \log(Q_t/Q_{t-1})$ is the inflation rate at which investors deflate nominal asset prices. All existing dynamic term structure models of the nominal and real yield curves specify $\pi_t$ as a univariate process. In contrast, we assume that the inflation rate is a weighted sum of the inflation factors in $\Pi_t$, $\pi_t = \sum_{j=1}^{K_2} \omega_j \pi_t^j$, where the weights $\omega_j$, $j = 1, \ldots, K_2$, represent the relative importance of the distinct price series in the total consumer price index. In our preferred model, $K_2 = 3$ and the three inflation series are the main components of the total consumer price index, i.e., core, food, and energy.

We define $\mu^{Q,\pi} = \sum_{j=1}^{K_2} \omega_j ^{Q,\pi^j}$, where $\mu^{Q,\pi^j}$ is the element of the vector $\mu^Q$ in the state dynamics (3) that corresponds to the inflation factor $\pi^j$, $j = 1, \ldots, K_2$. Similarly, $\Phi^{Q,\pi} = \sum_{j=1}^{K_2} \omega_j ^{Q,\pi^j}$ and $\Sigma^{\pi} = \sum_{j=1}^{K_2} \omega_j ^{\pi^j}$ are the weighted averages of the rows $\Phi^{Q,\pi^j}$ and $\Sigma^{\pi^j}$ of the $\Phi^Q$ and $\Sigma$ matrices in equation (3) that correspond to the inflation factor $\pi^j$. Then, Appendix A shows that nominal bond prices are an affine function of the state vector $X$:

$$p_{t}^n = \exp \left( \tilde{A}_n + \tilde{B}_n^t X_t \right), \tag{12}$$

---

3For instance, Ang, Bekaert, and Wei (2007, 2008) model the dynamics of a single inflation factor $\pi_t$ measured by either total or core CPI and PCE inflation. Abrahams et al. (2013), D’Amico, Kim, and Wei (2018), Haubrich, Pennacchi, and Ritchken (2014) focus on total CPI inflation.
where the coefficients $\tilde{A}_n$ and $\tilde{B}_n'$ solve the ODEs:

\[
\begin{align*}
\tilde{A}_{n+1} &= -\delta_0 - \mu^{Q,\pi} + \frac{1}{2} \Sigma^{\pi} \Sigma^{\pi'} + \tilde{A}_n + \tilde{B}_n' \mu^Q + \frac{1}{2} \tilde{B}_n' \Sigma \Sigma' \tilde{B}_n - \tilde{B}_n' \Sigma \Sigma' \\
\tilde{B}_{n+1}' &= -\delta_1' - \Phi^{Q,\pi} + \tilde{B}_n' \Phi^Q,
\end{align*}
\] (13)

with initial conditions $\tilde{A}_1 = -\delta_0 - \mu^{Q,\pi} + \frac{1}{2} \Sigma^{\pi} \Sigma^{\pi'}$ and $\tilde{B}_1' = -\delta_1' - \Phi^{Q,\pi}$. Thus, the yield on a nominal $n$-period zero-coupon bond is affine in the state vector,

\[
y^n_t = -\frac{\log (p^n_t)}{n} = A_n + B_n' X_t,
\] (14)

where $A_n = -\frac{\tilde{A}_n}{n}$ and $B_n = -\frac{\tilde{B}_n}{n}$.

### 2.3 Identifying Restrictions: The Maximal DTSM

We denote the vectors that contain the first $K_1$ elements of $\mu^Q$ and $\delta_1$ by $\mu^Q_{L}$ and $\delta_{L,1}$; the upper-left sub-matrices of $\Phi^Q$ and $\Sigma$ by $\Phi^Q_{LL}$ and $\Sigma_{LL}$; and the upper-right sub-matrix of $\Phi^Q$ by $\Phi^Q_{L,\Pi\Gamma}$. Then, for identification, we impose the following restrictions: (i) $\Phi^Q_{LL}$ is lower triangular with diagonal elements ordered in decreasing manner\(^4\) (ii) The elements of $\Phi^Q_{L,\Pi\Gamma}$ are fixed at zero. (iii) The covariance matrix $\Sigma$ is lower triangular, and the sub-matrix $\Sigma_{LL}$ is diagonal. (iv) The elements of the $\delta_{L,1}$ vector are fixed at one. (v) Under risk-adjusted measure, the latent factors have zero unconditional mean, $\mu^Q_L = 0$.

With these identifying restrictions, the model is observationally equivalent to the canonical representation of Joslin, Le, and Singleton (2013).\(^5\) We favor our normalization scheme since it lends itself naturally to incorporate the overidentifying restrictions that we specify below and help us improve our inflation forecasts.

---

\(^4\)This identifying restriction applies to the case in which the autoregressive matrix $\Phi^Q$ has real and distinct eigenvalues. Hamilton and Wu (2012) and Joslin, Singleton, and Zhu (2011) suggest normalizations that accommodate more general cases, such as $\Phi^Q$ with complex, repeated, and zero eigenvalues.

\(^5\)For instance, in the presence of $K_1 = 3$ latent, $K_2 = 3$ inflation, and $K_3 = 1$ real activity factors, both representations allow for 124 identified coefficients.
2.4 Over-Identifying Restrictions: The Baseline DTSM

In the baseline model, we include $K_1 = 3$ latent factors. Moreover, we specify the inflation vector to contain $K_2 = 3$ factors, $\Pi_t = [\pi^c_t, \pi^f_t, \pi^e_t]$, where $\pi^c_t$, $\pi^f_t$, and $\pi^e_t$ are core, food, and energy inflation. Market participants deflate nominal asset prices in equation (11) at the total inflation rate, computed as the weighted sum of the three inflation series. That is,

$$\pi_t = \pi^\text{tot}_t = \omega^c\pi^c_t + \omega^f\pi^f_t + \omega^e\pi^e_t,$$

where $\omega^c$, $\omega^f$, and $\omega^e$ represent the relative importance of core, food, and energy prices in the total price index. Finally, we assume the model to have a single real activity factor, $K_3 = 1$.

These assumptions lead to a DTSM with seven state variables and 124 identified coefficients in its maximal representation. Prior to estimation we explore the effect of restricting some of these coefficients on the model fit and its out-of-sample performance. Due to the model complexity, we cannot conduct specification tests for all possible combinations of parameter restrictions. Hence, we use economic intuition and stylized empirical evidence to guide our model selection choices. Through this process, which we outline below, we impose restrictions on the matrices $\Phi^Q$, $\Sigma$, and $\Lambda$ to arrive at a baseline model, labeled DTSM*, that contains 37 free parameters.

First, we assume that the autoregressive matrix $\Phi^Q_{LL}$ has elements

$$\Phi^Q_{LL} = \begin{bmatrix} \phi^Q_{c^1,c^1} & 0 & 0 \\ (1 - \phi^Q_{c^2,c^2}) & \phi^Q_{c^2,c^2} & 0 \\ 0 & (1 - \phi^Q_{c^3,c^3}) & \phi^Q_{c^3,c^3} \end{bmatrix}. \tag{15}$$

Matrix (15) describes a central-tendency model in discrete time. Central-tendency models have several advantages that make them popular in the term structure and, more broadly, financial economics literature. They naturally span the yields’ variation at different fre-
quencies; the first factor impacts long-dated Treasuries the most, while higher-order factors exhibit a lower degree of persistence and mostly affect shorter-dated Treasuries. Furthermore, their autoregression matrix can be specified with very few coefficients. As in Calvet, Fisher, and Wu (2018), we impose a non-linear decay condition, $\phi_{k}^{Q} = \exp\{-\beta_{k}\}$, $\beta_{k} = \beta_{1} b^{k-1}$, with $\beta_{1} > 0$, $b > 1$ and $k = 1, \ldots, K_1$. This provides a flexible yet parsimonious representation that greatly facilitates model estimation. In addition, this structure ranks the factors in order of persistence, which avoids issues related to factors rotations (e.g., Collin-Dufresne, Goldstein, and Jones (2008), Dai and Singleton (2000), Hamilton and Wu (2012), Joslin, Priebsch, and Singleton (2010)), and guarantees very fast convergence to the likelihood function optimum. Furthermore, we assume that the shocks to the latent factors are uncorrelated, with standard deviation $\sigma_{k}, k = 1, 2, 3$.

Second, to shape the food and energy dynamics, we turn to VAR models estimated on the yields’ principal components along with individual measures of energy (or food) inflation series. We find these models to do poorly out-of-sample in forecasting food and energy inflation, whereas a simple AR(1) for the univariate food/energy series outperforms them. Economically, this is intuitive, as in past decades energy and food shocks have been volatile but short-lived and have displayed very limited pass-through on core inflation and the yield curve. Hence, we implement similar restrictions in our DTSM by zeroing out the interactions between energy/food inflation and other factors. This greatly reduces the number of free DTSM coefficients and decreases the forecasting errors.

Calvet, Fisher, and Wu (2018) extend this idea to a high-order cascade model that can approximate infinite-dimensional term structures. Central tendency specifications are also widely employed in stochastic-volatility (SV) models. For instance, Drechsler and Yaron (2011) use a central-tendency two-factor SV setup in an Epstein-Zin endowment economy with long-run risk, while Duffie, Pan and Singleton (2000) use it in reduced-form derivative pricing models. In Section 4.1.3, we document that imposing this central-tendency specification does not alter the out-of-sample performance of our DTSM. Hence, these restrictions are mostly for computational convenience. Joslin, Le, and Singleton (2013) show that a maximal Gaussian macro-finance term-structure model is nearly identical to a factor vector-autoregression. Hence, the out-of-sample performance of a VAR model estimated on the yields’ principal components and food/energy inflation is similar to that of a maximal DTSM estimated on the same data.
In regards to the core inflation dynamics, we find a VAR model estimated on the yields’ principal components, real activity, and core inflation to do well out of sample. Hence, in the next step, we examine the interactions between core inflation, real activity, and the latent factors in our DTSM with the objective to improve the in- and out-of-sample model fit. To this end, we explore the effect of imposing restrictions on:

1. the dependence of core and activity on the lagged realizations of other variables;
2. the correlation between shocks to each latent factor and macroeconomic variables;
3. the correlations between shocks to the macroeconomic variables;
4. the market prices of risk associated with each variable in the state vector $X$ and their dependence on all variables in $X$.

In all cases, we fix coefficients at zero based on the estimates’ standard errors and model information criteria. We alternate and iterate over different sets of restrictions along the model dimensions 1 through 4 several times to alleviate the concern that the order in which they are imposed could lead to a sub-optimal outcome. Most importantly, we check the out-of-sample performance of the most promising cases to ensure that in-sample specification tests translate into better forecasting performance.

Through this process, we find core inflation to load on lagged values of the first and third latent factors, $\ell^1$ and $\ell^3$, in addition to its own lag. Recall that the latent factors play a crucial role in a DTSM to capture the variation in bond yields. Hence, in our baseline model the term structure information condensed in $\ell^1$ and $\ell^3$ shapes the conditional mean of core inflation and thus inflation forecasts. In contrast, the pass-through effects of food and energy inflation on core inflation are small and insignificant, thus we omit these channels from the baseline DTSM. Term structure information enters the real activity dynamics too, but only through the third latent factor, which spans high-frequency fluctuations in short yields. The
coefficient is positive, consistent with a positive association between economic growth and increases in short rates, e.g., during a Fed tightening cycle. Moreover, we find real activity to load on its own lag and lagged food inflation. Food inflation follows a simple AR(1) process, while energy inflation only depends on food and its own lagged realizations. Among the correlations between shocks to the latent factors and the macroeconomic variables, only two are non-zero: $\sigma_{\ell_3,\text{core}}$ and $\sigma_{\ell_2,\text{activity}}$. All covariances between macroeconomic variables are estimated in the baseline model, with the exception of the covariance between volatile energy shocks and either food or activity shocks.

Finally, we find shocks to the first latent factor, core and food inflation to be priced, with risk premia that depend on core inflation and economic activity. In contrast, we find shocks associated with energy, food, and activity not to command a risk premium. That is, coefficients other than $\lambda_{\ell_1,\text{core}}$, $\lambda_{\text{core},\text{core}}$, $\lambda_{\text{core},\text{activity}}$ and $\lambda_{\text{food},\text{core}}$ are fixed at zero.

### 2.5 Benchmark Models

Here we list the various benchmarks against which we compare the out-of-sample performance of our baseline model. More details on these models and their estimation are in Appendix A.2.

#### 2.5.1 Univariate Inflation Models: ARMA(1,1) and RW

The literature has proposed a wide array of models to forecast inflation (e.g., Stock and Watson (1999, 2003, and 2007)). Of these, the ARMA(1,1) and the random walk (RW) have proven particularly reliable in predicting consumer price dynamics over different sample periods. Thus, we consider both of these univariate models for comparison with our term structure specifications.
2.5.2 Multivariate Inflation Models: ARMA$_W$(1,1) and VAR$_W$

As in Faust and Wright (2013), we also consider various models that combine distinct core, food, and energy series, but leave out interest rates data. First, we construct ARMA$_W$ forecasts for total inflation as a weighted sum of the ARMA(1,1) forecasts of the three inflation components using the relative importance weights. Second, we use an unconstrained VAR(1) estimated on core, food, and energy inflation data to forecast the three inflation components. Such forecasts recombine into a measure of total expected inflation, as in the ARMA$_W$ case. We label this model VAR$_W$.

2.5.3 Maximal DTSMs and Dynamic Factor Models

Joslin, Singleton, and Zhu (2011), Duffee (2011b), and Joslin, Le, Singleton (2013) show that no-arbitrage restrictions do not affect the forecasts of interest rates and macroeconomic variables in a canonical Gaussian affine term structure model. Hence, the model specified in Section 2.3, which is maximal in the number of identified coefficients, is virtually identical to an unconstrained VAR estimated on interest rates and macroeconomic data. We can therefore use such VAR as a benchmark for our baseline DTSM*, in lieu of the maximal DTSM, to gauge the effect of the over-identifying restrictions imposed in Section 2.4. We label this case DTSM$^{Max}$.

Moreover, to illustrate the effect of the distinct modeling of the inflation series, we also consider two VARs estimated on the interest rates, real activity, and a single inflation series. These are equivalent to maximal DSTMs estimated on either total or core inflation, and therefore we label them DTSM$^{Max,Tot}$ and DTSM$^{Max,Core}$.

Next, we consider a dynamic factor model that includes the same physical dynamics as our preferred DTSM but excludes the no-arbitrage restrictions; we label it DFM$^{CT}$ to underscore that in this model the latent factors have a central-tendency specification. This benchmark
allows us to single out the effect of the over-identifying restrictions on the market prices of risk that we have imposed in Section 2.4. In a final check, we examine a more general DFM that excludes the restrictions on the autoregressive matrix in equation (15). A comparison between the DFM\textsuperscript{CT} and such DFM allows us to quantify the effect of the central-tendency structure on the latent factors on model forecasts.

2.5.4 Surveys

Ang, Bekeart, and Wei (2007) show that inflation surveys outperform other popular forecasting methods (see also Faust and Wright (2009)). Hence, we include the following survey forecasts:

1. The median inflation forecast from the Michigan Survey of Consumers.

2. The median forecasts from the Survey of Professional Forecasters (SPF) for total CPI inflation; the three-month Treasury bill rate; and the 10-year Treasury bond rate.

3. The median forecasts from the Blue Chip Economic Indicators (BC) for total CPI inflation.

Appendix A.2.4 explains how we match these survey forecasts with the forecasts produced by our model.

3 Data and Estimation

We estimate the model on a quarterly sample of inflation, real activity, and nominal U.S. Treasury yields with maturities of 3 months and 1, 3, 5, and 10 years from 1985 to 2015.\textsuperscript{10} The 3-month yield is from the Center for Research in Security Prices (CRSP) Fama-Bliss

\textsuperscript{10}The sample period excludes the Fed’s monetary experiment of the early 1980s and it is therefore less likely to include different regimes in inflation and interest rates. Ang, Bekeart, and Wei (2007) focus instead on a longer sample period with a model that includes regime shifts in a single inflation factor (either core or total); they find the model to perform very poorly out-of-sample. In contrast, we show in the Online Appendix that our baseline DTSM\textsuperscript{*} improves significantly over the benchmarks when estimated on a sample that starts in 1962.
Discount Bonds file. For other maturities, we construct zero-coupon yields from daily nominal constant-maturity par yields distributed by the Board of Governors in the H.15 data release. Prior to analysis, we interpolate the par yields into zero-coupon yields using a smoothed spline interpolation, as described in Section A.1 of the Online Appendix. We then aggregate the daily series to the quarterly frequency.

We focus on two widely-used measures of inflation:

1. Monthly data on four Consumer Price Indices (CPI) constructed by the Bureau of Labor Statistics (BLS): (1) the total CPI for all Urban Consumers; (2) the core CPI (all items less food and energy); (3) the food CPI; and (4) the energy CPI.

2. Monthly price indices for Personal Consumption Expenditure (PCE) data released by the Bureau of Economic Analysis (BEA). Similar to the CPI series, we consider total, core, food, and energy PCE indices.

Table 1 contains CPI and PCE summary statistics. The CPI- and PCE-weighted series are the total inflation series computed from their core, food, and energy components using the relative importance weights. Summary statistics for CPI- and PCE-weighted series are very close to those computed for the actual total CPI and PCE inflation series. Moreover, we find that the correlation between CPI and CPI-weighted total inflation series is 99.8%; for PCE data it is 99.9%. This confirms that weighted and actual measures of total inflation are virtually identical.

---

11 The interpolated interest rates series are available at https://www.chicagofed.org/~media/others/people/research-resources/benzoni/benzoni-abc-yields-csv.csv. As a robustness check, we also estimate the model on the Gürkaynak, Sack, and Wright’s (2007) U.S. Treasury yields data available from the Federal Reserve Board. Moreover, we confirm in unreported results that our findings are unchanged when we compute zero-coupon rates using a linear (rather than a smoothed spline) term-structure interpolation, similar to the unsmoothed Fama-Bliss method.

12 As a robustness check, we also estimate the model at the monthly frequency.

13 Section A.2 in the Online Appendix describes the main constituents of the core, food, and energy indices and explains the differences between the CPI and PCE series. Appendix A.3 explains how we measure the weights $\omega^c$, $\omega^f$, and $\omega^e$ associated with the core, food, and energy components.

14 All price series are seasonally adjusted. We compute quarterly price indices by averaging over the monthly observations. Growth rates are quarter over quarter logarithmic differences in the index levels.
Table 1 also illustrates the difference in persistence across inflation series. The first-order auto-correlation for CPI-core inflation exceeds 0.8; higher-order auto-correlations remain high. The CPI-food series is much less persistent, with a first-order auto-correlation of 0.49 that declines at longer lags. In contrast, the shocks to the CPI-energy series are short lived, with a first-order auto-correlations of 0.22. Shocks die away quickly, resulting in second- and third-order correlations that are small and negative. Consequently, total CPI inflation is less persistent than core inflation. This is also evident from Figure 1, which plots the four inflation series over the 1985Q1-2015Q4 sample period. PCE inflation shares similar properties with the CPI series.

For both CPI and PCE series, the core component has a predominant weight in the total inflation index. The average relative importance of CPI core, food, and energy are 0.77, 0.15, and 0.08, respectively. In the PCE series, core prices have a higher average weight of 0.86, while the food and energy weights are lower at 0.09 and 0.05, respectively.

In our DTSM, we assume the inflation weights to be constant. Hence, in the baseline case we fix the weights $\omega_c$, $\omega_f$, and $\omega_e$ at the sample averages of the relative importance series. As a robustness check, we let the weights vary over the sample period and find the results to be similar to those obtained with fixed weights. This is not surprising, as in the data the weights show little time variation, with a standard deviation that is nearly zero across series and auto-correlations that are high at all lags (Table 1).

We focus on aggregate real consumption growth as a measure of the real activity factor. This series is commonly used in consumption-based asset pricing models. Moreover, we can compute it at both the monthly and quarterly frequencies using real personal consumption expenditures data released by the BEA.\footnote{Furthermore, we document below that the out-of-sample performance of the model is robust to using other activity series, including quarterly gross domestic product (GDP) growth and the Chicago Fed National Activity Index (CFNAI).}
We apply the Kalman filter to estimate the model via maximum likelihood. In the baseline case, the observable variables are the inflation and real activity factors, $\Pi_t$ and $\Gamma_t$, and all five principal components (PCs) extracted from the panel of yields. We assume the inflation and real activity factors to be measured without error, while the yields’ PCs have i.i.d. zero-mean Gaussian errors with a common variance coefficient for the first three PCs and distinct variance coefficients for the remaining PCs. As a robustness check, we also estimate the model directly on the panel of yields, rather than their PCs, and find similar out-of-sample results.

4 Empirical Results

The yields’ factor loading, i.e., the $B_n$ coefficients in pricing equation (14), determine the effect of each factor on the yield curve. Figure 2 shows estimates of these coefficients scaled to correspond to one-standard-deviation movements of the factors. Due to their recursive structure, the latent factors in our model behave in a way that is consistent with a low-dimensional version of the cascade model of Calvet, Fisher, and Wu (2018). They span the variation of the yields at different maturities, with the first latent factor impacting long-dated Treasuries the most, while higher-order factors exhibit faster mean reversion and mostly

---

16 In unreported results we confirm that imposing restrictions on the conditional maximum Sharpe ratios (e.g., Duffee (2010)) produces results that are similar to those based on unconstrained maximum-likelihood estimation.

17 A DTSM with three latent factors can fit the first three PCs of the yields extremely well. Consistent with this observation, we estimate the variance coefficients for the first three errors to be very small, and find that imposing an equality restriction on these parameters does not alter the results.

18 Absent measurement errors, there would be no difference in the likelihood function when rotating the measurement equations from yields to the entire set of PCs. The same is true if one were to assume Gaussian measurement errors on the yields, and then rotate the covariance matrix of the errors consistent with the rotation of the measurement equations from the yields to their PCs (e.g., Joslin, Singleton, and Le 2013). Some small difference arises, however, when restrictions are imposed on the covariance matrix of the measurement errors. If the yields are the observables, a diagonal covariance matrix implies that the errors on the yields are uncorrelated, while the error vector on the PCs has a full covariance matrix. In contrast, imposing a diagonal covariance matrix for the PCs themselves, as in our baseline case, produces a full covariance matrix for the yields. We find that treating the PCs as observable and imposing a diagonal covariance matrix on the associated error vector produces a slightly higher likelihood function value than what we obtain when we assume that the yields are observed with uncorrelated errors. This is intuitive, as by design the PCs are orthogonal.
impact shorter-dated Treasuries (the black lines). The impact of a one-standard-deviation core inflation shock (the red line in Figure 2) is highest for short maturity yields and it progressively declines with the yields’ maturity. At the ten-year maturity, the immediate reaction to a core inflation shock is about one fifth of the reaction to a one-standard-deviation \( \ell^1 \) shock. Food and activity shocks have a moderate impact on short-maturity yields that fades away at longer maturities (the blue and purple lines), while the factor loadings on energy inflation (the green line) are very small across the yield curve.

Next, we explore how shocks to the state variables propagate over time. To this end, Table 2 shows a variance decomposition of the forecast errors for nominal yields, CPI inflation, and real activity. Panels A-C report results for yields with maturity of one quarter, five and ten years. In all cases, the latent factors account for the majority of the variation in yields’ dynamics. The variation in the one-quarter yield forecasts at the one-year horizon is primarily driven by innovations to the second latent factor and core inflation; real activity and food inflation combined together explain about 7% of the short-run variation in the spot yield, while energy shocks are largely unimportant. At longer horizons, however, the first latent factor takes over, while the effect of core inflation and other shocks dissipates. Together, \( \ell^1 \) and \( \ell^2 \) account for 95% of the unconditional variation of the one-quarter yield forecast error. Shocks to core inflation only explain a small fraction of the variation in the five- and ten-year yield forecast error, while shocks to real activity, food and energy inflation account for virtually no variation across the entire term structure.

Table 2, Panel D, shows a variance decomposition for the CPI core inflation forecast error. At the one year horizon, shocks to the third latent factor and core inflation jointly explain more than 90% of the error variation.\(^{19}\) At longer horizons the importance of \( \ell^3 \) and

\(^{19}\)In the DTSM*, shocks to the inflation factors are correlated; moreover, core inflation shocks correlate with shocks to the third latent factor. Thus, as customary we identify the shocks via a Cholesky factorization of the covariance matrix with the latent factors entering first in the state vector, then core, food, and energy inflation and, lastly, real activity. Alternative identification assumptions produce similar results with one exception: when ordering core inflation before \( \ell^3 \), shocks to core display a larger impact on the variance of
core shocks decreases, while shocks to the other latent factors become dominant. Together, $\ell^1$ and $\ell^2$ explain around 70% of the unconditional variation, with the remaining portion split between $\ell^3$ and core inflation. Across horizons, the contribution of shocks to real activity, food and energy inflation is very small.

Panels E and F decompose the variance of the forecast errors for food and energy inflation. The model attributes most of the variation to food and energy shocks themselves, respectively, consistent with these two variables displaying strong autoregressive dynamics. Moreover, core shocks propagate through the contemporaneous correlation with food and energy shocks and account for about 16% and 9% of the forecasting error. While both food and energy inflation do not directly depend on the latent factors, shocks to the latent factors pass through core inflation and real activity and can therefore impact food and energy inflation indirectly. However, the importance of this indirect channel is limited and mostly visible at long horizons.

In our model, core, food, and energy dynamics recombine to produce a total inflation forecast. While energy goods constitute only about 8% of the basket of goods and services that make up the consumer price index, the variation in energy inflation dwarfs that of food and, especially, core inflation (Table 1). Since energy shocks explain most of the energy forecasting errors (Table 2, Panel F), it is no surprise that they drive a large portion (66%) of the variation in total inflation forecasting errors as well (Table 2, Panel G). Shocks to core inflation and the latent factors explain the remaining 30%.

Panel H in Table 2 documents the presence of significant interactions between activity, inflation, and the latent factors. Across horizons, shocks to core and food inflation, $\ell^2$ and $\ell^3$ explain approximately 35% of the variation in the activity forecasting error, while the rest is attributed to activity shocks. In our model, real activity is largely unimportant to explain the core inflation forecast error at the one year horizon.
other variables, except for its contribution to the variance of the one-quarter yield forecast error.

Taken together, these results suggest that core inflation and interest rates share a common factor structure. Shocks to the latent factors drive both core inflation and the yield curve, while shocks to core inflation mostly affect inflation and the spot rate at short horizons. Moreover, while core shocks are directly linked to nominal yields, especially at short yield maturities, food and energy shocks are unimportant towards explaining the term structure of interest rates. In contrast, energy shocks dwarf innovations to other variables as a driver of the variation of the forecast error for total inflation.

4.1 Inflation Forecasts

We repeatedly estimate the DTSM⋆ using quarterly yields, inflation, and real activity data over the period beginning in 1985Q1 and ending on date \( t \), where \( t \) ranges from 1999Q4 through 2014Q4. For each set of coefficients obtained with data up to and including quarter \( t \), we forecast core, food, and energy inflation at quarter \( t + j \), \( j = 1, \ldots, J \). As in Ang, Bekaert, and Wei (2007), for each series \( i \) we construct an inflation forecast at horizon \( J \) by summing the \( J \) quarterly forecasts, \( E_t[\pi_{t+J,J}] = \sum_{j=1}^{J} E_t[\pi_{t+j,j}] \), where \( \pi_{t+J,J} = \sum_{j=1}^{J} \pi_{t+j,j} \) and \( \pi_{t+j,j} = \log(Q_{t+j,j}/Q_{t+j-1}) \). Moreover, we use the weights \( \omega_i^c \), \( \omega_i^f \), and \( \omega_i^e \) to compute a forecast of total inflation, \( E_t[\pi^\text{tot}_{t+J,J}] \equiv \omega^c E_t[\pi^e_{t+J,J}] + \omega^f E_t[\pi^f_{t+J,J}] + \omega^e E_t[\pi^e_{t+J,J}] \). We assess the forecast error against realized inflation based on the root mean squared error criterion,

\[
\text{RMSE} = \sqrt{E[(E_t(\pi^i_{t+J,J}) - \pi^i_{t+J,J})^2]} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (E_t(\pi^i_{t+J,J}) - \pi^i_{t+J,J})^2},
\]

where \( N \) is the number of predictions in the out-of-sample window.

Table 3 reports RMSEs in percent per year for inflation forecasts at the one-year horizon (\( J = 4 \) quarters). Panels A and B show results for CPI inflation, while Panel C focuses on

\[20\text{In the Online Appendix, we document that the DTSM}^* \text{ outperforms the inflation forecasts of the benchmark models when estimated over a longer sample period that starts in 1962.} \]
PCE inflation. We choose the ARMA(1,1) to be the main benchmark (Stock and Watson (1999) and Ang, Bekaert, and Wei (2007)) against which we compare the relative performance of all models, including the DTSM* and the other benchmark models in Section 2.5.

In particular, the table shows West (1996) p-values for a test of equal forecast accuracy computed under the null that the RMSE for the ARMA equals the RMSE for the competing model and against the alternative that the RMSE for the ARMA exceeds the DTSM* RMSE.

### 4.1.1 DTSM* vs. Time-Series Models of Inflation

The baseline DTSM* outperforms each of the time-series models of inflation in predicting total and core CPI inflation. In particular, the DTSM* RMSE for total inflation is 1.19%; this is a 26% and 34% improvement over the univariate ARMA and RW models, respectively. Time series models that include distinct core, food, and energy components such as the $\text{ARMA}_W$ and $\text{VAR}_II$ fare better than univariate ARMA and RW models of total inflation. Still, their RMSEs are 20-24% higher than the DTSM* RMSE. That is, the improvement in forecasting performance of the DTSM* relative to the ARMA benchmark cannot be attributed solely to the distinct modeling of the inflation series, nor to the averaging of the individual core, food, and energy forecasts.

The DTSM* produces a 0.50% RMSE for CPI core inflation, which is 6% and 11% lower than the ARMA and RW RMSEs, respectively. The $\text{VAR}_II$, which is jointly estimated on core, food, and energy inflation, does much worse than all other models on core inflation; in particular, the $\text{VAR}_II$ RMSE is 26% higher than that for the DTSM*. This further underscores that the distinct modeling of the inflation components is, by itself, insufficient to decrease the forecasting errors. The DTSM* outperforms all time series models on CPI food inflation too, and is roughly at par with the ARMA in predicting energy inflation.

The West (1996) test for equal forecast accuracy rejects the null that the DTSM* and ARMA RMSEs for total CPI inflation are identical (the p-value is 3%) against the alternative
that the DTSM* does better than the ARMA. For core CPI inflation we fail to reject the null at conventional significance levels. However, at longer forecasting horizons the West (1996) test rejects the null of equal predictive accuracy for core inflation too. Indeed, Table 4 shows out-of-sample RMSEs associated with CPI inflation forecasts at horizons ranging from one quarter to five years. The DTSM* RMSE on core inflation declines from 0.58% at the one-quarter forecasting horizon to 0.33% for forecasts five years out. Compared to the ARMA, the DTSM* long-run forecasting errors are twice as low, with a West (1996) $p$-value that is essentially zero. Long-run DTSM* forecasts of total inflation are also dramatically better than ARMA forecasts; the five-year RMSE is 0.49%, which is 43% lower than the ARMA RMSE (the West $p$-value is 4%). The DTSM* improves upon the ARMA on food inflation too, while it is at par with the ARMA for energy.

The results we discussed so far are based on a specific 1999-2014 out-of-sample window. To illustrate the robustness of our findings to the choice of the testing period we compute RMSEs over a grid of out-of-sample windows with start date ranging from 1997Q4 to 2000Q4 and end date from 2004Q4 to 2014Q4. For each window in the grid, we compute core and total CPI inflation RMSEs for the baseline DTSM* and ARMA. Figure 3 plots their percentage ratio, $100 \times (\text{RMSE DTSM}^*/\text{RMSE ARMA} - 1)$. That is, negative numbers in the plot signal that the DTSM* does better than the ARMA.

It is evident that the DTSM* greatly outperforms the ARMA on both core and total inflation. In particular, the DTSM* beats the ARMA at forecasting core inflation in virtually all of the out-of-sample windows, with an improvement upon the ARMA RMSEs of up to 40%. For total inflation the improvement occurs in 96% of the cases with a reduction in RMSEs that ranges from 18% to 26%, except for a few out-of-sample windows that have an early end date.
4.1.2 Survey Forecasts

Due to the timing of data releases, it is not possible to perfectly match the information sets of survey participants at the time they make a forecast with the information set available to the econometrician when she estimates the DTSM. However, we can choose the release date of the survey forecasts to minimize the difference in the two information sets. To this end, we consider two alternative approaches, described in more detail in Appendix A.2.4.

In one case, we use forecasts released at the end of the estimation quarter, we exclude the “nowcast” for the current quarter that corresponds to the last estimation period, and collect the forecasts for the following four quarters. In this first case, professional forecasters will not have seen the inflation data corresponding to the end of the last estimation quarter that are instead known to the econometrician when she estimates the model. In the second case, we use survey forecasts released in the quarter that follows the end of the estimation period. In this case, professional forecasters will have seen all the data that go into the estimation of the model, but will also have access to additional data that are realized beyond the end of the sample period. Hence, survey participants will have a significant advantage compared to the econometrician.

Here, we present RMSEs for both of these cases in an attempt to establish lower and upper bounds within which the information set of the econometrician is enclosed. We label the first case “surveys without nowcast,” since the nowcast for the first quarter of the survey release, computed with partially observed data, is excluded. In the second case, professional forecasters have partially observed the variable of interest in the first quarter of the forecasting period, hence we label this latter case “surveys with nowcast.”

In either of these two cases, professional forecasters do quite well at predicting inflation (Ang, Bekaert, and Wei (2007), Faust and Wright (2009)). For SPF forecasts, the total-inflation RMSEs over the 1999-2014 out-of-sample window are 1.30% when the nowcast is
excluded and 1.22% when it is included (Table 3, Panel A). BC forecasts produce similar RMSEs of 1.28% and 1.21%, respectively. In all cases, BC and SPF RMSEs are lower than those for the time-series models of inflation; a test of equal forecast accuracy rejects the null hypothesis that the BC/SPF and ARMA perform identically. Remarkably, the DTSM* RMSE is even lower albeit by a small amount. We find a much bigger improvement over the University of Michigan survey forecasts.

Given the prominence of inflation surveys by professional forecasters in the literature, in Table 5 we directly compare the DTSM* and the SPF/BC forecasts. In Panel A we exclude the survey nowcast released in the last quarter of the estimation period and compare survey forecasts over the next year. The DTSM* RMSE is significantly lower than those of both BC and SPF forecasts, with West (1996) p-values of 1%.\textsuperscript{21}

Panel B in Table 5 shows a similar comparison for the second case in which we give survey participants an information advantage compared to the econometrician. The survey nowcast is clearly superior to the one-quarter-ahead forecast of our DTSM*. This is to be expected, as the survey nowcast incorporates information from Treasury yields, inflation swaps, energy futures, as well as plain observation of consumer prices (e.g., gas prices) realized during the first forecasting horizon that help survey participants refine their measure of inflation for that quarter (e.g., Faust and Wright 2013). However, our baseline model outperforms the survey forecasts: over horizons from 2-5 quarters ahead, the DTSM* produces a 1.20% RMSE, compared to 1.31% and 1.28% for the SPF and BC surveys, with West (1996) p-values of 2%.

Figures 4 and 5 extend these results to a grid of out-of-sample windows with start date ranging from 1997Q4 to 2000Q4 and end date from 2004Q4 to 2014Q4. At the 1-4 quarters horizon, the DTSM* outperforms the SPF and BC survey forecasts 98% and 95% of the

\footnote{We obtain similar p-values when using the bootstrapping method of Chernov and Mueller (2013). The results are in the Online Appendix.}
times, respectively, with percentage ratios $100 \times (\text{RMSE DTSM}^*/\text{RMSE survey} - 1)$ that are as small as -10%. At the 2-5 quarters horizon, the RMSE ratios favor the baseline model over the surveys in 90% and 89% of the out-of-sample windows, with improvements of up to 9%.

4.1.3 The Role of the Core and Crust Decomposition and the Overidentifying Restrictions

In this section, we document that the improvement in our inflation forecasts stems from the combination of our decomposition of inflation into its core, food, and energy components and the over-identifying restrictions on the individual inflation dynamics and the market prices of risk. We start by examining the performance of the maximal version of our model, the DTSM$^{Max}$ specification described in Section 2.5.3. Compared to our DTSM$^*$, the DTSM$^{Max}$ also includes the individual inflation components but only features the minimal set of coefficient restrictions necessary for identification. We then progressively add constraints on the model coefficients to elicit their impact on inflation forecasts. In particular, we separate the effect of restrictions on the food and energy dynamics, the central tendency structure for the latent factors, and the specification of the market prices of risk. Finally, we explore maximal DTSMs that include a single measure of inflation (either total or core) and compare their performance to our core and crust models.

Table 3, Panel B, examines the out-of-sample performance of the maximal version of our baseline model, the DTSM$^{Max}$. On core inflation, the DTSM$^{Max}$ does as well as the DTSM$^*$. In contrast, for total, food, and energy inflation it delivers RMSEs that are higher than those for our baseline model and professional survey forecasts. The results however improve when we constrain the food and energy dynamics as in our DTSM$^*$, in which the dependence of food and energy inflation on the latent factors and other macroeconomic factors is reduced via over-identifying restrictions. This is also consistent with the experience of the past
decades, in which food and especially energy shocks have been short-lived and partially
decoupled from yields’ and core fluctuations. In particular, we estimate the DFM described
in Section 2.5.3, in which the food and energy processes are modeled as in our DTSM*. We
obtain a considerable reduction in the energy inflation RMSE, which in turn lowers the
total inflation RMSE to 1.32%. The DFM also includes the DTSM* restrictions in the core
equation. The core RMSE is however largely unaffected compared to the DTSMMax.

Note that the DFM does not restrict the latent factor dynamics to follow a central
tendency structure. Hence, in DFMCT we impose a recursive specification on the latent
factors that is identical to the one in our baseline model. We find this restriction to facilitate
model estimation without affecting the out-of-sample performance of the model. Across all
inflation series, the DFM and DFMCT RMSEs are identical.

Compared to the DFMCT, the DTSM* produces similar results for core inflation while it
delivers a significant improvement in the total inflation RMSE, which declines from 1.33%
to 1.19%. This is due to the effect of the overidentifying restrictions on the market prices of
risk discussed in Section 2.4.

Next, we illustrate the effect of modeling distinct inflation components relative to a
DTSM that uses a single measure of either total or core inflation. The DTSMMax,Core,
which includes a single core inflation series, does well at forecasting core inflation, with an
RMSE that is at par with our baseline model. However, the DTSMMax,Core is silent about
total inflation dynamics. Hence, we turn to the DTSMMax,Tot, which includes a single total
inflation series. In this case, the total inflation RMSE is 1.33%, which is in line with the DFM
model. Indeed, there are similarities in the way the DFM and DTSMMax,Tot deal with the
volatile energy shocks. In the DFM, energy has its own dynamics but its dependence on the
other variables is restricted. These restrictions improve the energy inflation forecasts relative

\footnote{We should acknowledge the difference in results compared to ABW due to the estimation period.}
to the DTSM$^{Max}$, in which energy inflation depends on all other factors, and therefore result in lower total inflation RMSEs. Instead, in the DTSM$^{Max,Tot}$ the volatile energy and food shocks are bundled together with the smooth core series in a total inflation measure. In the DTSM$^{Max,Tot}$, total inflation also depends on all other variables, but the series is smoother relative to energy inflation and therefore we do not observe the deterioration of total inflation forecasts that we find in the maximal DTSM$^{Max}$.

However, the maximal DTSM$^{Max,Total}$ and DTSM$^{Max,Core}$ lack the flexibility of the baseline model when it comes to incorporating overidentifying restrictions. With the necessary adjustments, we impose the restrictions described in Section 2.4 in a DTSM$^{Total}$ that includes a single measure of total inflation and compare its performance to that of the maximal DTSM$^{Max,Total}$. The RMSE for total inflation is 1.61%, which is higher than the 1.33% for DTSM$^{Max,Total}$. Similarly, the core RMSE for DTSM$^{Core}$ is 0.66%, compared to 0.48% for DTSM$^{Max,Core}$.

Overall these results show that time-series and no-arbitrage over-identifying restrictions combine in our baseline DTSM to improve its performance relative to the maximal DTSM specification in which it is nested. A considerable improvement comes from the restrictions on the food and energy inflation dynamics. The central tendency specification for the latent factors greatly facilitates estimation without changing model forecasting performance. Finally, the distinct modeling of the inflation series provides a flexible specification of the market prices of risk. This allows us to single out the shocks that are being priced in the term structure and the variables that drive the variation in their risk premia, resulting in better inflation forecasts. In contrast, similar restrictions applied in DTSMs that contain a single measure of inflation do not work as well.
4.1.4 Robustness Checks

Panel C in Table contains various robustness checks. We consider estimation on different yields’ datasets and alternative measures of real activity, we expand the set of observables to include TIPS data and survey forecasts, we re-estimate the model at the monthly rather than quarterly frequency, and explore the effect of macroeconomic spanning restrictions. In all cases, which we describe in more detail below, we rely on the same baseline model rather than choose new overidentifying restrictions for the specific purpose of each robustness check. When stretching the model along all these dimensions, we still find the DTSM* to fare well across this broad range of cases.

Yields Data  In DTSM yields we estimate the model on the panel of the nominal zero-coupon yields themselves, instead of their principal components. This approach produces a 1.19% RMSE for total inflation, identical to the DTSM* case. The core inflation RMSE is 0.53%, which is in line with the baseline model.

The DTSM GSW uses instead a panel of yields released by the Federal Reserve Board based on the Gürkaynak, Sack, and Wright (GSW, 2007) term structure interpolation. The main difference between our and the GSW yields data is that GSW construct their term structure from off-the-run Treasuries, while we use U.S. Treasury yields’ data from the H.15 release that are mainly on-the-run. While the datasets are similar, there is a visible off-on-the-run spread between long-maturity zero-coupon GSW and our yields. At the 10-year maturity, the spread averages 17 basis points over the 1985-2015 sample period and rises during times of market stress; for instance, it peaks at around 70 basis points during the financial crisis (see Figure 1 in the Online Appendix). With a 1.26% RMSE, the DTSM GSW still outperforms the ARMA on total inflation (the West (1996) p-value is 7%). However,  

\footnote{Another smaller difference is that GSW use an extended Nelson-Siegel yield curve, while we rely on a constrained spline interpolation.}
compared to the DTSM⋆ its total-inflation RMSEs is 6% higher. This suggests that on-the-
run Treasuries, like those that we use in our baseline case, contain a slightly better inflation
signal than the more illiquid off-the-run securities.

Real Activity Measures  We consider two alternative real activity measures: real GDP
growth and the Chicago Fed National Activity Index. The DTSM\textsuperscript{GDP} produces a 1.19%
RMSE for total inflation, identical to the estimate obtained for DTSM⋆, and a 0.52% RMSE
for core inflation, which is similar to what we have found with real consumption growth.
Switching to the CFNAI series in DTSM\textsuperscript{CFNAI} we obtain RMSEs of 1.23% and 0.56% for
total and core inflation, respectively.

TIPS and Surveys  Our model produces estimates of the term structure of real rates.
Hence, it is natural to augment the system of observation equations to include market-based
measures of real yields and match them with the corresponding model-implied quantities.
To this end, we include TIPS yields with 2-, 5-, and 10-year maturity released by the Federal
Reserve Board based on the Gürkaynak, Sack, and Wright (2010) method. Similar to Cher-
nov and Mueller (2012), we include TIPS data starting from 2004, as prior to that date the
TIPS market was still in its infancy and suffered from significant liquidity problems (e.g.,
D’Amico, Kim, and Wei 2018). We label this case DTSM\textsuperscript{TIPS}.

In the presence of TIPS, the total inflation RMSE increases to 1.28%; while somewhat
worse than our baseline’s, this value is lower than that of the ARMA, with a 9% \( p \)-value for
the West (1996) test of equal forecasting accuracy. At 0.51%, the core RMSE is indistin-
guishable from the one produced by the DTSM⋆.

Next, we augment the baseline model to include survey forecasts. In DTSM\textsuperscript{SPF} we add
the one-year-ahead SPF surveys in the measurement equation, while DTSM\textsuperscript{BC} incorporates
Blue-Chip survey forecasts. In the DTSM\textsuperscript{SPF} case, the total and core inflation RMSEs
are 1.25% and 0.53%; the DTSM\textsuperscript{BC} results are similar. Finally, we jointly use TIPS and survey data during estimation of the DTSM\textsuperscript{TIPS+SPF} and DTSM\textsuperscript{TIPS+BC} models. The total inflation RMSEs are mostly unchanged, while the core inflation RMSE improves slightly to 0.47%.

**Monthly vs. Quarterly Frequency** Here we show that our results are not very sensitive to the choice of the quarterly estimation frequency. We repeatedly estimate the DTSM\textsuperscript{Monthly} on monthly term structure, inflation, and real activity data over the period beginning in January 1985 and ending on date \( t \), where \( t \) ranges from December 1999 through December 2014. For ease of comparison with the quarterly baseline results, we only focus on the forecasts formulated in the last month of each quarter. Similar to the baseline case, we aggregate those forecasts at the one-year horizon. We find a 1.18% total inflation RMSE, which is nearly identical to that of the DTSM\textsuperscript{⋆}. For core inflation the DTSM\textsuperscript{Monthly} produces a 0.59% RMSEs, compared to 0.50% in the baseline case.

**Unspanned Inflation Risk** Figure 2 shows that the factor loadings of nominal yields on energy inflation are tiny. Here we show that fixing them at zero does not improve the forecasting performance of the baseline DTSM\textsuperscript{⋆}. In Section A.3 of the Online Appendix we derive restrictions along the lines of Joslin, Priebsch, and Singleton (2014) and Wright (2011) such that a subset of the macroeconomic shocks is unspanned by the yield curve. We label the case with unspanned energy risk DTSM\textsuperscript{UMRE}. The results in Table 3 are mostly similar to those of our baseline model.

In contrast, the factor loadings on core inflation and, to a lesser extent, food inflation and real activity are different from zero. In the next robustness check, we assume that all macro risks are unspanned and label this case DTSM\textsuperscript{UMR}. The RMSE on total inflation increases to 1.28% relative to the 1.19% estimate for the baseline (Table 3), while core
inflation forecasts improve somewhat over the 1999-2014 out-of-sample window. Moreover, in unreported results we compare the DTSM$^{UMR}$ to survey forecasts of total inflation. In virtually all out-of-sample windows, we find the DTSM$^{UMR}$ to underperform both SPF and BC surveys. This is in contrast to the baseline DTSM$^*$, which systematically beats the surveys (Figures 3 and 4). The most dramatic difference between the DTSM$^{UMR}$ and DTSM$^*$, however, is in the nominal yields’ forecasts. We show in Section 4.2 below that UMR restrictions on core inflation produce much higher RMSEs across yields’ maturities.

4.2 PCE Inflation Forecasts

Table 3, Panel D, shows that the results for PCE inflation series are largely consistent with the evidence on CPI inflation. Namely, for total PCE inflation the DTSM$^*$ outperforms all time-series models of inflation and produces a 17% decrease in RMSE compared to the ARMA case; the associated West (1996) $p$-value is 18%. There is a 9% improvement in the food inflation RMSE, while the RMSE for energy is slightly higher than the ARMA RMSE. On core inflation, the DTSM$^*$ underperforms the ARMA, although the test for equal forecast accuracy does not reject the null that the two models perform identically.

4.3 Energy Pass-Through

In the baseline DTSM$^*$, we have fixed the $\phi_{\pi^e, \pi^c}$ coefficient that links lagged realizations of energy inflation to core inflation at zero. Such coefficient is a measure of the pass-through effect of energy inflation shocks onto core inflation. To illustrate the extent of the pass-through in our setting, here we consider a flavor of the model in which $\phi_{\pi^e, \pi^c}$ is a free parameter. We estimate this model over samples with start date of 1985Q1 and end dates ranging from 1995Q1 to 2015Q4. For each sample period, in Figure 6 we report the estimate for the $\phi_{\pi^e, \pi^c}$ coefficient along with 90% confidence bands. Over the entire 1995-2015 period, the $\phi_{\pi^e, \pi^c}$ estimate is close to zero and statistically insignificant. This shows that the pass-
through effect of energy shocks has been negligible in recent years. These results extend
the analysis of, e.g., Clark and Terry (2010), Hooker (2002), and Stock and Watson (2010)
to a DTSM setting. Stock and Watson (2010) attribute the decline in the energy pass-
through since the 1980s to multiple factors, e.g., they argue that energy is a smaller share
of expenditures than it was during the oil price shocks of the 70s, labor union membership
has declined sharply over the past forty years, and there has been a shift from production of
goods to production of services.

4.4 Nominal Yields Forecasts

While the main focus of our work is on predicting inflation, it is worth noting that our DTSM
does very well at forecasting nominal yields too.\footnote{As for the in-sample fit, the root mean
squared errors on nominal Treasury yields range from 4.2 to 7.1
basis points across maturities over the 1985–2015 period.} Table 6 shows the RMSEs for one-year-
ahead forecasts of Treasury rates over the 1999-2014 out-of-sample window. Across yields’
maturities, the baseline DTSM $^\star$ estimated on CPI data outperforms the ARMA benchmark.
The $p$-values for a West (1996) test of equal forecast accuracy are 6%, 4%, and 2% for the
one-quarter, five- and ten-year yields, respectively. The DTSM$^\star$ RMSEs are much lower than
those for the random walk on short and medium maturity yields: the DTSM$^\star$ improves by
32% and 11% on the RW for one-quarter and five-year yields, while it is at par with the RW
on the ten-year yield.

Further, Table 6 shows that the DTSM$^\star$ outperforms the SPF forecasts of the one-quarter
yield with a 20% decline in RMSE. This is remarkable given the role that professional survey
forecasts of interest rates play in the term structure literature. For instance, it is common
to include survey forecasts of the spot rate to anchor the expectation component of interest
rates in the estimation of a DTSM (e.g., Chun (2011), D’Amico, Kim, and Wei (2018),
Chernov and Mueller (2012), Kim and Orphanides (2012)). However, our results show that
interest rate surveys are not particularly accurate measures of future yields.

The UMR restrictions on core, food, energy inflation, and real activity worsen the DTSM yields' forecasts considerably, especially for short-maturity yields. For instance, the DTSM* RMSE is 19% lower than the DTSM\textsuperscript{UMR} RMSE for the one-quarter yield. In contrast, the DTSM\textsuperscript{UMRE}, in which macroeconomic variables are spanned by the yields with the exception of energy inflation, performs on par with the baseline DTSM*.

Table 6, Panel C, reports similar results obtained by estimating the baseline DTSM* on PCE inflation data.

5 Conclusions

Much of the empirical macrofinance literature finds that financial variables contain little predictive content for consumer price inflation. Nonetheless, this conclusion is at odds with the intuition that the yield curve reflects market participants’ expectations of future price dynamics. We address this puzzle with a novel DTSM that includes separate dynamics for core, food, and energy inflation, which then combine into a measure of total inflation that we use to price Treasury bonds. This framework captures the different degrees of persistence and volatility in shocks to the three inflation components. In particular, it downplays the role of short-lived fluctuations in energy prices in determining expectations of future inflation and bond yields.

The model does very well at predicting inflation and nominal yields, with out-of-sample errors that are smaller than the errors produced by popular benchmarks, including survey forecasts. Variance decomposition of the forecasting errors shows that a common set of latent factors shapes the dynamics of nominal yields and core inflation. Thus, our forecasts embody information from yield curve dynamics as well as past price realizations, and the latent factors explain most of the variation in core inflation and bond yields. Taken together, these results
suggest that we find predictive content in the yield curve to forecast future inflation.

Bond yields are the sum of (1) expected inflation and real spot rate paths and (2) real and inflation risk premium components. Our results suggest that the baseline DTSM provides a good estimate of the expected paths and a close fit of the yield curve. Hence, we expect the model to also pin down the residual risk premium components well. In particular, our core and crust framework accommodates a rich specification of the market prices of risk in which distinct inflation variables can command different risk premia. This allows us to elicit which inflation shocks are priced in the term structure and to determine the sources of variation in their risk premia. This setting extends naturally to other macroeconomic aggregates. For instance, we can use it to study the risk premia associated with the various components of consumption and GDP growth. We investigate these issues in a companion article, Ajello, Benzoni, and Chyruk (2018).

Appendix

A.1 Nominal Bond Prices

The price of a one-period nominal zero-coupon bond is:

\[ p^1_t = E_t[m_{t+1}] = E_t \left[ \exp \left( -r^*_t - \pi_{t+1} - \frac{1}{2} \lambda_t^t \lambda_t - \lambda_t^t \varepsilon_{t+1} \right) \right] \]

\[ = E_t \left[ \exp \left( -\delta_0 - \delta_1^t X_t - \sum_{j=1}^{K_2} \omega^j X_{t+j} - \frac{1}{2} \lambda_t^t \lambda_t - \lambda_t^t \varepsilon_{t+1} \right) \right] \]

\[ = \exp \left( -\delta_0 - \delta_1^t X_t - \mu^\pi - \Phi^\pi X_t - \frac{1}{2} \lambda_t^t \lambda_t \right) E_t \left[ \exp \left( -(\lambda_t^t + \Sigma^\pi) \varepsilon_{t+1} \right) \right]. \quad (A.1) \]

Since \( \varepsilon_{t+1} \sim N(0, I) \), then \( E_t[\exp \left( -(\lambda_t^t + \Sigma^\pi) \varepsilon_{t+1} \right)] = \exp \left( \frac{1}{2}(\lambda_t^t + \Sigma^\pi)(\lambda_t^t + \Sigma^\pi)' \right) \). Substituting in equation (A.1) and rearranging terms we obtain

\[ p^1_t = \exp \left( -\delta_0 - \delta_1^t X_t - \mu^\pi - \Phi^\pi X_t + \frac{1}{2} \Sigma^\pi \Sigma^\pi' + \Sigma^\pi (\lambda_0 + \lambda_1 X_t) \right) = \exp \left( \bar{A}_1 + \bar{B}_1 X_t \right), \]

(A.2)

where \( \bar{A}_1 = -\delta_0 - \mu^Q,\pi + \frac{1}{2} \Sigma^\pi \Sigma^\pi' \) and \( \bar{B}_1 = -\delta_1^t - \Phi^Q,\pi \).
Assume now that equation (12) prices a nominal $n$-period zero-coupon bond. Then, the same formula prices an $(n+1)$-period bond. To verify this claim, combine equations (10)-(12):

$$p_{t+1}^n = E_t \left[ \exp \left( -r_t^* - \sum_{j=1}^{K_2} \omega_j \pi_{t+1}^j - \frac{1}{2} \lambda_t^t \lambda_t - \lambda_t^t \varepsilon_{t+1} + \tilde{A}_n + \tilde{B}_n^t X_{t+1} \right) \right]$$

$$= \exp \left( -\delta_0 - \mu^t + \tilde{B}_n^t \mu - \frac{1}{2} \lambda_t^t \lambda_t + \tilde{A}_n + (-\delta^t_1 - \Phi^t + \tilde{B}_n^t \Phi) X_t \right)$$

$$\times E_t \left[ \exp \left( (-\lambda_t^t - \Sigma^t + \tilde{B}_n^t \Sigma) \varepsilon_{t+1} \right) \right]$$

$$= \exp \left( -\delta_0 + \tilde{A}_n + \tilde{B}_n^t \mu^Q - \mu^Q - \frac{1}{2} \tilde{B}_n^t \Sigma \Sigma \tilde{B}_n + \frac{1}{2} \Sigma^t \Sigma^t - \tilde{B}_n^t \Sigma^t \right)$$

$$+ (-\delta^t_1 - \Phi^Q + \tilde{B}_n^t \Phi^Q) X_t \right) \right). \quad (A.3)$$

We collect terms linear in $X_t$ and independent of $X_t$ to obtain the ODEs (K).

### A.2 Benchmark Models

Here we provide details on the specification and estimation of the benchmark models in Section 2.5.

#### A.2.1 Univariate Inflation Models: ARMA(1,1) and RW

The ARMA(1,1) model for an inflation series $\pi^i_t$ is

$$\pi^i_t = \mu + \rho \pi^i_{t-1} + \varepsilon_t + \theta \varepsilon_{t-1}. \quad (A.4)$$

Estimation is by maximum likelihood.

As in Atkeson and Ohanian (2001), the random walk forecast for an inflation series at any future horizon $J$ is the average of the realizations during the past four quarters:

$$E_t[\pi_{i,J,t+1}^{\text{tot}}] = \sum_{j=1}^{4} \pi_{t-j+1}. \quad (A.5)$$

where $\pi_{i,J,t+1} = \sum_{j=1}^{J} \pi_{i,j}$. 
A.2.2 Multivariate Inflation Models: ARMA$_W(1,1)$ and VAR$_\Pi$

The ARMA$_W(1,1)$ forecast of total inflation is

$$E_t[\pi^{tot}_{t+J,J}] = \omega^c E_t[\pi^c_{t+J,J}] + \omega^f E_t[\pi^f_{t+J,J}] + \omega^e E_t[\pi^e_{t+J,J}],$$  \hspace{1cm} (A.6)

where $E_t[\pi^c_{t+J,J}]$, $E_t[\pi^f_{t+J,J}]$, and $E_t[\pi^e_{t+J,J}]$ are the ARMA(1,1) forecasts of core, food, and energy inflation at horizon $J$. The weights $\omega^c$, $\omega^f$, and $\omega^e$ are the relative importance of the core, food, and energy indices in the total consumer price index (see Appendix A.3 for more details). Also in this case, we estimate each ARMA(1,1) model by maximum likelihood.

Similarly, the VAR$_\Pi$ forecast of total inflation is also computed according to equation (A.6), except that $E_t[\pi^c_{t+J,J}]$, $E_t[\pi^f_{t+J,J}]$, and $E_t[\pi^e_{t+J,J}]$ are the core, food, and energy inflation forecasts derived from the OLS estimates of an unconstrained VAR for the three inflation factors with one lag.

A.2.3 Maximal DTSMs and Dynamic Factor Models

The DTSM$^{Max}$ model extends the VAR$_\Pi$ by including the first three principal components of the nominal yields and real activity in addition to the three inflation series. The DTSM$^{Max,Tot}$ and DTSM$^{Max,Core}$ follow the same approach of the DTSM$^{Max}$, except that we use a single measure of inflation (either total or core) instead of the three individual components.

The DFM$^{CT}$ is a state-space model with state dynamics identical to those of our preferred DTSM. Similar to our DTSM, the observation equation includes the first five principal components of the nominal Treasury yields. However, in the DFM$^{CT}$ the factor loadings are free coefficients, while in the DTSM they are determined by the solution of the ODEs in equation (13). Estimation proceeds via maximum likelihood with the Kalman filter. The more general DFM follows the same approach of the DFM$^{CT}$, except that we remove the restrictions that the latent factors have a central tendency specification.
A.2.4 Surveys

The University of Michigan Surveys of Consumers (UMSC)  Each month, the University of Michigan surveys a sample of households representative of all American households asking them approximately 50 core questions, each of which tracks a different aspect of consumer attitudes and expectations. Among these, we focus on the median answers to the question “By about what percent do you expect prices to go (up/down), on the average, during the next 12 months?” reported from January 1978 in Table 32 on the UMSC Internet site at https://data.sca.isr.umich.edu/

Blue Chip Economic Indicators  The Blue Chip Economic Indicators surveys business economists monthly and collects their forecasts of U.S. macroeconomic variables and other indicators of future business activity. Among these, we focus on the forecasts of total CPI inflation, available to us since 1980.

The Survey of Professional Forecasters  The Survey of Professional Forecasters is administered quarterly by the Federal Reserve Bank of Philadelphia. We obtain median forecasts for total CPI inflation and the nominal three-month and ten-year U.S. Treasury yields at the Internet site https://www.philadelphiafed.org/research-and-data. The series start in 1981Q3 (inflation and three-month yield) and 1992Q1 (ten-year yield).

Forecast Timing  In comparing our model to survey forecasts, we need to match the information set of the forecasters at the time they formulate a forecast with the information set available to the econometrician when estimating the DTSM. To fix ideas, consider the case of one-year-ahead DTSM forecasts computed with data through December of a given year. While December Treasury yields are available in (nearly) real time, December inflation data is released in the second half of the following January.
In the case of the BC survey, we have two options:

1. We can use BC inflation forecasts for quarters Q1-Q4 of the following year released in December. In this case, we put BC forecasters at a disadvantage compared to the model, since they will not have seen the December CPI release and some of the December yields at the time they turned in their forecasts.

2. To make sure that the BC forecasters incorporate the December CPI release in their forecast, we could instead use the February BC release. However, such forecasts reflect much other information that is excluded from the DTSM information set. For instance, by the end of January professional forecasters have observed at least one additional month of Treasury yields, spot oil prices, energy futures, breakeven inflation rates, inflation swaps, etc., all of which help them improve their forecasts for the first quarter well beyond what our DTSM could do. In particular, the Q1 inflation forecast reported in the February BC release is a “nowcast,” since it refers to a period for which the variable of interest is partially observed.\(^\text{25}\) Not surprisingly, it is well known that inflation nowcasts are very accurate (e.g., Faust and Wright (2013)). Also, since they are not “pure forecasts,” many authors do not use them at all (e.g., Aruoba (2016)).

To address these issues, we draw three comparisons between our model and the BC survey forecasts:

- First, we compare one-year-ahead DTSM forecasts to BC forecasts released in the last month of model estimation (e.g., December for a sample period ending in Q4).

- Second, we construct DTSM forecasts for the one-year period that spans quarters from 2 to 5 after the end of the estimation period. We compare them to the corresponding

\(^{25}\text{A third alternative would be to pair the December DTSM forecasts with the January release of the BC forecasts. There are two problems that lead us to dismiss this option. First, similar to the December BC release, at the time of the January release the BC forecasters have not yet seen the December CPI number. Second, the Q1 forecast in the January BC release is a nowcast and is therefore subject to the same caveats we face with the February release.}\)
BC forecasts from the release in the second month after the end of the estimation period (e.g., February for a sample period ending in Q4). That is, we exclude the BC nowcast from the comparison.

- Third, for completeness and full transparency, we also compare the one-quarter-ahead DTSM forecasts to the Blue-Chip one-quarter nowcast released in the second month after the end of the estimation period (e.g., February for a sample period ending in Q4).

All comparisons have merit, but the first and the second ones are the most relevant in our case. In both cases, they show that our model outperforms survey forecasts, even when, in the second case, forecasters are given 1-2 months of additional information compared to our model. The third comparison confirms that forecasters produce very informed nowcasts. However, when we look at forecasts, our model outperforms professional forecasters.

Similar issues arise with the SPF; we address them in the same way.

A.3 Core, food, and energy weights

Market participants deflate nominal asset prices in equation (11) at the total inflation rate, \(\pi_t\). In the model that has three inflation factors, we compute \(\pi_t\) as the weighted sum of the core, food, and energy inflation series. That is, \(\pi_t = \pi_t^{tot} = \omega^c_t \pi_t^c + \omega^f_t \pi_t^f + \omega^e_t \pi_t^e\), where the weights \(\omega^c_t\), \(\omega^f_t\), and \(\omega^e_t\) represent the relative importance of core, food, and energy prices in the total price index at time \(t\). This appendix describes how we construct such weights.

A.3.1 Consumer price index weights

For the CPI weights we use the relative importance of core, food, and energy in the CPI reported by the Bureau of Labor Statistics (BLS). The relative importance of a component is the percentage share of the expenditure on that component relative to the expenditure on all items within an area. The BLS conducts a Consumer Expenditure Survey to deter-
mine how these shares change over time to reflect fluctuations in the consumption patterns of the population. Each year since 1987, the BLS releases the December value of these series based on the core, food, and energy consumption baskets for that year. Monthly fluctuations in prices result in changes in the relative importance shares for these baskets compared to the values reported the previous December. To account for this pattern, we update the value of the December shares to obtain monthly series that reflect the changes in the cost to purchase the same food, core, and energy baskets. The BLS Internet site at http://www.bls.gov/cpi/cpi_riar.htm explains in details how to do that. The BLS does not make relative importance shares broadly available for years prior to 1987. We thank the BLS for sharing such data with us.

A.3.2 Personal consumption expenditures weights

Similar to the CPI weights, the PCE weights are the shares of the expenditures on the core, food, and energy baskets relative to total personal consumption expenditures. To compute these shares, we use data from the national income and product account (NIPA) Table 2.3.5U, Personal Consumption Expenditures by Major Type of Product and by Major Function. The variables are (1) Personal consumption expenditures; (2) Personal consumption expenditures excluding food and energy; (3) Food and beverages purchased for off-premises consumption; and (4) Energy goods and services.
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Figure 1: CPI Inflation Series. The plots depict total, core, food, and energy quarterly CPI inflation series. The sample period is 1985Q1-2015Q4.

Figure 2: DTSM* Factor Loadings. The plot depicts the factor loadings for nominal yields on the latent factors ($B_n^1$, $B_n^2$, and $B_n^3$), inflation factors ($B_n^{core}$, $B_n^{food}$, and $B_n^{energy}$), and real activity $B_n^{activity}$ where $n$ denotes quarters to maturity. Factor loadings are scaled to correspond to one standard deviation movement in the factors. The sample period is 1985Q1-2015Q4.
Figure 3: **RMSE Percentage Ratios: DTSM**$^*$ vs. **ARMA(1,1)**. For the DTSM$^*$ and ARMA models, we compute one-year-ahead RMSEs over a grid of out-of-sample windows with start date ranging from 1997Q4 to 2000Q4 and end date from 2004Q4 to 2014Q4. The figure displays their percentage ratio, 100 × (RMSE DTSM$^*$/RMSE ARMA − 1). Negative numbers in the plot signal that the DTSM$^*$ outperforms the ARMA. The top panel shows results for core CPI inflation, while results for total CPI inflation are in the bottom panel.
Figure 4: **RMSE Percentage Ratios: DTSM* vs. Survey Forecasts.** We compute RMSEs for the DTSM* and SPF / BC total inflation forecasts one year out over a grid of out-of-sample windows with start date ranging from 1997Q4 to 2000Q4 and end date from 2004Q4 to 2014Q4. The figure displays the percentage ratios $100 \times (\text{RMSE DTSM*}/\text{RMSE Surveys} - 1)$. Negative numbers in the plot signal that the DTSM* outperforms the survey forecasts.
Figure 5: **RMSE Percentage Ratios, 2-5 Quarters Ahead: DTSM* vs. Survey Forecasts.** We compute RMSEs for the DTSM* and SPF / BC total inflation forecasts 2-to-5 quarters ahead over a grid of out-of-sample windows with start date ranging from 1997Q4 to 2000Q4 and end date from 2004Q4 to 2014Q3. The figure displays the percentage ratios $100 \times (\text{RMSE DTSM}^*/\text{RMSE Surveys} - 1)$. Negative numbers in the plot signal that the DTSM* outperforms the survey forecasts.
Figure 6: **Energy Pass Through.** We repeatedly estimate the model using data that start in 1985Q1 and end on dates that range from 1995Q4 to 2015Q4. For each sample period, the plot shows the estimate of the $\phi_{\pi_{t},\pi_{t-1}}$ coefficient and its 90% confidence bands.
Table 1: **Summary Data Statistics.** The table reports summary statistics for CPI and PCE inflation series on core, food, energy and total consumer price indices; as well as CPI and PCE measures of relative importance weights for the core, food, and energy price indices. CPI- and PCE-weighted are the total inflation series computed from their core, food, and energy components using the relative importance weights. The sample period is 1985Q1-2015Q4.

<table>
<thead>
<tr>
<th>Central moments</th>
<th>Autocorrelations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td><strong>Panel A: CPI inflation and weights</strong></td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>2.65</td>
</tr>
<tr>
<td>CPI-weighted</td>
<td>2.69</td>
</tr>
<tr>
<td>CPI-core</td>
<td>2.72</td>
</tr>
<tr>
<td>CPI-food</td>
<td>2.79</td>
</tr>
<tr>
<td>CPI-energy</td>
<td>2.09</td>
</tr>
<tr>
<td>Weight-core</td>
<td>0.77</td>
</tr>
<tr>
<td>Weight-food</td>
<td>0.15</td>
</tr>
<tr>
<td>Weight-energy</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Panel B: PCE inflation and weights</strong></td>
<td></td>
</tr>
<tr>
<td>PCE</td>
<td>2.23</td>
</tr>
<tr>
<td>PCE-weighted</td>
<td>2.25</td>
</tr>
<tr>
<td>PCE-core</td>
<td>2.25</td>
</tr>
<tr>
<td>PCE-food</td>
<td>2.30</td>
</tr>
<tr>
<td>PCE-energy</td>
<td>2.17</td>
</tr>
<tr>
<td>Weight-core</td>
<td>0.86</td>
</tr>
<tr>
<td>Weight-food</td>
<td>0.09</td>
</tr>
<tr>
<td>Weight-energy</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table 2: Variance Decomposition. We use the baseline DTSM$^*$ to decompose the variation in nominal yields, inflation, and real activity into proportions associated with shocks to the latent factors $\ell^1$, $\ell^2$, and $\ell^3$; core, food, and energy inflation; and real activity. In Panels A-C, we decompose the variance of the one-quarter, five- and ten-year yield; Panels D-H show a similar decomposition for the variance of core, food, energy, and total CPI inflation, and real activity. The sample period is 1985Q1-2015Q4.

<table>
<thead>
<tr>
<th>Horizon (quarters):</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>20</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: 1-quarter yield</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ell^1$</td>
<td>15.17</td>
<td>28.31</td>
<td>37.06</td>
<td>48.79</td>
<td>65.54</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>52.49</td>
<td>56.32</td>
<td>52.34</td>
<td>43.52</td>
<td>29.26</td>
</tr>
<tr>
<td>$\ell^3$</td>
<td>2.92</td>
<td>1.73</td>
<td>1.27</td>
<td>0.96</td>
<td>0.69</td>
</tr>
<tr>
<td>CPI-core</td>
<td>21.84</td>
<td>10.08</td>
<td>6.89</td>
<td>4.97</td>
<td>3.35</td>
</tr>
<tr>
<td>CPI-food</td>
<td>2.07</td>
<td>0.97</td>
<td>0.66</td>
<td>0.47</td>
<td>0.31</td>
</tr>
<tr>
<td>CPI-energy</td>
<td>0.12</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Activity</td>
<td>5.39</td>
<td>2.55</td>
<td>1.74</td>
<td>1.25</td>
<td>0.83</td>
</tr>
<tr>
<td>Panel B: 5-year yield</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ell^1$</td>
<td>63.16</td>
<td>69.12</td>
<td>74.03</td>
<td>80.28</td>
<td>86.95</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>35.11</td>
<td>29.81</td>
<td>25.10</td>
<td>18.97</td>
<td>12.39</td>
</tr>
<tr>
<td>$\ell^3$</td>
<td>0.34</td>
<td>0.33</td>
<td>0.30</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>CPI-core</td>
<td>1.25</td>
<td>0.66</td>
<td>0.51</td>
<td>0.44</td>
<td>0.38</td>
</tr>
<tr>
<td>CPI-food</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>CPI-energy</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Activity</td>
<td>0.12</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Panel C: 10-year yield</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ell^1$</td>
<td>83.66</td>
<td>86.75</td>
<td>89.28</td>
<td>92.18</td>
<td>94.27</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>15.67</td>
<td>12.73</td>
<td>10.24</td>
<td>7.34</td>
<td>5.25</td>
</tr>
<tr>
<td>$\ell^3$</td>
<td>0.27</td>
<td>0.28</td>
<td>0.26</td>
<td>0.23</td>
<td>0.21</td>
</tr>
<tr>
<td>CPI-core</td>
<td>0.35</td>
<td>0.21</td>
<td>0.20</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>CPI-food</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CPI-energy</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Activity</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Table 4, continued

<table>
<thead>
<tr>
<th>Horizon (quarters):</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>20</th>
<th>∞</th>
</tr>
</thead>
</table>

Panel D: Core CPI Inflation

\[ \ell^1 \]
4.84  18.21  29.11  42.47  60.20

\[ \ell^2 \]
2.30  9.79  13.02  12.59  9.12

\[ \ell^3 \]
75.37  57.83  46.48  36.08  24.56

CPI-core  16.42  13.12  10.54  8.20  5.66

CPI-food  0.03  0.07  0.06  0.05  0.03

CPI-energy  0.00  0.00  0.00  0.00  0.00

Activity  1.03  0.99  0.80  0.62  0.43

Panel E: Food CPI Inflation

\[ \ell^1 \]
0.03  0.41  1.04  2.23  4.96

\[ \ell^2 \]
0.23  0.54  0.87  1.11  1.14

\[ \ell^3 \]
0.85  0.86  0.86  0.85  0.83

CPI-core  16.31  16.24  16.08  15.85  15.40

CPI-food  81.62  80.95  80.16  78.99  76.72

CPI-energy  0.00  0.00  0.00  0.00  0.00

Activity  0.96  1.00  0.99  0.97  0.95

Panel F: Energy CPI Inflation

\[ \ell^1 \]
0.01  0.13  0.34  0.75  1.72

\[ \ell^2 \]
0.07  0.13  0.22  0.28  0.30

\[ \ell^3 \]
0.42  0.42  0.42  0.42  0.42

CPI-core  8.67  8.69  8.67  8.63  8.55

CPI-food  2.35  2.37  2.37  2.35  2.33

CPI-energy  88.13  87.90  87.64  87.22  86.35

Activity  0.34  0.35  0.35  0.35  0.34

Panel G: Total CPI Inflation

\[ \ell^1 \]
0.35  1.46  2.70  4.76  9.18

\[ \ell^2 \]
0.36  1.02  1.46  1.68  1.68

\[ \ell^3 \]
6.41  6.34  6.23  6.09  5.81

CPI-core  15.59  15.31  15.05  14.69  14.01

CPI-food  2.52  2.51  2.47  2.41  2.30

CPI-energy  74.00  72.61  71.35  69.65  66.34

Activity  0.76  0.75  0.74  0.72  0.69
### Panel H: Real Activity

<table>
<thead>
<tr>
<th>Horizon (quarters):</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>20</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^1$</td>
<td>0.02</td>
<td>0.14</td>
<td>0.28</td>
<td>0.52</td>
<td>1.08</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>14.40</td>
<td>14.77</td>
<td>14.99</td>
<td>15.09</td>
<td>15.03</td>
</tr>
<tr>
<td>$\ell^3$</td>
<td>1.25</td>
<td>1.28</td>
<td>1.28</td>
<td>1.27</td>
<td>1.26</td>
</tr>
<tr>
<td>CPI-core</td>
<td>13.26</td>
<td>13.17</td>
<td>13.11</td>
<td>13.06</td>
<td>12.98</td>
</tr>
<tr>
<td>CPI-food</td>
<td>6.47</td>
<td>6.50</td>
<td>6.47</td>
<td>6.45</td>
<td>6.41</td>
</tr>
<tr>
<td>CPI-energy</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Activity</td>
<td>64.60</td>
<td>64.14</td>
<td>63.87</td>
<td>63.61</td>
<td>63.24</td>
</tr>
</tbody>
</table>

Table 3: **Forecasts of Annual Inflation Series.** We repeatedly estimate each model using data that start in 1985Q1 and end on dates ranging from 1999Q4 to 2014Q4; for each of these sample periods we forecast inflation one year out. For each model, the table shows RMSEs in percent per year and $p$-values for a test of equal forecast accuracy (West (1996)) computed under the null that the RMSE for that model equals the RMSE for the ARMA(1,1), when the alternative is that the RMSE for the ARMA(1,1) exceeds the RMSE for that model.

Panel A: Time series models and survey forecasts of CPI inflation

<table>
<thead>
<tr>
<th>Total</th>
<th>Core</th>
<th>Food</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>$p$-val.</td>
<td>RMSE</td>
<td>$p$-val.</td>
</tr>
<tr>
<td>Time series models of inflation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA</td>
<td>1.60</td>
<td>0.53</td>
<td>1.49</td>
</tr>
<tr>
<td>ARMA$_W$</td>
<td>1.43</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>VAR$_II$</td>
<td>1.47</td>
<td>0.06</td>
<td>0.63</td>
</tr>
<tr>
<td>RW</td>
<td>1.81</td>
<td>0.87</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Surveys without nowcast

<table>
<thead>
<tr>
<th>RMSE</th>
<th>$p$-val.</th>
</tr>
</thead>
<tbody>
<tr>
<td>U. of M.</td>
<td>1.80</td>
</tr>
<tr>
<td>SPF</td>
<td>1.30</td>
</tr>
<tr>
<td>BC</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Surveys with nowcast

<table>
<thead>
<tr>
<th>RMSE</th>
<th>$p$-val.</th>
</tr>
</thead>
<tbody>
<tr>
<td>U. of M.</td>
<td>1.74</td>
</tr>
<tr>
<td>SPF</td>
<td>1.22</td>
</tr>
<tr>
<td>BC</td>
<td>1.21</td>
</tr>
</tbody>
</table>
Panel B: DTSMs estimated on CPI data

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th></th>
<th>Food</th>
<th></th>
<th>Energy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>p-val.</td>
<td>RMSE</td>
<td>p-val.</td>
<td>RMSE</td>
<td>p-val.</td>
</tr>
<tr>
<td>Baseline DTSM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM*</td>
<td>1.19</td>
<td>0.03</td>
<td>0.50</td>
<td>0.35</td>
<td>1.31</td>
<td>0.15</td>
</tr>
<tr>
<td>Over-identifying restrictions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM&lt;sup&gt;Max&lt;/sup&gt;</td>
<td>1.41</td>
<td>0.10</td>
<td>0.48</td>
<td>0.15</td>
<td>1.46</td>
<td>0.45</td>
</tr>
<tr>
<td>DFM</td>
<td>1.32</td>
<td>0.06</td>
<td>0.49</td>
<td>0.28</td>
<td>1.42</td>
<td>0.31</td>
</tr>
<tr>
<td>DFM&lt;sup&gt;CT&lt;/sup&gt;</td>
<td>1.33</td>
<td>0.07</td>
<td>0.49</td>
<td>0.26</td>
<td>1.42</td>
<td>0.32</td>
</tr>
<tr>
<td>DTSM&lt;sup&gt;Max,Tot&lt;/sup&gt;</td>
<td>1.33</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM&lt;sup&gt;Max,Core&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM&lt;sup&gt;Tot&lt;/sup&gt;</td>
<td>1.61</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM&lt;sup&gt;Core&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Panel C: Robustness checks

|                                | Yields series       |          | Real activity measures |          | TIPS and surveys |          | Monthly frequency |          | Unspanned macroeconomic factors |          |
| Yields series                  |             |          |           |          |           |          |           |          |           |          |           |          |
| DTSM<sup>Yields</sup>          | 1.19        | 0.03     | 0.53      | 0.49     | 1.30      | 0.15     | 12.87     | 0.45     |           |          |           |          |
| DTSM<sup>GSW</sup>             | 1.26        | 0.07     | 0.64      | 0.84     | 1.49      | 0.49     | 13.00     | 0.53     |           |          |           |          |
| Real activity measures         |             |          |           |          |           |          |           |          |           |          |           |          |
| DTSM<sup>GDP</sup>             | 1.19        | 0.03     | 0.52      | 0.46     | 1.30      | 0.17     | 12.83     | 0.42     |           |          |           |          |
| DTSM<sup>CFNAI</sup>           | 1.23        | 0.05     | 0.56      | 0.64     | 1.25      | 0.19     | 12.82     | 0.40     |           |          |           |          |
| TIPS and surveys               |             |          |           |          |           |          |           |          |           |          |           |          |
| DTSM<sup>TIPS</sup>            | 1.28        | 0.09     | 0.51      | 0.37     | 1.32      | 0.23     | 12.49     | 0.19     |           |          |           |          |
| DTSM<sup>BC</sup>              | 1.26        | 0.05     | 0.54      | 0.51     | 1.32      | 0.20     | 13.20     | 0.76     |           |          |           |          |
| DTSM<sup>SPF</sup>             | 1.25        | 0.04     | 0.53      | 0.48     | 1.32      | 0.18     | 13.26     | 0.76     |           |          |           |          |
| DTSM<sup>TIPS+BC</sup>         | 1.27        | 0.05     | 0.47      | 0.15     | 1.33      | 0.25     | 13.07     | 0.64     |           |          |           |          |
| DTSM<sup>TIPS+SPF</sup>        | 1.27        | 0.05     | 0.47      | 0.13     | 1.32      | 0.23     | 13.12     | 0.66     |           |          |           |          |
| Monthly frequency              |             |          |           |          |           |          |           |          |           |          |           |          |
| DTSM<sup>Monthly</sup>         | 1.18        | 0.04     | 0.59      | 0.74     | 1.27      | 0.15     | 12.75     | 0.31     |           |          |           |          |
| Unspanned macroeconomic factors|             |          |           |          |           |          |           |          |           |          |           |          |
| DTSM<sup>UMRE</sup>            | 1.20        | 0.03     | 0.52      | 0.43     | 1.31      | 0.15     | 13.03     | 0.55     |           |          |           |          |
| DTSM<sup>UMR</sup>             | 1.27        | 0.05     | 0.47      | 0.11     | 1.36      | 0.13     | 13.01     | 0.61     |           |          |           |          |
Panel D: Time series models and DTSMs estimated on PCE data

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Core</th>
<th>Food</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>p-val.</td>
<td>RMSE</td>
<td>p-val.</td>
</tr>
<tr>
<td>Time series models of inflation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA</td>
<td>1.19</td>
<td>0.41</td>
<td>1.87</td>
<td>13.49</td>
</tr>
<tr>
<td>ARMA_W</td>
<td>1.03</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAR_H</td>
<td>1.07</td>
<td>0.15</td>
<td>0.51</td>
<td>1.00</td>
</tr>
<tr>
<td>RW</td>
<td>1.33</td>
<td>0.82</td>
<td>0.42</td>
<td>0.56</td>
</tr>
<tr>
<td>Baseline DTSM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM*</td>
<td>0.99</td>
<td>0.18</td>
<td>0.56</td>
<td>0.91</td>
</tr>
</tbody>
</table>
Table 4: **Long-Run Inflation Forecasts**. We repeatedly estimate each model using data that start in 1985Q1 and end on dates ranging from 1999Q4 to 2014Q4; for each of these sample periods we forecast inflation from one quarter to five years out. For each model, the table shows RMSEs in percent per year and *p*-values for a test of equal forecast accuracy (West (1996)) computed under the null that the RMSE for that model equals the RMSE for the ARMA(1,1), when the alternative is that the RMSE for the ARMA(1,1) exceeds the RMSE for that model.

<table>
<thead>
<tr>
<th></th>
<th>CPI</th>
<th>CPI-core</th>
<th>CPI-food</th>
<th>CPI-energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ARMA</td>
<td>DTSM*</td>
<td>ARMA</td>
<td>DTSM*</td>
</tr>
<tr>
<td>1Q</td>
<td>2.51</td>
<td>2.30</td>
<td>0.56</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.60)</td>
<td>(0.37)</td>
<td>(0.60)</td>
</tr>
<tr>
<td>1Y</td>
<td>1.60</td>
<td>1.19</td>
<td>0.53</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.35)</td>
<td>(0.15)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>2Y</td>
<td>1.19</td>
<td>0.80</td>
<td>0.57</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.20)</td>
<td>(0.09)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>3Y</td>
<td>1.03</td>
<td>0.67</td>
<td>0.61</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.10)</td>
<td>(0.52)</td>
</tr>
<tr>
<td>4Y</td>
<td>0.94</td>
<td>0.58</td>
<td>0.61</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.19)</td>
<td>(0.42)</td>
</tr>
<tr>
<td>5Y</td>
<td>0.86</td>
<td>0.49</td>
<td>0.61</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.00)</td>
<td>(0.29)</td>
<td>(0.32)</td>
</tr>
</tbody>
</table>

Table 5: **Total CPI Inflation Forecasts: DTSM* vs. Surveys**. We repeatedly estimate the DTSM* using data that start in 1985Q1 and end on dates ranging from 1999Q4 to 2014Q4; for each of these sample periods we forecast inflation from one to five quarters out. The table shows RMSEs for the DTSM* and the corresponding SPF/BC survey forecasts in percent per year. In parentheses are the *p*-values for a test of equal forecast accuracy (West (1996)) computed under the null that the RMSE for the DTSM* equals the SPF/BC RMSE, when the alternative is that the SPF/BC RMSE exceeds the RMSE for the DTSM*.

<table>
<thead>
<tr>
<th></th>
<th>SPF</th>
<th>DTSM*</th>
<th>BC</th>
<th>DTSM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Without Nowcast</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-4Q</td>
<td>1.30</td>
<td>1.19</td>
<td>1.28</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B: With Nowcast</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1Q (nowcast)</td>
<td>1.42</td>
<td>2.24</td>
<td>1.46</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td>(0.94)</td>
<td>(0.95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-5Q</td>
<td>1.31</td>
<td>1.20</td>
<td>1.28</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6: **Treasury Yields Forecasts.** We repeatedly estimate each model using data that start in 1985Q1 and end on dates ranging from 1999Q4 to 2014Q4; for each of these sample periods we forecast nominal Treasury yields one year out. For each model, the table shows RMSEs in percentage per year and $p$-values for a test of equal forecast accuracy (West (1996)) computed under the null that the RMSE for that model equals the RMSE for the ARMA(1,1), when the alternative is that the RMSE for the ARMA(1,1) exceeds the RMSE for that model.

<table>
<thead>
<tr>
<th></th>
<th>1Q Yield</th>
<th>5Y Yield</th>
<th>10Y Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>$p$-val.</td>
<td>RMSE</td>
</tr>
<tr>
<td>Panel A: Univariate interest rates models and survey forecasts</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA</td>
<td>1.38</td>
<td>1.10</td>
<td>0.89</td>
</tr>
<tr>
<td>RW</td>
<td>1.77</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>SPF</td>
<td>1.52</td>
<td>0.88</td>
<td>1.02</td>
</tr>
<tr>
<td>Panel B: DTSMs, estimation on CPI data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM$^*$</td>
<td>1.21</td>
<td>0.06</td>
<td>0.89</td>
</tr>
<tr>
<td>DTSM$^{UMRe}$</td>
<td>1.21</td>
<td>0.06</td>
<td>0.90</td>
</tr>
<tr>
<td>DTSM$^{UMR}$</td>
<td>1.49</td>
<td>0.84</td>
<td>1.01</td>
</tr>
<tr>
<td>Panel C: DTSM, estimation on PCE data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTSM$^*$</td>
<td>1.23</td>
<td>0.08</td>
<td>0.88</td>
</tr>
</tbody>
</table>
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