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Abstract

MIXPREG provides maximum marginal likelihood estimates for mixed-e®ects

Poisson regression analysis. These models can be used for analysis of correlated

count data, for example, data arising from a clustered design. For clustered data,

the mixed-e®ects model assumes that data within clusters are dependent. The

degree of dependency is jointly estimated with the usual model parameters, thus

adjusting for dependence resulting from clustering of the data. MIXPREG uses

marginal maximum likelihood estimation, utilizing a Newton-Raphson iterative so-

lution. Speci¯cally, the Cholesky factor of the random-e®ects variance-covariance

matrix is estimated along with the e®ects of model covariates. Examples illustrating

usage and features of MIXPREG are provided.

Keywords: count data; poisson regression; heterogeneity; clustering; multilevel data;

random e®ects; correlated responses
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1 Introduction

Count data are common in some ¯elds of research. For example, outcome variables

such as \frequency of service use" or \number of hospitalizations" are typical of

count data that are obtained in mental health services research. While one could

analyze these outcomes using models for normally-distributed outcomes, the prepon-

derance of zeros and small values and the clearly discrete nature of the dependent

variable suggest that a model that accounts for these characteristics is preferable

and more appropriate. The Poisson regression model provides an attractive solution

for the analysis of count data if observations are independent, i.e., not longitudinal

or clustered, ([1]).

It is often the case, however, that subjects are observed nested within clusters

(i.e., schools, ¯rms, clinics), or are repeatedly measured. In this case, use of the

ordinary Poisson regression model assuming independence of observations is prob-

lematic since observations from the same cluster or subject are usually correlated.

For data that are clustered and/or longitudinal, mixed-e®ects regression models

are becoming increasingly popular, and several books have recently been written on

this topic [2, 3, 4]. Common to both clustered and longitudinal data is the idea of

nesting. In clustered data, subjects are clustered or nested within a larger context,

for example, a hospital, school, clinic, or ¯rm. In longitudinal data where individuals

are repeatedly assessed, measures are clustered or nested within individuals. In order

to take the nesting of data into account, models with random e®ects are typically

employed. For clustered data the random e®ects represent cluster e®ects, while for

longitudinal data the random e®ects represent subject e®ects.

There has been much work done on mixed-e®ects models for continuous re-

ponses, and an increasing amount of work has focused on mixed-e®ects models for

non-continuous response data. In this regard, mixed-e®ect models for both dichoto-

mous [5, 6, 7, 8, 9, 10] and ordinal [11, 12, 13, 14, 15, 16] responses have been

described. For count data, various types of Poisson random-e®ects models have

been proposed. A recent review of some of these methods applied to longitudinal
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Poisson data is given in Stukel [17]. Thall [18] proposed a mixed Poisson-gamma

regression model for analyzing longitudinal interval count data. In this model, a

single random e®ect is included to account for the correlated responses within an

individual, and this random e®ect is distributed as a gamma distribution in the pop-

ulation of subjects. Other similar Poisson random-e®ects models are discussed by

Albert [19], and Lawless [20]. These procedures generally do not allow for multiple

random e®ects, and they do not add the random e®ects on the same scale as the

¯xed e®ects. As mentioned by Diggle, Liang, and Zeger [21] adding multiple nor-

mally distributed random e®ects on the same scale as the ¯xed e®ects of the Poisson

regression model provides a more general and °exible model, however, these authors

only outline an approximate maximum likelihood solution for this model.

This paper describes the FORTRAN program MIXPREG (mixed-e®ects Pois-

son regression) for the analysis of repeated or clustered count data. MIXPREG

can accommodate multiple random e®ects, and allows for a general form for model

covariates. A maximum marginal likelihood solution is implemented for parame-

ter estimation using multi-dimensional quadrature to numerically integrate over the

distribution of random-e®ects. A Newton-Raphson iterative solution provides rela-

tively quick convergence and standard errors for the model parameters. Examples of

analysis of both clustered and longitudinal data will illustrate features of MIXPREG

for count data.

Very little commercially-based software exists to perform mixed-e®ects regres-

sion analysis for count data. Recently, the SAS macro program GLIMMIX has

been made available to perform such analysis. Unlike GLIMMIX which uses an

approximate Taylor expansion to linearize the non-linear model, MIXPREG uses a

full-information maximum likelihood approach.

2 Computational Methods

Siddiqui and Hedeker [22] describe the statistical development of the mixed-e®ects

Poisson regression model. Here, we will present the key computational features.
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Using the terminology of multilevel analysis [2] let i denote the level-2 units (clusters)

and let j denote the level-1 units (nested observations). Assume that there are

i = 1; : : :N level-2 units and j = 1; : : : ; ni level-1 units nested within each level-2

unit. Let tik represent the follow-up time associated with units i and k. Let yik be the

value of the count variable (where yik can equal 0; 1; : : :) associated with level-2 unit

i and level-1 unit k. If this count is assumed to be drawn from a Poisson distribution,

then the random-e®ects Poisson regression model indicates the expected number of

counts in tik as:

¸ik = tik exp zik (1)

with

zik = x0ik¯i +w0ik® (2)

where wik is the p£1 covariate vector and xik is the design vector for the r random

e®ects, both vectors being for the kth level-1 unit nested within level-2 unit i. Also,

® is the p£1 vector of unknown ¯xed regression parameters, and ¯i is the r£1 vector

of unknown random e®ects for the level-2 unit i. The distribution of the random

e®ects is assumed to be multivariate normal with mean vector ¹ and covariance

matrix §¯ . Since the level-2 subscript i is present for the x vector, not all level-2

units are assumed to have the same number of level-1 observations nested within.

Assuming the Poisson process for the count yik, the probability, for a given

level-2 unit i, that Yik = yik (Y is a random variable whose realization in data is

y), conditional on ¯ and ®, is given as:

P (Yik = yik j ¯;®) = exp(¡¸ik)
(¸ik)yik

yik!
(3)

Letting yi denote the vector of counts from level-2 unit i (for the ni level-1 units

nested within), the probability of any yi, given ¯ and ®, is equal to the product of

the probabilities of the level-1 responses:
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`(yi j ¯;®) =
niY

k=1

·
exp(¡¸ik)

(¸ik)
yik

yik!

¸

= exp

"
¡

niX

k=1

¸ik +
niX

k=1

yik log tik +
niX

k=1

yikzik ¡
niX

k=1

log(yik!)

#
(4)

Then the marginal density of yi in the population is expressed as the following

integral of the likelihood, `(¢), weighted by the prior density g(¢):

h(yi) =
Z

¯
`(yi j ¯;®) g(¯) d¯

where g(¯) represents the distribution of the ¯ vector in the population. Following

Gibbons and Bock [8], it is useful to orthogonally transform the response model.

For this, let ¯i = Tµi + ¹, where TT 0 = §¯ is the Cholesky decomposition of §¯.

The reparameterized model is then

zik = x0ik(Tµi +¹) +w0ik® :

The marginal density is then h(yi) =
R
µ `(yi j µ;®;¹;T ) g(µ)dµ, where g(µ) rep-

resents the multivariate standard normal density.

For estimation of the covariate coe±cients ®, and the population parameters

¹ and T , the marginal log-likelihood for the patterns from the N level-2 units

can be written as logL =
PN
i log h(yi). Let ´ represent the vector of parameters

obtained by stacking ®, ¹, and v(T ) (the vector containing the unique elements of

the Cholesky factor T ). Di®erentiating the marginal log-likelihood yields:

@ logL

@´
=

NX

i=1

h¡1(yi)

Z

µ

@ log `(yi j µ;®;¹;T )

@´
`(yi j µ;®;¹;T ) g(µ) dµ

=
NX

i=1

h¡1(yi)

Z

µ

"
niX

k=1

(yik ¡ ¸ik)
@zik
@´

#
`(yi j µ;®;¹;T ) g(µ) dµ

where @zik=@´ is obtained by stacking the following vectors:

@zik
@®

= wik
@zik
@¹

= xik
@zik

@(v(T ))
= Jr (µi  xik)
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noting that Jr is a transformation matrix [23] eliminating elements above the main

diagonal.

For a Newton-Raphson solution, the matrix of second derivatives must also be

derived. For this, denote hi = h(yi), `i = `(yi j µ;®;¹;T ), and

@ logL

@´
=

NX

i=1

h¡1
i di

where

di =
Z

µ

@ log `i
@´

`i g(µ) dµ :

Notice that di is equal to @hi=@´, so that

@2 logL

@´@´0
=

NX

i=1

h¡2
i

·
hi
@di
@´
¡ di

@hi
@´0

¸

=
NX

i=1

h¡2
i

·
hi
@di
@´
¡ did0i

¸
;

where

@di
@´

=
Z

µ

"µ
@ log `i
@´

¶µ
@ log `i
@´

¶0
+
@2 log `i
@´@´0

#
`i g(µ) dµ :

Since the ¯rst derivatives are given as

@ log `i
@´

=
niX

k=1

(yik ¡ ¸ik)
@zik
@´

;

the second derivatives are obtained as

@2 log `i
@´@´0

= ¡
niX

k=1

¸ik
@zik
@´

µ
@zik
@´

¶0
:

The Newton-Raphson iterative procedure can now be implemented. Speci¯cally,

estimates for the vector of parameters ´, on iteration ¶ are improved by

´¶+1 = ´¶ ¡
"
@2 logL

@´¶ @´
0
¶

#¡1
@ logL

@´¶
(5)
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At convergence, the large-sample variance covariance matrix of the maximum like-

lihood estimator is then obtained as the inverse of the matrix of second derivatives.

The MML estimates and their accompanying standard errors can then be used to

construct asymptotic z-statistics by dividing the parameter estimate by its standard

error [24]. The computed z-statistic can then be compared with the standard nor-

mal table to test whether the parameter is signi¯cantly di®erent from zero. While

this use of the standard errors to perform hypothesis tests (and construct con¯dence

intervals) for the ¯xed e®ects (¹ and ®) is generally reasonable, for the variance and

covariance components (T ) this practice is problematic (see Bryk and Raudenbush

[3] page 55).

2.1 Numerical Quadrature

In order to solve the above likelihood equations, numerical integration on the trans-

formed µ space must be performed. For this, Gauss-Hermite quadrature can be

used to approximate the above integrals to any practical degree of accuracy [25].

In Gauss-Hermite quadrature, the integration is approximated by a summation on

a speci¯ed number of quadrature points Q for each dimension of the integration;

thus, for the transformed µ space, the summation goes over Qr points. As the

number of random e®ects r is increased, the terms in the summation (Qr) increases

exponentially in the quadrature solution. Fortunately, as is noted by Bock, Gibbons

and Muraki [26] in the context of a dichotomous factor analysis model, the num-

ber of points in each dimension can be reduced as the dimensionality is increased

without impairing the accuracy of the approximations; they indicated that for a ¯ve-

dimensional solution as few as three points per dimension were su±cient to obtain

adequate accuracy.

2.2 Solution incorporating Level-2 Weights

The above solution can be modi¯ed to accomodate weighted data, which occurs when

the same response pattern yi and covariate vector wi is observed for a number of



MIXPREG 8

level-2 units. As an example of weighted data, consider the frequency table published

by Ezzet and Whitehead [13] which is given below. This table lists the frequencies

corresponding to categorical responses at two timepoints for two groups of subjects:

group 1 and (group 2).

Rating at Post-Test

Pre-Test Rating 1 2 3 4

1 59 (63) 35 (13) 3 (0) 2 (0)

2 11 (40) 27 (15) 2 (0) 1 (0)

3 0 (7) 0 (2) 0 (1) 0 (0)

4 1 (2) 1 (0) 0 (1) 0 (0)

Each cell of this table represents a number (the frequency) of individuals (level-2

units) with the same response pattern yi (the categorical responses at two time-

points) and covariate vector wi (e.g., group). As such, these frequencies represent

weights which can be incorporated into a modeling of the responses across the two

timepoints.

Another instance where a weighted solution is useful is when one wants to di®er-

entially weight subjects (in a longitudinal study) or clusters (in a clustered study) in

order to make the sample more representative of a speci¯ed population. Variants of

this type of weighting of observations has been used extensively in survey research

[27].

For the weighted solution, express the weight for level-2 unit i as si. In the

summation over i, the log-likelihood is then written as: logL =
PN
i si log h(yi).

The derivatives and matrix of second derivatives are then multiplied by si. Notice,

that the unweighted solution is simply a restricted version of the weighted solution

where si = 1.

3 Program description and usage

MIXPREG is currently available in executable form for MS-DOS, WINDOWS-95,

and MACINTOSH computers. The MIXPREG instructions must be stored in the
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¯le MIXPREG.DEF (described below), and the user begins program execution us-

ing the MIXPREG.EXE ¯le (issuing the command MIXPREG in DOS, or double-

clicking on the MIXPREG icon in WINDOWS-95 or on the MACINTOSH). Here,

we will detail the procedure for running the program. MIXPREG makes use of the

following ¯les:

² input data ¯le

² MIXPREG.DEF - main de¯nition ¯le for analysis options and settings

² main output ¯le

In addition to the main output ¯le, MIXPREG produces the following additional

output ¯les:

² MIXPREG.EST - a ¯le containing the estimated parameters (with labels).

² MIXPREG.VAR - a ¯le containing the large-sample variance covariance ma-

trix of the parameter estimates (the inverse of the information matrix). The

full rectangular matrix is printed out, row by row, with the order of the pa-

rameters identical to that of MIXPREG.EST (i.e., no labels are given in MIX-

PREG.VAR).

² MIXPREG.RES - if there is only one random e®ect (either R=1, or R> 1 and

VGRP=1, see below) then a ¯le containing empirical Bayes estimates of the

random e®ect for each level-2 unit is produced. This ¯le lists for each level-2

unit: level-2 ID, the number of level-1 units ni, the empirical Bayes estimate

(posterior mean), and the posterior standard deviation. Additionally, if each

level-2 unit has a frequency weight, then this weight is also output to this ¯le

immediately following the level-2 ID (and before ni).

3.1 Structure of the input data ¯le

This ¯le contains all data (i.e., level-2 identi¯er, count variable, and covariates) to

be read in by the program. It is read in free format and must be a standard text
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(ASCII) ¯le with no hidden characters or word processing format codes. Variable

¯elds must be separated by one or more blanks. The data are assumed to consist of

multiple level 1 observations within a higher-order (2nd level) unit. There must be

a level-2 ID variable for each record and the data must be sorted by this level-2 ID

variable. The nested measurements (level 1) of a cluster (level 2) take up as many

records in this ¯le as there are level 1 units within that cluster. Thus, some clusters

can have, for example, 40 records while others may have 20 to 50 records.

The ¯elds of variables that are read in, separated by one or more blanks, on a

line (or lines) are as follows (the order of the variables does not matter):

ID Count Xvector Wvector

where, ID refers to an the level-2 ID number which does not change across level-1

units, Count is the value of count variable for the observation, Xvector is the part

of the design matrix for the random e®ects, and Wvector is the covariate vector

for the observation,. All variables are read as REAL*8 with the exception of the

level-2 IDs which are read as INTEGER. All missing data must have a numeric

missing value code, in particular, missing values left as blank ¯elds will de¯nitely

cause problems.

3.2 Analysis options and settings - MIXPREG.DEF

This ¯le contains the information to determine which statistical model should be ¯t

to the data in the input data ¯le. Although a word processor can be used to create

this ¯le, it must be saved as a standard text (ASCII) ¯le with no hidden characters

or word processing format codes. The analysis options and settings that comprise

this ¯le are described in Tables 1a, 1b, 1c, and 1d.

Insert Tables 1a, 1b, 1c, and 1d about here

Except where noted, this ¯le is read in free format. This ¯le is created by

the user directly before typing the command MIXPREG (or for WINDOWS-95 or
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MACINTOSH, double-clicking on the MIXPREG ¯le). This ¯lename and extension

(MIXPREG.DEF) must be used and should be in the same directory as the program

MIXPREG.EXE or accessible via appropriate PATH statements.

3.3 Main output ¯le

This ¯le contains descriptive information about the variables read in to MIXPREG,

as well as the main results of the speci¯ed analysis. The examples of the output ¯le

provided below illustrate the contents of this ¯le. In terms of numbers of observa-

tions, the number of level-2 units, the total number of level-1 units, and the number

of level-1 units for each level-2 unit are listed. For each variable (except the ID

variable) read in to the program, the following descriptive statistics are provided:

minimum, maximum, mean, and standard deviation. These descriptive statistics are

based on the total number of level-1 observations. An optional listing of the mean

and standard deviation of Count by levels of one of the model covariates may be

obtained. Starting values, either user-de¯ned or program-generated, are listed for

all model parameters. Finally, MIXPREG indicates the number (and percentage)

of level-2 units with non varying level-1 responses on Count.

In terms of program results, the number of iterations required to achieve conver-

gence is listed, followed by the number of quadrature points requested, and the value

of the log-likelihood at convergence. Since the log-likelihood value multiplied by -2

(i.e., the deviance) can be used to perform likelihood-ratio tests [28], the deviance

value is also listed. Following the deviance value is a listing of the ridge value.

The ridge is an incremental adjustment which is made to the diagonal elements

of the information matrix if the program encounters a non-increasing likelihood or

some other indication of numerical di±culty during the iterations. This adjustment

often improves the chances of convergence. At present, the ridge starts at zero,

and is increased by 0.1 each time that di±culties are encountered. At convergence,

the ridge is set back to zero in order to obtain the correct standard errors for the

model parameters, however the listing of the ridge value indicates its value prior
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to being reset to zero. As such, the listed ridge value is indicative of the degree of

computational di±culty that the program encountered.

For each parameter of the model, maximum marginal likelihood estimates, stan-

dard errors, z-values, and p-values are then provided. These p-values are two-tailed,

except for the variance parameters where one-tailed p-values are given. This use

of the standard errors to perform hypothesis tests for the variance parameters is

controversial (see Bryk and Raudenbush [3] page 55). Also, it is important to real-

ize that it is the Cholesky factor of the random-e®ects variance-covariance matrix

that is estimated, and not the variance-covariance matrix itself. If only one random

e®ect is requested in the model, the Cholesky factor is simply the square root of

the variance, that is, the standard deviation. Analogously, with multiple random

e®ects, the Cholesky factor represents the matrix square root.

Following the parameter estimates (and associated statistics), MIXPREG lists

a correlation matrix associated with the estimates of all model parameters. This

correlation matrix does not contain correlations of the variables themselves, but

correlations of the estimated model parameters. This matrix may be helpful in

determining the degree to which collinearity is present in terms of the model pa-

rameters.

3.4 Some Common MIXPREG Errors

There are a few errors which can prevent MIXPREG from running correctly, or even

running at all. First, as mentioned, missing values that are not given a speci¯ed

numeric missing value code, but instead are left as blank ¯elds, may cause the

program to fail or to estimate a model which is incorrect from the user's perspective.

To see if this is occurring, the user can check the correctness of each variable's

descriptive statistics (minimum, maximum, mean, and standard deviation) listed in

the output ¯le. If these descriptive statistics are incorrect, the data are not being

read into the program correctly and a common reason is that missing values are

being left as blank ¯elds in the data ¯le. Second, the MEANYX option (described
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in Tables 1b and 1d) is fairly unforgiving. The values listed by the user for the levels

of the covariate must be exactly the same as the values that are found in the data ¯le.

If a strange error prevents MIXPREG from running and this option is selected, the

user can set MEANYX=0 to avoid this option. Third, the NPR option (described in

Table 1b), which is used to list data to the screen, can cause MIXPREG to stop in

certain cases (essentially, when the number of digits to be listed for a variable exceeds

the format speci¯cation of the program). If the program stops after indicating (on

the screen) the number of random and ¯xed e®ects in the model, but prior to listing

any iterative results to the screen, the user can set NPR=0 and re-run the program.

Fourth, problems can develop if the user tries to ¯t a model with a single random

e®ect, and that random e®ect is not the intercept. In this case, the procedure used

to generate starting values for the program is poor. Instead, the user can choose

the START option (described in Table 1b) and specify \naive" starting values of 0

for the mean of the random e®ect and for the covariate e®ects, and some fraction

of the assumed residual variance for the random-e®ect variance term (e.g., .5 or 1).

Finally, if the program \blows up," it may be that the model that is speci¯ed is

not estimable. In this case, the user should try ¯tting a less complicated model by

specifying fewer random e®ects or covariates. If the number of random e®ects is 1

and problems still exist, it may be that the random-e®ect variance cannot be reliably

estimated as being di®erent from zero. In this case, a model without random e®ects

may be warranted.

4 Examples of MIXPREG usage

MIXPREG can estimate a variety of models for correlated count data. Here, we will

present an analysis of a longitudinal dataset where observations are clustered within

subjects. A comparison to an analysis using a ¯xed-e®ects Poisson regression model,

which ignores the clustering of the data, will illustrate the importance of taking the

clustering of the data into account. In the ¯rst mixed-e®ects regression analysis,

one random term is included to account for the clustering of observations within
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subjects. This random subject term describes the way in which responses from

the same subject are similar, relative to the sample as a whole. The possibility of

including multiple random subject e®ects will be discussed as well. This example

will highlight some of the results that are obtained from mixed-e®ects analysis, and

will be accompanied by listings of speci¯c ¯le setups that are used to run MIXPREG.

The example presented here is termed a two-level model in the multilevel liter-

ature [2]. Speci¯cally, repeated observations (level-1) are treated as being nested

within subjects (level-2). At present, MIXPREG does not allow a three-level anal-

ysis which would consider, concurrently, observations nested within subjects and

subjects nested within clusters (e.g., clinics, hospitals, classrooms, or ¯rms).

4.1 Analysis of a Longitudinal Dataset

The data for this example are taken from a paper by McKnight and Van Den Eeden

[30] who report on the number of headaches in a two treatment, multiple period

crossover trial. Speci¯cally, the number of headaches per week was repeatedly mea-

sured for 27 subjects. Following a seven-day placebo run-in period, subjects received

either aspartame or placebo in four seven-day treatment periods according to the

double-blind crossover treatment design. Each treatment period was separated by

a washout day. A partial list of these data is given in Table 2. The variables are,

in order, subject ID, number of headaches during the week (from 0 to 7), a column

of ones for the intercept, period1 (1 for the ¯rst treatment period and 0 otherwise),

period2 (1 for the second treatment period and 0 otherwise), period3 (1 for the

third treatment period and 0 otherwise), period4 (1 for the fourth treatment period

and 0 otherwise), drug (0=placebo and 1=aspartame), the number of periods the

individual was observed (from 2 to 5), and the number of treatment days in the

period.

Insert Table 2 about here
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4.1.1 Fixed-e®ects Regression Ignoring Data Clustering

Before proceeding with the mixed-e®ects analysis of these data, we will present a

¯xed-e®ects analysis which ignores data clustering. Using MIXPREG for this type

of analysis is equivalent to performing a Poisson regression analysis treating all

observations as independent observations. In this analysis, the number of headaches

in a week is modeled in terms of four period e®ects and a drug e®ect. Table 3 lists

the MIXPREG.DEF ¯le for this analyses.

Insert Table 3 about here

Note that zero random e®ects are speci¯ed in the DEF ¯le, and that blank lines are

present for the records that de¯ne ¯elds and labels of random e®ects. The results

from this analysis are listed in Table 4.

Insert Table 4 about here

As seen in the output in Table 4, when zero random e®ects are requested, MIXPREG

indicates the number of observations as number of level-1 observations. For these

data, this number is simply the total number of observations. Descriptive statistics

are listed for all variables. This analysis, which ignores the data clustering, indicates

non-signi¯cant e®ects for all model covariates.

4.1.2 Mixed-e®ects Regression Including Data Clustering

To perform the mixed-e®ects analysis the subject ID (the ¯rst variable ¯eld in the

data¯le) is indicated as the level-2 ID on line 7 of the DEF ¯le. Note that the

data must be sorted by this ID variable. Tables 5 lists the MIXPREG.DEF

¯le for the random-intercepts analysis. Again, the number of headaches in a week

is modeled in terms of four period e®ects and a drug e®ect. However, in contrast to
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the analysis of the previous section, a random subject e®ect (i.e., the intercept) is

included to account for the data clustering.

Insert Table 5 about here

Comparing Tables 5 and 3 illustrates the proper speci¯cations for a random-intercepts

model. In this case, the random intercept varies by subjects, that is, each subject

has their own intercept. Since these intercepts are considered random e®ects, they

are representative of a larger population of subject e®ects. MIXPREG estimates

the variance of this population distribution, and provides empirical Bayes estimates

of the random e®ects. At the conclusion of each MIXPREG run, the empirical

Bayes estimates are output to the ¯le MIXPREG.RES (not shown). Table 6 lists

the MIXPREG results from the random-intercepts analysis.

Insert Table 6 about here

The output ¯le given in Table 6 indicates that there are 27 subjects with 122 ob-

servations nested within. The numbers of observation per subject varies between 2

to 5. Following the listing of the starting values, MIXPREG indicates that of the

27 subjects, 2 had response vectors that were non-varying. Thus, 2 subjects gave

identical responses at all timepoints that they were measured on.

The random-e®ect standard deviation is estimated as .643, and although a Wald

test rejects the hypothesis that this parameter equals 0, as mentioned earlier, use of

the Wald test for testing whether variance parameters equal zero is questionable [3].

A likelihood ratio Â2 test compares the di®erence in deviance (¡2 logL) between

nested models. For this, we get 462.323 - 406.205 = 56.118, which on 1 degree

of freedom is highly signi¯cant. Thus, there is ample evidence that the repeated

observations within subjects are correlated. Regarding the regression coe±cients,

the conclusions are the same as was previously observed in the the analysis ignoring

the clustering of the data (in Table 4), namely, all e®ects are non-signi¯cant. Thus,
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for these data the conclusions do not change when the random subject e®ect is

added to the model. Finally, the output provides the correlation matrix of the

MML estimates. It is important to realize that these are not the correlations of

the variables. These correlations of the parameter estimates can be used to assess

collinearity problems in estimation.

4.1.3 Mixed-e®ects Analysis with an O®set Variable

The previous analyses have assumed that the counts were all observed for the same

number of days. However, this was not the case since the the number of treatment

days in the period (the 10th ¯eld of the input data ¯le) did vary to some degree.

Most of the counts were based on the full seven days in the week, however, some

observations were made only for 1 day in the given week. To take this into account,

we need to specify OFFSET=1 on line 7 of the DEF ¯le. The o®set variable indicates

the amount of time that each count is based on. If OFFSET=0 is speci¯ed, then

MIXPREG assumes that all counts are based on the same amount of time. Table 7

lists the MIXPREG.DEF ¯le for an analysis including an o®set variable.

Insert Table 7 about here

In addition to specifying OFFSET=1, the ¯eld for the o®set variable (i.e., ¯eld 10)

is indicated, in this case, after indicating the ¯elds for the ¯xed covariates.

Table 8 lists results from the analysis including the o®set variable, number of

treatment days in the period.

Insert Table 8 about here

Here, we see a marginally signi¯cant positive relationship between drug treatment

and number of headaches. All time e®ects are again non-signi¯cant.

As mentioned, the empirical Bayes estimates of the random e®ects are written

to the ¯le MIXPREG.RES at the conclusion of the MIXPREG run. Table 9 lists
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the contents of MIXPREG.RES for the model just considered (i.e., the model with

output in Table 8).

Insert Table 9 about here

The ¯le MIXPREG.RES contains four pieces of information per individual: 1) the

individual's ID, 2) the number of repeated observations for that individual, 3) the

empirical Bayes estimate for that individual (which is the mean of the posterior

distribution), and 4) the associated posterior standard deviation. Since they are

estimates of µ for each individual, the empirical Bayes estimates are expressed on

the standard normal scale. Inspection of these estimates indicates that subject 13

has a very high score. This person's estimate of 1.043 (with standard deviation

.016) suggests a very high level of headaches. This agrees well with the raw data

presented in Table 2 which reveals that this person scored a 7 on four occasions and

a 6 on the only other occasion.

5 Hardware and software speci¯cations

MIXPREG is written in standard FORTRAN-77 with double arithmetic precision

and requires a math coprocessor. All necessary matrices and vectors are stored in

a single one-dimensional array. There are no ¯xed limitations on the numbers of

level-2 units, level-1 units, or model variables. MIXPREG utilizes some MATCAL

subroutines [29] for matrix algebra operations.

6 Availability

The MIXPREG program is available at no charge from the author's website at

http://www.uic.edu/ehedeker/mix.html. At this website, a ZIP ¯le containing the

program, manual, and example dataset can be downloaded. Any comments regard-

ing program usage can be e-mailed to the author at hedeker@uic.edu.
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Table 1a

Analysis options and settings speci¯ed in MIXPREG.DEF: lines 1-5

Line 1 - A title of 60 characters

Line 2 - A subtitle of 60 characters

Line 3 - name of input data ¯le. Any legal ¯lename of 80 characters or less can be

speci¯ed.

Line 4 - name of main output ¯le. Any legal ¯lename of 80 characters or less can

be speci¯ed.

Line 5 - name of de¯nition ¯le to be saved or retrieved. Any legal ¯lename of 80

characters or less can be speci¯ed. Note that a name for this ¯le must be

speci¯ed even in batch processing, although in batch processing nothing is

done to this ¯le.
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Table 1b

Analysis options and settings speci¯ed in MIXPREG.DEF: line 6

Line 6 - NPR NF R P CONV MISS START WT MEANS PRIOR UNIF NQUAD

LINFN DIAG NOMU VGRP OFFSET

NPR = number of level-2 units whose data will be listed on the screen (usu-

ally set to 1).

NF = number of ¯elds of data to read from the input data ¯le.

R = number of random e®ects.

P = number of ¯xed e®ects (not including the mean of the random e®ects).

CONV = convergence criterion (usually set to .001 or .0001).

MISS = 0 if no missing values are present in the data, or 1 if missing values

are present (codes will later be de¯ned).

START = 0 if automatic starting values are to be used, or 1 if user-de¯ned

starting values are to be used.

WT = 0 if each 2nd level unit is weighted equally, or 1 for di®erential weight-

ing.

MEANS = 0 if a table of means of the dependent variable broken down

by levels of another variable is not requested, and 1 if such a table is

requested.

PRIOR = 0 or 1, respectively, for a speci¯ed form (see UNIF) or empirically-

determined distributional form for the random-e®ects distribution. (This

is an option that is under development; at present IPRIOR=0 is the only

possible choice).

UNIF = 0 or 1 for a normal or uniform distribution, respectively, for the

assumed random-e®ects distribution (ordinarily set to 0).

NQUAD = number of quadrature points (per random-e®ect dimension) to

use in the numerical integration (usually set between 10 and 20 for models

with one random e®ect, and between 5 and 10 for models with multiple

random e®ects).
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Table 1b (continued)

LINFN = number of linear transforms of the estimated parameters to estimate

(ordinarily set to 0).

DIAG = 0 for correlated random e®ects or 1 for independent random e®ects (or-

dinarily set to 0).

NOMU = 0 to estimate the mean of the random e®ects or 1 to ¯x them to zero

(ordinarily set to 0).

VGRP = 0 (no) or 1 (yes) for random-e®ects grouping variables. Specify yes only

if R> 1 and the R random-e®ect variables are dummy-coded level-1 or level-2

grouping variables; otherwise specify no (ordinarily set to 0). If yes is speci¯ed,

then R random-e®ect variance terms are estimated: one for each of the (level-1

or level-2) groups determined by the dummy-codes.

OFFSET = 0 if there is no o®set variable, or 1 if there is an o®set variable. An

o®set variable is used if the counts are not all based on the same period of

time - in this case the o®set variable indicates the period of time that each of

the counts is based on (ordinarily set to 0).
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Table 1c

Analysis options and settings speci¯ed in MIXPREG.DEF: lines 7-9

Line 7 - two parameters are to be read on this line: the ¯eld of the input data ¯le

which contains the (level-2) IDs, followed by the ¯eld of the input data ¯le

which contains the dependent (count) variable.

Line 8 - R parameters are to be read on this line: the ¯eld(s) of the input data ¯le

which contain(s) the R random e®ects.

Line 9 - P parameters are to be read on this line: the ¯eld(s) of the input data ¯le

which contain(s) the P ¯xed e®ects.
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Table 1d

Analysis options and settings speci¯ed in MIXPREG.DEF: lines after line 9

next line - (if WT = 1) - the ¯eld of the input data ¯le which contains the weight

to be assigned to each level-2 unit.

next line - (if OFFSET = 1) - the ¯eld of the input data ¯le which contains the

o®set variable.

next line - (if MEANS = 1) - two parameters and a list of values: the ¯eld of the

input data ¯le which contains the variable for which means of the dependent

variable are to be broken down by, followed by (a) the number of categories

for this variable, and (b) a list of the category values.

next line (if MISS = 1) - missing value code for the dependent (count) variable.

next line (if MISS = 1) - R missing value codes for the random-e®ect variables.

next line (if MISS = 1) - P missing value codes for the ¯xed e®ects.

next line - an 8 character label for the dependent (count) variable.

next line - R labels for the random e®ects in 8 character width ¯elds.

next line (if START = 1 and NOMU = 0) - R starting values for the means of

the random e®ects.

next line - P labels for the covariates in 8 character width ¯elds (a maximum of

10 labels per line).

next line (if START = 1) - P starting values for the covariate e®ects.

next line (if START = 1) - ((R £ (R+1)) / 2 ) starting values for the variance and

covariance terms of the random e®ects given in \packed" form, e.g., for a 2 x

2 covariance matrix, the order of the starting values should be: variance(1),

covariance(1,2) and variance(2). Note: if either DIAG=1 or VGRP=1 then

only R starting values are needed.
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Table 1d (continued)

¯nal lines - (if LINFN > 0) - LINFN by NPAR coe±cients for the linear re-

expressions of the estimated parameters. The NPAR terms in order are

² R elements of the random-e®ect mean vector (unless NOMU=1).

² P e®ects of explanatory variables.

² random-e®ect variance covariance matrix:

{ if (DIAG=0 and VGRP=0): (R £ (R+1)/2) unique elements of the

random-e®ect variance-covariance matrix (in packed form).

{ if (DIAG=1 or VGRP=1): R variance-covariance terms.

Each of these LINFN sets of coe±cients are multiplied by the \original" pa-

rameter estimates according to the order given. Standard errors for these

LINFN transforms are also printed out.



Table 2
Data from example 4.1: First 12 subjects with 2 to 5 repeated observations
-------------------------------------------------------------------------------
    2    0    1    0    0    0    0    0    3    7
    2    5    1    1    0    0    0    1    3    7
    2    2    1    0    1    0    0    0    3    7
    5    3    1    0    0    0    0    0    5    7
    5    0    1    1    0    0    0    1    5    7
    5    2    1    0    1    0    0    0    5    7
    5    0    1    0    0    1    0    1    5    7
    5    0    1    0    0    0    1    0    5    7
   13    7    1    0    0    0    0    0    5    7
   13    7    1    1    0    0    0    1    5    7
   13    7    1    0    1    0    0    0    5    7
   13    6    1    0    0    1    0    1    5    7
   13    7    1    0    0    0    1    0    5    7
   16    1    1    0    0    0    0    0    3    7
   16    3    1    1    0    0    0    1    3    7
   16    1    1    0    1    0    0    0    3    7
   19    0    1    0    0    0    0    0    5    7
   19    1    1    1    0    0    0    1    5    7
   19    1    1    0    1    0    0    0    5    7
   19    0    1    0    0    1    0    1    5    7
   19    1    1    0    0    0    1    0    5    7
   23    7    1    0    0    0    0    0    5    7
   23    2    1    1    0    0    0    1    5    7
   23    3    1    0    1    0    0    0    5    7
   23    3    1    0    0    1    0    1    5    7
   23    2    1    0    0    0    1    0    5    7
   25    1    1    0    0    0    0    0    5    7
   25    6    1    1    0    0    0    1    5    7
   25    1    1    0    1    0    0    0    5    7
   25    7    1    0    0    1    0    1    5    7
   25    0    1    0    0    0    1    0    5    7
    1    3    1    0    0    0    0    0    5    7
    1    0    1    1    0    0    0    1    5    7
    1    3    1    0    1    0    0    0    5    7
    1    1    1    0    0    1    0    0    5    7
    1    0    1    0    0    0    1    1    5    7
    3    2    1    0    0    0    0    0    5    7
    3    2    1    1    0    0    0    1    5    7
    3    3    1    0    1    0    0    0    5    7
    3    2    1    0    0    1    0    0    5    7
    3    2    1    0    0    0    1    1    5    7
    6    1    1    0    0    0    0    0    5    7
    6    1    1    1    0    0    0    1    5    7
    6    0    1    0    1    0    0    0    5    7
    6    3    1    0    0    1    0    0    5    7
    6    1    1    0    0    0    1    1    5    7
    9    2    1    0    0    0    0    0    4    7
    9    2    1    1    0    0    0    1    4    7
    9    0    1    0    1    0    0    0    4    7
    9    1    1    0    0    1    0    0    4    5
   17    4    1    0    0    0    0    0    2    7
   17    1    1    1    0    0    0    1    2    1

-------------------------------------------------------------------------------



Table 3
MIXPREG.DEF file for example 4.1.1: fixed-effects model ignoring clustering
-------------------------------------------------------------------------------
Aspartame Data - Repeated Headaches across Time
fixed intercept and 5 covariates
aspartO.dat
aspart0.out
aspart0.def
1  10  0  6  0.0001 0  0  0 0 0 0  20   0   0 0 0   0
   1 2

   3   4 5 6 7 8
HeadAche

IntercptPeriod1 Period2 Period3 Period4 DrugAsp
-------------------------------------------------------------------------------



Table 4
output file for example 4.1.1: fixed-effects model ignoring clustering
-------------------------------------------------------------------------------
 MIXPREG - The program for mixed-effects poisson regression analysis

 Aspartame Data - Repeated Headaces across Time
 fixed intercept and 5 covariates

 Numbers of observations
 -----------------------

 Level 1 observations =    122

 Descriptive statistics for all variables
 ----------------------------------------

 Variable          Minimum          Maximum             Mean      Stand. Dev.

 HeadAche          0.00000          7.00000          1.68033          1.88630
 Intercpt          1.00000          1.00000          1.00000          0.00000
 Period1           0.00000          1.00000          0.22131          0.41684
 Period2           0.00000          1.00000          0.20492          0.40531
 Period3           0.00000          1.00000          0.18033          0.38605
 Period4           0.00000          1.00000          0.17213          0.37905
 DrugAsp           0.00000          1.00000          0.38525          0.48866

 Starting values
 ---------------
 covariates    0.7963    0.0936    0.0165   -0.1728   -0.1477    0.1982

 ---------------------------------------------------------
 * Final Results - Maximum Marginal Likelihood Estimates *
 ---------------------------------------------------------

 Total Iterations  =   4
 Log Likelihood    =    -231.162
 Deviance (-2logL) =     462.323
 Ridge             =       0.000

 Variable         Estimate     Stand. Error                Z          p-value
 --------     ------------     ------------     ------------     ------------
 Intercpt          0.46536          0.15250          3.05159     0.00228  (2)
 Period1           0.09160          0.22653          0.40434     0.68596  (2)
 Period2           0.01308          0.22758          0.05746     0.95418  (2)
 Period3          -0.22446          0.24709         -0.90842     0.36366  (2)
 Period4          -0.18397          0.25402         -0.72421     0.46894  (2)
 DrugAsp           0.23318          0.15958          1.46120     0.14396  (2)

 note: (1) = 1-tailed p-value
       (2) = 2-tailed p-value



-

 Correlation of the Maximum Marginal Likelihood Estimates

                       1        2        3        4        5        6
                    Intercpt Period1  Period2  Period3  Period4  DrugAsp

     1   Intercpt     1.0000
     2   Period1     -0.6732   1.0000
     3   Period2     -0.6701   0.6017   1.0000
     4   Period3     -0.6172   0.5454   0.5187   1.0000
     5   Period4     -0.6003   0.5741   0.5399   0.4892   1.0000
     6   DrugAsp      0.0000  -0.4312  -0.3492  -0.3012  -0.3941   1.0000

-------------------------------------------------------------------------------



Table 5
MIXPREG.DEF file for example 4.1.2: random-intercepts model
-------------------------------------------------------------------------------
Aspartame Data - Repeated Headaches across Time
random intercept and 5 covariates
aspartO.dat
aspart.out
aspart.def
1  10  1  5  0.0001 0  0  0 0 0 0  20   0   0 0 0  0
   1 2
   3
   4 5 6 7 8
HeadAche
Intercpt
Period1 Period2 Period3 Period4 DrugAsp
-------------------------------------------------------------------------------



Table 6
output file for example 4.1.2: random-intercepts model
-------------------------------------------------------------------------------
 MIXPREG - The program for mixed-effects poisson regression analysis

 Aspartame Data - Repeated Headaches across Time
 random intercept and 5 covariates

 Random-effects distribution: normal

 Numbers of observations
 -----------------------

 Level 1 observations =    122
 Level 2 observations =     27

 The number of level 1 observations per level 2 unit are:

    3   5   5   3   5   5   5   5   5   5   4   2   5   5   5   5   5   5   5
    5   5   5   5   5   5   3   2

 Descriptive statistics for all variables
 ----------------------------------------

 Variable          Minimum          Maximum             Mean      Stand. Dev.

 HeadAche          0.00000          7.00000          1.68033          1.88630
 Intercpt          1.00000          1.00000          1.00000          0.00000
 Period1           0.00000          1.00000          0.22131          0.41684
 Period2           0.00000          1.00000          0.20492          0.40531
 Period3           0.00000          1.00000          0.18033          0.38605
 Period4           0.00000          1.00000          0.17213          0.37905
 DrugAsp           0.00000          1.00000          0.38525          0.48866

 Starting values
 ---------------

 mean          0.7358
 covariates    0.0901    0.0543   -0.1622   -0.0964    0.1364
 var. terms    0.2639

 ==> The number of level 2 observations with non-varying responses
     =      2 (   7.41 percent )



 ---------------------------------------------------------
 * Final Results - Maximum Marginal Likelihood Estimates *
 ---------------------------------------------------------

 Total Iterations  =  34
 Quad Pts per Dim  =  20
 Log Likelihood    =    -203.102
 Deviance (-2logL) =     406.205
 Ridge             =       0.000

 Variable         Estimate     Stand. Error                Z          p-value
 --------     ------------     ------------     ------------     ------------
 Intercpt          0.24035          0.14955          1.60713     0.10803  (2)
 Period1           0.08031          0.23458          0.34236     0.73208  (2)
 Period2           0.03412          0.22142          0.15410     0.87753  (2)
 Period3          -0.22923          0.24952         -0.91867     0.35827  (2)
 Period4          -0.16071          0.24717         -0.65019     0.51557  (2)
 DrugAsp           0.21536          0.16278          1.32303     0.18582  (2)

 random effect variance term: expressed as a standard deviation
 Intercpt          0.64277          0.05511         11.66395     0.00000  (1)

 note: (1) = 1-tailed p-value
       (2) = 2-tailed p-value
-

 Correlation of the Maximum Marginal Likelihood Estimates

                       1        2        3        4        5        6
                    Intercpt Period1  Period2  Period3  Period4  DrugAsp

     1   Intercpt     1.0000
     2   Period1     -0.6600   1.0000
     3   Period2     -0.6988   0.5885   1.0000
     4   Period3     -0.6063   0.5718   0.5156   1.0000
     5   Period4     -0.6170   0.5780   0.5205   0.4877   1.0000
     6   DrugAsp      0.0003  -0.4913  -0.2852  -0.3550  -0.3596   1.0000
     7   VarCov1     -0.2399  -0.0106   0.0080  -0.0239  -0.0040  -0.0027

                       7
                    VarCov1

     7   VarCov1      1.0000

-------------------------------------------------------------------------------



Table 7
MIXPREG.DEF file for example 4.1.3: random-intercepts model with offset
-------------------------------------------------------------------------------
Aspartame Data - Repeated Headaches across Time
random intercept and 5 covariates - WITH OFFSET
asparto.dat
asparto.out
asparto.def
1  10  1  5  0.0001 0  0  0 0 0 0  20   0   0 0 0  1
   1 2
   3
   4 5 6 7 8
   10
HeadAche
Intercpt
Period1 Period2 Period3 Period4 DrugAsp
-------------------------------------------------------------------------------



Table 8
output file for example 4.1.3: random-intercepts model with offset
-------------------------------------------------------------------------------
 MIXPREG - The program for mixed-effects poisson regression analysis

 Aspartame Data - Repeated Headaches across Time
 random intercept and 5 covariates - WITH OFFSET

 Random-effects distribution: normal

 Numbers of observations
 -----------------------

 Level 1 observations =    122
 Level 2 observations =     27

 The number of level 1 observations per level 2 unit are:

    3   5   5   3   5   5   5   5   5   5   4   2   5   5   5   5   5   5   5
    5   5   5   5   5   5   3   2

 Descriptive statistics for all variables
 ----------------------------------------

 Variable          Minimum          Maximum             Mean      Stand. Dev.

 HeadAche          0.00000          7.00000          1.68033          1.88630
 Intercpt          1.00000          1.00000          1.00000          0.00000
 Period1           0.00000          1.00000          0.22131          0.41684
 Period2           0.00000          1.00000          0.20492          0.40531
 Period3           0.00000          1.00000          0.18033          0.38605
 Period4           0.00000          1.00000          0.17213          0.37905
 DrugAsp           0.00000          1.00000          0.38525          0.48866
 Offset            1.00000          7.00000          6.79508          0.95293

 Starting values
 ---------------

 mean          0.7358
 covariates    0.0901    0.0543   -0.1622   -0.0964    0.1364
 var. terms    0.2639

 ==> The number of level 2 observations with non-varying responses
     =      2 (   7.41 percent )



 ---------------------------------------------------------
 * Final Results - Maximum Marginal Likelihood Estimates *
 ---------------------------------------------------------

 Total Iterations  = 116
 Quad Pts per Dim  =  20
 Log Likelihood    =    -205.425
 Deviance (-2logL) =     410.851
 Ridge             =       0.000

 Variable         Estimate     Stand. Error                Z          p-value
 --------     ------------     ------------     ------------     ------------
 Intercpt         -1.45244          0.14344        -10.12574     0.00000  (2)
 Period1           0.11789          0.23074          0.51092     0.60940  (2)
 Period2           0.10988          0.21940          0.50079     0.61652  (2)
 Period3          -0.16975          0.24720         -0.68669     0.49228  (2)
 Period4          -0.04373          0.24634         -0.17753     0.85910  (2)
 DrugAsp           0.28106          0.16146          1.74071     0.08173  (2)

 random effect variance term: expressed as a standard deviation
 Intercpt          1.07699          0.08957         12.02414     0.00000  (1)

 note: (1) = 1-tailed p-value
       (2) = 2-tailed p-value
-

 Correlation of the Maximum Marginal Likelihood Estimates

                       1        2        3        4        5        6
                    Intercpt Period1  Period2  Period3  Period4  DrugAsp

     1   Intercpt     1.0000
     2   Period1     -0.6822   1.0000
     3   Period2     -0.7093   0.5818   1.0000
     4   Period3     -0.6149   0.5659   0.5054   1.0000
     5   Period4     -0.6191   0.5776   0.5142   0.4825   1.0000
     6   DrugAsp      0.0063  -0.4821  -0.2946  -0.3639  -0.3851   1.0000
     7   VarCov1     -0.1335   0.0061   0.0593   0.0305   0.0445   0.0304

                       7
                    VarCov1

     7   VarCov1      1.0000

-------------------------------------------------------------------------------



Table 9
Empirical Bayes estimates from example 4.1.3: all 27 subjects
-------------------------------------------------------------------------------
              2              3       0.113087       0.348838
              5              5      -0.550140       0.367331
             13              5       1.043263       0.016471
             16              3      -0.203469       0.401517
             19              5      -0.917724       0.449395
             23              5       0.383281       0.165406
             25              5       0.344636       0.118463
              1              5      -0.321997       0.308276
              3              5       0.166811       0.306927
              6              5      -0.427029       0.322937
              9              4      -0.334207       0.378246
             17              2       0.656546       0.424522
             18              5      -0.922774       0.449084
             21              5       0.343272       0.117564
             22              5      -0.720812       0.415130
              7              5       0.167305       0.306656
             10              5      -1.788796       0.607237
             11              5      -0.460461       0.360827
             14              5      -0.321611       0.308419
             24              5      -0.720412       0.415103
             27              5       0.244487       0.251424
              4              5      -1.785018       0.607636
              8              5      -0.618974       0.406641
             12              5      -0.549779       0.367276
             15              5      -0.316687       0.310265
             20              3       0.462905       0.335041
             26              2      -0.813338       0.595836
-------------------------------------------------------------------------------


