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Participants read either a metaphorical prime sentence, stttagdefense lawyer is a shadkt a baseline-
prime sentence. The baseline-prime sentence was literally meaningful in Experimen{Th& lgrge hammer-
head is a shak nonsensical in Experiment 2 (e.His English notebook is a sharkand unrelated in Experi-
ment 3 (e.g.That new student is a cloyvi\fter reading the prime sentence, participants verified a target property
statement. Verification latencies for property statements relevant to the superordinate categ8hatksgare
tenaciou$ were faster after participants read the metaphor-prime sentence than after they read the baseline-prim
sentence, producing an enhancement effect. In contrast, verification latencies for property statements relevant t
only the basic-level meaning of the vehicle and not the superordinateSfeagks are good swimmegnaere
slower following the metaphor-prime versus the baseline-prime sentence, producing a suppression effect. As
Glucksberg and Keysar's (1990) class inclusion theory of metaphor predicts, the enhancement and suppressio
effects demonstrate that the vehicle of a metaphor stands for the superordinate category of the vehicle, and not fc
its basic-level meaning. © 2001 Academic Press

Key Words:metaphor comprehension; figurative language; suppression; inhibition; psycholinguistics; lan-
guage comprehension.

Language users experience little difficulty un-

This research was supported by grants from the National ,q_erstandmg a Se_nten_ce such Regjury is a_
stitutes of Health (RO1 NS 29926) and the Army Research IROOmMerangespecially if they have followed tri-
stitute  (DASW0194-K-0004, DASWO0196-K-0013, andals involving a perjured president. In contrast,

DAAG55-97-1-0224) awarded to Morton Ann Gernsbachetheories of language have particular difficulty

We are grateful to Jennifer Deaton, Kathryn McEwen, and N{ivhen it comes to explaining how Ianguage user
tika Gondal for assisting with the early stages of this research ‘

and to Lisa Bach, Vaughn Brandt, Karla Baumann, Mary Canlr!nderStand metaphorlcal sentences. This diffi

pana, Karin Christoph, Shawna Clark, Fred Dick, Lauri€ulty stems from the traditional literal bias of
Loomans, Martha Kralovec, Alexis Halaby, Brenda Halladatheories of language.
Erica Herdey, Amelia Nearing, Jennifer Nelson, Lana Nenide, A |iteral interpretation of perjury is a

and Melissa Rosenkranz for testing tl_we participants. boomerang/vould yield an anomaly, either on se-
Address correspondence and reprint requests to Dr. Morton

Ann Gernsbacher, Department of Psychology, University JPa”t'C or pragmatic gro_undS; perjury_ 'S_ not a
Wisconsin-Madison, 1202 W. Johnson Street, Madison, Weoomerang, and attempting to categopeeury
53706-1611. E-mail: MAGernsb@facstaff.wisc.edu. into boomerangas one categorizes robins as birds

433 0749-596X/01 $35.00
Copyright © 2001 by Academic Press
All rights of reproduction in any form reserved.




434 GERNSBACHER ET AL.

results in a semantic anomaly or deviance (e.gegree of metaphoricity. Similarly, as Gerrig and
Altwerger & Strauss, 1987; Davidson, 1978Healy (1983) argued, metaphor understandin
Grice, 1975; Kittay, 1987; Levin, 1977; Searlediffers from metaphor evaluation. Our focus in
1993). To date, though, psycholinguistic investithis paper is on the processes that underlie the u
gations have revealed no evidence that compierstanding of mundane nominative metaphorica
henders experience such an anomaly or so-calleskertions (e.gThat defense lawyer is a shiark
semantic deviance when comprehendinQur question is: What do people do to make sens
metaphors (e.g., Gerrig, 1989; Gibbs, 1984f a metaphorical sentence?
Glucksberg, Gildea, & Bookin, 1982; Keysar, Different theories make different assumptions
1989, 1994; Ortony, Schallert, Reynolds, &egarding the processes that underlie metaph
Antos, 1978). Why not? Why don'’t people experiuinderstanding. One major approach, which goe
ence such a deviance, even as an intermedi@gck to the historical “comparison” theory of
product of the comprehension process? metaphor, assumes that an act of comparison
The answer depends on one’s theory @it the heart of the process. This approach has
metaphor understanding. Some theories arguariety of instantiations. For instance, Miller's
that people do not consider these statementstb@ory (1993) assumes that understanding th
be categorical at all. If the sentence does not axetaphoman is a wolfequires translating it to
press a category relation, then there is no catee simileman is like a wolfThe assumption is
gorical mistake and, therefore, no anomaly is irthat the metaphor conceals an implied compari
volved (e.g., Ortony, 1979). Alternative theorieson that has to be uncovered as part of the unde
(Glucksberg, 1998; Glucksberg & Keysar, 1990standing process. Miller proposes a series ©
Glucksberg & McGlone, 1999) propose thatules that allow, by analogy, the comparison of
such statements are indeed understood as cabanto wolfto yield an interpretation.
gory assertions. They propose that people inter-Comparison is also at the heart of Ortony’s
pret the metaphor by categorizipgrjury into (1979) theory of salience imbalance. According
boomerang However, according to Glucksbergto this theory, understandirggarettes are time
and Keysar (1990) the tefboomerangloes not bombsinvolves comparing the topicigarettes
refer to the object boomerang; instead, it refete the vehicletime bombsto reveal the highly
to a higher level category that could include pesalient properties dfime bombghat are low in
jury. The experiments reported in this papesalience ircigarettes these differentially salient
tested this aspect of the theory. properties are the ground for the metaphor. In
Gentner’s theory (e.g., Gentner, Falkenhainer
APPROACHES TO THE STUDY OF ¢ gkorstand, 1988; Wolff & Gentner, 1992),
METAPHOR comparison is important in the early matching
The cognitive study of metaphor focuses on process of the topic and the vehicle, a matching
variety of issues, not always explicitly distinciprocess that looks for features and relations
from each other. Analogical problem solvingcommon to the topic and vehicle. Kintsch
(Bassok, in press; Carbonell, 1986; Clement €000) has further drawn upon these compari-
Gentner, 1991; Gick & Holyoak, 1983; Holyoakson theories by representing the interaction be
& Thagard, 1989; Sternberg, 1977; Thagardween the meaning of the topic and the vehicle
1988) may or may not involve the same processiesa computational model of metaphor compre-
as comprehending metaphors. Understandihgnsion.
how people store and remember metaphors is alourangeau and Sternberg’s (1982) domair
different pursuit than understanding how peoplateraction theory assumes a different kind of
comprehend them (Marschark, Katz, & Paiviogomparison—a comparison not between the
1983; Marschark & Hunt, 1985). What makes topic and the vehicle terms but instead betwee
metaphor good or apt (Malgady & Johnson, 197@e two domains from which they come. Ac-
Tourangeau & Sternberg, 1981) is a differentording to Tourangeau and Sternberg, under
question from what causes people to categorizestanding the metaphdhe eagle is a liorin-
sentence as metaphorical and how they judge vislves comparing the domain of mammals to
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the domain of birds to discern the relative posmanual skill” and “ability to control level of
tion of lion amongmammalsand applying that pain.” The stockbrokeitopic provides dimen-
relation toeaglein its domain obirds. sions such as “ability to make accurate predic

As an alternative to comparison-based thetions” and “timing ability.” In contrast, the vehi-
ries, Glucksberg and Keysar (1990) proposede of the category, by creating the relevant
categorization-based approach, which does nodtegory, provides a value on the suggested d
assume a comparison between terms. Next, weension. Glucksberg, McGlone, and Manfredi
shall describe the basic assumptions of Gluck&997) tested these ideas and demonstrated th
berg and Keysar's (1990) theory, focusing othe topic and the vehicle play two different roles
the specific predictions that the experiments r@ the course of metaphor understanding. Ou
ported here tested. focus in this paper is on the role of the vehicle ir
the understanding process.

The vehicle stands for the superordinate cate

Metaphors and ad hoc categori€dlucksberg gory. The strong version of the class inclusion
and Keysar (1990; see also Glucksberg, 199%heory assumes that not only does the vehicl
1998; Glucksberg & Keysar, 1993; Glucksbergypify the created category but it also lends its
Manfredi, & McGlone, 1997; McGlone & Man- name to it. This possibility was briefly sug-
fredi, in press) proposed that when people corgested by Roger Brown as well (1958):

prehend metaphors, such @ge is a volcano metaphor differs from other superordi-

they do not comparege andvolcana Instead, . . .
' . _nate—subordinate relations in that the super-
they understand the sentence as a categorization

statement. According to the theory, to understand ordinate is not given a name Of fts own. In-
stead, the name of one subordinate (i.e., the
metaphors, people construct an ad hoc categoryvehicle) is extended to the other. (p. 140)
(Barsalou, 1983) that the vehicle typifies. In this T
caseyolcanotypifies the “category of things that Such a naming device, using a typical mem-
erupt unexpectedly and might cause damagéér to name the superordinate category, is nc
This category includes a variety of membersncommon in language. There are many case
such as epidemics, revolutions, rage, and so amhere language users name a category that h.
The metaphor, then, is understood as an asseo-conventional name by using its typical mem-
tion thatrageis a member of this category. ber or members. For example, in American Sigr
If the vehicle is the basis for constructing theanguage one can refer to the superordihate
ad hoc category, one might conclude that th@ture by signing “chair-table-bed, etc.,” all of
exact same category will be constructed for alhich are typical furniture (Newport & Bellugi,
metaphors that contain the same vehicle, regartB78). The use of a prototypical member to
less of the identity of the topic. This is not th@ame the category is also common in Americat
case; the topic affects the nature of the categohgdian Languages. For example, the name fo
For example, consider the difference betweesagle is used by Shoshoni speakers to refer f
my dentist is a magiciaandmy stockbroker is a the category of large birds (Hage & Miller,
magician Even though both metaphors hav&976; for other examples, see Glucksberg &
magicianas their vehicle, we might mean in on&eysar, 1990). So, according to the class inclu
case that the dentist is able to make an expecwidn theory of metaphor, when we say that
event disappear (e.g., pain), whereas in the othrage was a volcanee mean that her rage was a
case the broker is able to create something (e.grember of that category that has the nawie
profit) out of nothing. cana Volcanoin this context no longer stands
Glucksberg, McGlone, and Manfredi (1997¥or a physical object; it stands for the entire cat-
suggest that the topic constrains the nature efory that it typifies.
the constructed category because it provideslf we considewolcanoas inMount St. Helen
possible dimensions for attribution. For examis a volcanoto be in the basic-level of catego-
ple, thedentisttopic might provide relevant di- rization, thenvolcanoas a metaphor vehicle is
mensions for attribution such as “degree ah the superordinate-level of categorization. The

The Class Inclusion Theory of Metaphor
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strong version of the class inclusion theory agombs This ability to convert a simile into a
sumes that when we understand the metaphaetaphor falls naturally out of the theory. A sim-
rage is a volcanpwe do the same kind of thingile can be expressed in a class inclusion form be
that we do when we understand the assediorcause the simile is an implied category statemer
robin is a bird We categorize eitherage or (Glucksberg & Keysar, 1990).
robin into their corresponding superordinate The experiments we report here were de
categoryyolcanoor bird. The only difference is signed to test the assumption of the class inclu
thatbird is a conventional name for a taxonomision theory regarding the status of the vehicle
category, whereagolcanois a borrowed name Specifically, we tested the assumption that the
for an ad hoc category that is created on the flyehicle of a metaphor is understood as the su
This category-based approach can account foerordinate of an ad hoc category. Bme
a variety of metaphor phenomena (Glucksberg Bombsin cigarettes are time bombdoes not
Keysar, 1990). For instance, metaphor is usualstand for the basic-level, the object time bombs
irreversible because reversing the terms typicallgstead, it names a superordinate ad hoc cat
yields an anomaly (Ortony, 1979). It does nagory that includes things such as cigarettes an
make sense to reverse the metadeojury is a time bombs. We empirically tested this assump
boomerango a boomerang is perjunA class tion by modifying a paradigm developed by
inclusion theory naturally accounts for this irreGernsbacher and her colleagues that identifie
versibility: Irreversibility is inherent in any classtwo general cognitive mechanisms involved in
inclusion statement; it does not make sense to fanguage comprehension, namely, the meche
versea robin is a birdto a bird is a robin Be- nisms of enhancement and suppression.
cause the theory conceivesrafe is a volcano
as a category statement, it would not make serfs
to reverse it for the same reason. Indeed, Glucks-
berg, McGlone, and Manfredi (1997) demon- The role of enhancement and suppression i
strated that people perceive metaphors novmprehensionComprehension is enabled by
merely as asymmetrical but as irreversible.  modulating activation; two mechanisms provide
The class inclusion theory can even predithis modulation, enhancement and suppressior
when a reversed metaphor would yield a meaBnhhancement is the increase in activation o
ingful statement. If the topic typifies a potentialmemory nodes that represent information cen
ad hoc category into which the vehicle can bal to the on-going comprehension. Suppres
categorized, then the reversed metaphor wouwibn is the active reduction in activation of acti-
make sense. For example, one can reverse tled memory nodes that represent informatiol
metaphotthis lion is a sharko a still meaning- that is potentially confusing or irrelevant for
ful metaphorthis shark is a lionThe reversal is comprehension. Gernsbacher and her col
not an anomaly becauben happens to typify a leagues have demonstrated the role of these tw
category of royal creatures. Indeed, wétmark mechanisms in lexical access (e.g., Gernsbach
as the vehicle, the metaphor attributes to th& Faust, 1991b; Gernsbacher & St. John, in
topic a different quality (tenacity) than wiibn  press), anaphora (e.g., Gernsbacher, 198¢
as a vehicle (royalty). 1997a), cataphora (e.g., Gernsbacher & Jesch
The class inclusion theory of metaphor undeniak, 1995; Gernsbacher & Shroyer, 1989), ac
standing can also explain why metaphoricalell as in the comprehension of nonlinguistic
comparison statements can be converted into catformation (e.g., Gernsbacher & Faust, 1991a)
egory statements but literal comparisons cannot.Consider, for example, the role of enhance-
It does not make sense to convert the literal coment and suppression in modulating the acces
parisoncigarettes are like cigart the category of word meaning. Often the understanding of
statemenicigarettes are cigarsin contrast, it polysemous words initially involves the activa-
makes a lot of sense to convert the metaphoricain of contextually relevant as well as irrelevant
comparisorcigarettes are like time bomlisto meanings; however, after a short latency only
the category statementigarettes are time the relevant meaning remains activated (e.g.

gmprehension Mechanisms and Metaphor
Understanding
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Swinney, 1979). According to Gernsbacher, th€hese data suggest that the other meanings of
mechanism of suppression is what eliminatgmlysemous word are actively suppressed b
contextually irrelevant meanings. Gernsbacheeading the word in a biasing context. The de-
and Faust (1991b) demonstrated that the redsign and rationale of the current experiments
tion in activation of inappropriate meanings isvere analogous to those in this study.
not due to decay over time, or to compensatory Our goal was to test the following premise of
inhibition, but instead to active suppressiorthe class inclusion theory of metaphor under-
Moreover, Gernsbacher and her colleagues dtanding: In a metaphor such tmat defense
covered that a major element in comprehensidewyer is a sharkthe vehicle stands for the su-
skill differences is in the operation of the supperordinate category. Therefore, when under
pression mechanism (Gernsbacher, 1997&tanding this metaphor, the vehicdbdark is not
Gernsbacher & Faust, 1991a, 1994; Gern@terpreted as referring to a basic-level of cate
bacher, Varner, & Faust, 1990; Gernsbacher §orization; rather the vehicleshark is inter-
Robertson, 1995): While less-skilled comprepreted as a superordinate ad hoc category ¢
henders are as able as more-skilled comprehéenacious, perhaps vicious, things. We teste
ders to use contextual information to enhandhis proposal by examining whether the superor
relevant information, they are less able to suglinate meaning of a vehicle is enhanced once
press irrelevant information. metaphor is understood. Participants read eithe
Enhancement and suppression in metapharmetaphorical prime sentence, suchlaat de-
understanding In the experiments reportedfense lawyer is a sharkr a baseline-prime sen-
here, we investigated the role of the mechanisrtence, such adhat large hammerhead is a
of suppression and enhancement in metaphsitark in which sharkwas used literally. After
understanding. Consider first an experimeméading either the metaphor-prime sentence c
with polysemous words reported in Gernsthe literal-prime sentence, participants re-
bacher (1994). In this experiment participantsponded to a target property statement. Th
read sentences and were required to decigeoperty was relevant to the superordinate cate
quickly if the sentences made sense. Occasiayory, for exampleSharks are tenaciou§Vhile
ally, consecutive pairs of sentences were dsharkin the literal-prime sentence has the prop-
signed as prime and target sentences. For exasmty “tenacious,” we suggest that the metaphor
ple, one target sentence w@hke blew out the prime sentence, by usirgharkto refer to the
match This target sentence was preceded tsyperordinate ad hoc category of tenaciou:
one of three prime sentences: a prime sentertbéngs, focuses on this property and thus high
using the wordmatch with (potentially) the lights it. If the metaphorical vehicle stands for
same meaning as the targehe saw the match the superordinate category, then we should hav
a prime sentence using the wartitchwith a observed an enhancement effect: Participant
clearly different meaningshe won the matcbr  should have more rapidly verified the superordi-
a nonsense-prime sentence that also containeate property statement after they read th
the wordmatch She prosecuted the match metaphor-prime sentence than after they rea
Participants more rapidly responded that thibe literal-prime sentence.
target sentence made sense after they read th&hile such an enhancement effect is a neces
same-meaning prime sentence than after thegry condition for our argument, it is not suffi-
read the nonsense-prime sentence. If we corient to conclude that the metaphorical vehicle
sider the nonsense-prime sentence as a baselstands for a superordinate category. Accordin
these data suggest that the contextually appto-the class inclusion theory of metaphor, wher
priate meaning of a polysemous word is erpeople understand the metaplttbat defense
hanced by reading the word in a biasing contexawyer is a sharkhey construct an ad hoc cate-
In contrast, participants mostowly responded gory that the basic-level meaningsifarktypi-
that the target sentence made sense after tli@g. This means that the process of metaphc
read the different-meaning prime sentence thamderstanding makes use of the basic-leve
after they read the nonsense-prime senteneeeaning ofshark and, therefore, that concept
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should be activated in memory. Indeed, Blaskslowly to the basic-level property statements
and Connine (1993) provided evidence for thafter reading a metaphor than after reading th
activation of the literal meaning of metaphor veliteral (baseline) prime sentence, this would
hicles as people hear metaphorical sentencdemonstrate a suppression effect. This suppre
Using a cross-modal priming paradigm, thegion effect would imply that the basic-level
demonstrated that immediately following themeaning ofsharkwas actively suppressed and
vehicle of the metaphdrard work is a ladder that the vehicle was interpreted to stand for the
the conceptrungs was activated. Blasko andsuperordinate category.
Connine’s (1993) finding suggests that the
basic-level mea_ning dadderwas_ available for EXPERIMENT 1
the readers during comprehension.

However, according to the class inclusion théVlethods
ory, metaphorical vehicles do not stand for lit- Materials Participants read a series of sen-
eral or basic-level meanings; they represent siences. The participants’ task was to read eac
perordinate concepts. In this sense, sentence and decide whether it made sense. H:
metaphorical vehicle, such abark is akin to a the sentences did make sense, sudrhaslarge
polysemous word. And just as the contextuallgpammerhead is a sharknd half the sentences
inappropriate meaning of a polysemous word ©id not make sense, such Bsat apple was a
suppressed after the word is disambiguatetnnis player Unknown to the participants, the
properties of the basic-level meaning should bist of 384 sentences included 48 pairs of exper
suppressed after a metaphorical vehicle is uimental sentences (25% of the sentences). W
derstood. We therefore predicted that undecalled these sentences “experimental pairs” be
standing a metaphor involves suppressing tlvause the first sentence of each pair was ot
basic-level meaning of the vehicle. prime sentence, and the second was our targ

We tested this prediction in the followingsentence. We manipulated the prime sentence
way: We presented the same two prime seand measured the effect of our manipulation or
tences as we presented to test our predictiparticipants’ responses to the target sentences.
about the role of enhancement in metaphor un-The prime sentences were all in the fornxof
derstanding (i.e., a metaphor-prime sentends,a Y. Half were metaphorical, such @bkat de-
such aghat defense lawyer is a shaik a lit- fense lawyer is a sharlnd the other half were
eral-prime sentence, suchthat large hammer- literal. For the experimental prime sentences
head is a shapk After reading either the we first constructed the metaphorical prime sen
metaphor-prime sentence or the literal-prim&nces and then constructed their literal-prime
sentence, participants responded to a targentence counterparts by selecting a member ¢
property statement. In contrast to the properthe basic-level category (e.pammerheadrep-
statements that we presented to test our prediesented by the metaphorical vehicle (e.g.
tion about the role of enhancement in metaphehark and substituting it for the topic of the cor-
understanding (i.e., property statements of thhesponding metaphor-prime sentence. For ex
superordinate ad hoc category, e$harks are ample, for the metaphor-prime sententeat
tenaciou$, the property statements that we predefense lawyer is a shaitke corresponding lit-
sented to test our prediction about the role efral-prime sentence wabhat large hammer-
suppression in metaphor understanding wehead is a shark
relevant to the basic-level category but not the Each prime sentence was followed by a targe
superordinate ad hoc category. An example $&ntence. The target sentences were all proper
the property statemengharks are good swim- statements, such &harks are tenacious; Air-
mers While being a good swimmer is a propertplanes have wings; Vampires suck blood; Earth:
of the basic-level meaning ehark it is not rel- quakes shake buildingg-or the experimental
evant to the superordinate, ad hoc categotgrget sentences, the property was relevant to tt
namedshark If participants respondethore superordinate category represented by the veh
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cle of the preceding metaphor-prime, or thenetaphor or literal sentence). For 48 of the filler
property was relevant to only the basic-level casentence pairs neither the first (metaphorical or lit
egory represented by the vehicle of the precedral) sentence nor the second (property statemer
ing metaphor-prime sentence. For example, feentence made sense, for exantpé, basketball
the metaphor-prime sentenc&hat defense is a toll booth; Toll booths distribute hamburgers
lawyer is a sharkthe property statement rele-For 48 of the filler sentence pairs the first sentenc
vant to the superordinate category v&isarks did not make sense but the second sentence di
are tenaciousand the property statement relefor exampleThat apple was a tennis playden-
vant to only the basic-level w&harks are good nis players need racquetSor 48 other filler sen-
swimmers The property statements relevant ttence pairs the first sentence made sense—:
the superordinate category were written to highvere like the experimental metaphor primes anc
light what we judged to be the most salient fe@4 were like the experimental literal primes—and
ture of the corresponding metaphor-prime sethe second sentence did not make sense, for exal
tence. The property statements relevant to tpée, My aunt’s health problems are a time bomb;
basic-level category were written to highlighBombs are special anniversary giits His jacket
what we judged to be the most salient feature wfas corduroy; Corduroy swims in the lakéhe
the corresponding literal prime sentence, avoidomplete set of materials for Experiment 1 is
ing statements that might also be related to tla@ailable online at http:/psych.wisc.edu/lang/ma-
metaphor (i.e., sharp teeth might be related terials/metlit.ntml.
tenacity). We shall refer to the experimental Procedure Participants were tested in groups
property statements that were relevant to the sof-four or fewer, with each participant occupy-
perordinate category of the vehicle as superordirg his or her own cubicle. Each cubicle con-
nate target sentences, and we refer to the expeained a computer monitor and a two-key re-
mental property statements that were relevant$ponse pad. At the beginning of the sessior
only the basic-level of the vehicle as basic-levglarticipants read instructions on their computel
target sentences. The factorial combination efionitors that explained the task and providec
the two types of prime sentences (metaphor ardample sentences. Participants were told the
literal) and the two types of target sentences (stineir task was to read each of a series of ser
perordinate and basic-level) produced four exences and to decide rapidly and accuratel
perimental conditions, as illustrated in Table 1.whether each sentence made sense. The parti
The materials also included 144 filler pairs gbants were told that some of the sentence
sentences designed to balance the numbervasuld be metaphorical, and they were given ex:
prime and target sentences that did versus did mohples of sentences that did and did not mak
make sense. The filler sentence pairs were caense (e.g.My mother says that my little
structed similarly to the experimental pairs (i.ebrother is a pigversusMy mother says that my
the first sentence was either a metaphor or a liteligle brother is a desk
sentence, and the second sentence was a properfyarticipants were instructed to use their
statement about the vehicle of the precedirdpminant hand to indicate their response by

TABLE 1

Example Experimental Stimuli for Experiment 1

Prime sentence

Target sentence

Metaphor Literal
Superordinate relevant That defense lawyer is a shark. That large hammerhead is a shark
Sharks are tenacious. Sharks are tenacious.
Basic-level relevant That defense lawyer is a shark. That large hammerhead is a shark.

Sharks are good swimmers. Sharks are good swimmers.
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pressing either a key labeled “yes” or a key la- Prime Sentence
beled “no.” They used their index finger to 1250 - oMetaphor  mLiteral
press one key and their middle finger to press
the other. During the instructions, participants g 1200 A
responded to eight practice sentences and re’y;
ceived feedback after each practice sentence ir g
dicating whether they responded correctly, in-F 11904
correctly, or too slowly (taking longer than
5500 ms). During the actual experiment the
participants did not receive this feedback. After ::1“:,
responding to each third of the sentences in the>
E;(é)aelzment, the participants received a short 950 SUPERGRDINATE SASIC
S relevant relevant

A_II sentences were presented Ie_ft-JL_Jstlfled anc Target Sentence
vertically centered so that the beginning of each
sentence appeared in the same location. Each'G- 1. Participa_nts' average verification times for
sentence remained on the screen for 5500 msPGPer statements in Experiment 1.
until the participant pressed a key. Between sen-
tences a blank screen appeared for 450 ms. metaphorical vehicle stands for the superordi

Participants The participants were 133 com-hate category, then we should have observed &
munity members, recruited from flyers posteédnhancement effect. As illustrated in the two
around the University of Wisconsin-Madisoreft-most bars of Fig. 1, participants more rap-
campus and participating for monetary compeidly verified the superordinate property state-
sation. Only verification times for which partic-ments after they read the metaphor-prime ser
ipants responded correctly to both the targ&tnces ! = 1003 ms;SE = 16 ms) than after
(property statement) and its preceding primiéaey read the literal-prime sentenchkb< 1046
sentence were analyzed, and data from partiois; SE= 19 ms),F1(1,111)= 7.336,p < .01;
pants who did not perform better than 66% coF2(1,47)= 4.987,p < .03.
rect on each of the experimental item types wereTo test the hypothesis that the basic-level
not analyzed. This criterion eliminated the dateneaning of a vehicle is suppressed during
from 21 participants; the data from 112 particimetaphor understanding, we examined partici-
pants were included in the analysis. pants’ average verification times to property
statements that were relevant to only the basic
level category. More specifically, we compared

Participants’ average verification times fothe participants’ average verification times to
property statements are illustrated in Fig. 1. Tproperty statements that were relevant to only
test the hypothesis that the superordinate medhe basic-level category (e.dgSharks are good
ing of a vehicle is enhanced during metaph@wimmery after the participants read a
understanding, we examined participants’ avemetaphorical prime sentence (e.ghat defense
age verification times for property statementgawyer is a shark as opposed to a baseline, lit-
that were relevant to the superordinate categosral-prime sentence (e.dgrhat large hammer-
More specifically, we compared the particihead is a shark If the metaphorical vehicle
pants’ average verification times for propertgtands for thesuperordinate category, then we
statements that were relevant to the superorghould have observed a suppression effect. As il
nate category (e.gSharks are tenaciolisfter lustrated in the two right-most bars of Fig. 1, par-
the participants read a metaphorical prime seticipants more slowly verified the basic-level
tence (e.g.That defense lawyer is a sharls property statements after they read the metaphol
opposed to a baseline, literal-prime sentenggime sentenced = 1219 ms;SE = 22 ms)
(e.g.,That large hammerhead is a sharkk the than after they read the literal-prime sentence:

1150 {

1050

ication

1000 A

Results and Discussion
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(M = 1162 ms;SE = 18 ms), F1(1,111) = after they read metaphors (e.Ghat defense
13.38,p < .0004;F2(1,47)= 7.656,p < .01. lawyer is a sharkthan after they read baseline,
This contrasting pattern of enhancement diteral sentences (e.grhat large hammerhead
the superordinate category (i.e., faster verificss a shark not because comprehending
tion times for the superordinate property statenetaphors involves suppressing basic-leve
ments after participants read the metaphomeanings but because our comparison cond
prime versus literal-prime sentences) antion—our baseline, literal-prime sentences—
suppression of the basic-level meaning of theontained the basic-level category member tern
vehicle (i.e., slower verification times for the(e.g.,hammerheay In other words, perhaps in-
basic-level property statements after particetead of demonstrating that participants were
pants read the metaphor-prime versus literadlower to verify basic-level properties after they
prime sentences) produced a statistically signifiead metaphors, we merely demonstrated the
cant interactionf1(1,111)= 20.27,p < .0001; participants were faster to verify basic-level

F2(1,94)= 12.29,p < .0007. properties after they read the literal sentences
Participants were faster to verify superordiand the reason they were faster to verify basic
nate property statements(= 1024 ms;SE= level properties after they read the literal sen.

12 ms) than basic-level property statemeits (tences is that those literal sentences containe
= 1191 ms; SE = 18 ms), F1(1,111) = the basic-level category word.
241.30,p < .0001; F2(1,94) = 10.35,p < To rule out this explanation we conducted a
.002. However, this difference was not imporsecond experiment that used a different base
tant to our investigation, so we did not investidine prime. In our second experiment our base-
gate its cause. Participants’ responses to thiee-prime sentences did not contain the basic:
property statements were very accurate; le$svel category word (e.g.,hammerheay
than 2% of the responses to the superordinatather, the topic of the baseline prime was non-
property statements and less than 3% of theensical when yoked with the metaphorical ve-
responses to the basic-level property statdicle. For example, the baseline prime for the
ments were incorrect. There were no differmetaphorHis defense lawyer was a shankas
ences or interactions in error rates. the nonsense-prime sentertdis English note-
The enhancement and suppression effedieok was a sharklf we are correct in our in-
demonstrated by this experiment support therpretation of Experiment 1, then the non-
class inclusion theory of metaphor comprehesense baseline prime in Experiment 2 shoulc
sion. Comprehending a metaphor makes propsfield exactly the same results as we observe
ties that are central to the metaphor ground (aimdExperiment 1.
to the superordinate category of the vehicle)
more acces§ible. More crucial to the thgory, EXPERIMENT 2
comprehending a metaphor makes properties of
the basic-level meaning of the vehicle that afdethods
not relevant to its superordinate meaning less Materials Experiment 2 used the same 48
accessible; we suggest that they are suppresseetaphor-prime sentences as Experiment 1, witl
Such suppression of the basic-level meaning égcasional minor modifications (e.g., change of
strong evidence that metaphorical vehicles diemonstrative reference to a pronoun). For eac
not have basic-level meaning; they stand for threetaphor-prime sentence we constructed a not
superordinate. sense-prime sentence by changing the topic of th
Although the pattern of the data from our firstorresponding (sensible) metaphor-prime sen
experiment was clear, one could argue againshce. For example, for the metaphor-prime sen
our interpretation of the suppression effect itenceHis defense lawyer is a shamke replaced
the following way. Perhaps we observed thadis defense lawyewith His English notebogk
participants were slower to verify basic-levemaking the nonsense-prime senteHteEnglish
properties (e.g.Sharks are good swimmégrs notebook is a shark
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As in Experiment 1, each prime sentence was Participants One hundred and ninety one un-
followed by a target sentence, which was a proglergraduates at the University of Wisconsin-
erty statement. The target sentences in Experimeviadison participated for extra credit in an intro-
2 were identical to those of Experiment 1. For theluctory psychology course. All participants
experimental target sentences, the property wagere native American English speakers. As in
relevant to the superordinate category representestperiment 1, only verification times for which
by the vehicle of the preceding metaphor-prime guarticipants responded correctly to both the tar
nonsense-prime sentence, or the property was rgkt (property statement) and its preceding prim
evant to only the basic-level category representesgtntence were analyzed, and data from partici
by the vehicle of the preceding metaphor-prime grants who failed to perform better than 66%
nonsense-prime sentence. The factorial combineerrect on each of the experimental item type:
tion of the two types of prime sentences (metaphevere not analyzed. This criterion eliminated the
versus nonsense) and the two types of target setata from 51 participants; the data from 140 par
tences (property statements relevant to the supécipants were included in the analysis.
ordinate versus basic-level) produced four experi- , )
mental conditions, as illustrated in Table 2. Results and Discussion

The materials also included 48 filler pairs of Participants’ average verification times for
sentences designed to balance the numberpobperty statements are illustrated in Fig. 2. Tc
prime and target sentences that did versus dabt the hypothesis that the superordinate meal
not make sense. The filler sentence pairs weargy of a vehicle is enhanced during metaphor un
constructed similarly to the experimental pairgjerstanding, we examined participants’ averags
in that the first sentence was either a metaphegrification times for property statements that
or a nonsense statement, and the second seere relevant to the superordinate category. Mor
tence was a property statement about the vehisleecifically, we compared the participants’ aver-
of the preceding metaphor or nonsense statgge verification times for property statements tha
ment. For 24 of the filler sentence pairs neithevere relevant to the superordinate category (e.g
sentence made sense, for exampller, basket- Sharks are tenaciojafter the participants read a
ball is a toll booth; Toll booths distribute ham-metaphor-prime sentence (e.ddis defense
burgers For the other 24 filler sentence pairdawyer is a shark as opposed to a baseline, non-
the first sentence made sense, but the secamhse-prime sentence (eHis English notebook
sentence did not make sense, for examidle, is a sharl. If the metaphorical vehicle stands for
aunt’s health problems are a time bomb; Timthe superordinate category, then we should hav
bombs are special wedding giffBhe complete observed an enhancement effect. And again, as |
set of materials for Experiment 2 is availabléustrated in the two left-most bars of Fig. 2, par-
online at http://psych.wisc.edu/lang/materialdicipants more rapidly verified the superordinate

metnon.html. property statements after they read the metapho
Procedure The procedure was identical toprime sentencedM = 1093 ms;SE = 19 ms)
that of Experiment 1. than after they read the nonsense-prime sentenc
TABLE 2

Example Experimental Stimuli for Experiment 2

Prime sentence

Target sentence

Metaphor Nonsense
Superordinate relevant His defense lawyer is a shark. His English notebook is a shark.
Sharks are tenacious. Sharks are tenacious.
Basic-level relevant His defense lawyer is a shark. His English notebook is a shark.

Sharks are good swimmers. Sharks are good swimmers.
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Prime Sentence suppression of the basic-level meaning of the ve
1400 - OMetaphor ®mNonsense hicle (i.e., slower verification times for the basic-
level property statements after participants reas
the metaphor-prime versus nonsense-primes) pr
duced a statistically significant interaction,
F1(1,139)= 34.43,p < .0001;F2(1,94)= 18.15,
1200 - p < .0001.
Participants were again faster to verify superor:
dinate property statementdl (= 1133 ms;SE=
19 ms) than basic-level property statemelits<(
1307 msSE= 21 ms),F1(1,139)= 174.69p <
SUPERORDINATE BASIC .0001;F2(1,94)= 9.44,p < .003. However, this
relevant relevant difference was not important to our investiga-
Target Sentence tion, so we did not investigate its cause. Partici-
pants responded incorrectly less than 1% of th
time to the superordinate property statement
and less than 2% of the time to the basic-leve
property statements. There were no difference
(M =1173 msSE= 20 ms)F1(1,139)= 20.22, or interactions in error rates.
p < .0001;F2(1,47)= 21.20,p < .0001. Experiment 2 both replicated the effects
To test the hypothesis that the basic-levébund in Experiment 1 and allowed us to reject
meaning of a vehicle is suppressed duririfpe alternative explanation for the suppressior
metaphor understanding, we examined particéffect. Recall that the alternative explanation as
pants’ average verification times for propertgumed that the suppression effect found in Ex
statements that were relevant to only the basigeriment 1 was actually an enhancement follow:
level category. More specifically, we comparethg the literal prime sentence. It suggested tha
the participants’ average verification times fothe presence of a basic-level concept (bam-
property statements that were relevant to oniyerheadl in the literal-prime sentence might
the basic-level category (e.gharks are good have facilitated responses to the basic-leve
swimmery after the participants read aproperty, making it seem like the metaphor-
metaphor-prime sentence (e.dHdis defense prime suppressed responses to that propert
lawyer is a shark as opposed to a baselineThe fact that Experiment 2 yielded the same re
nonsense-prime sentence (e.flis English sult with a baseline prime that did not use the
notebook is a shajklf the metaphorical vehicle basic-level concept in the baseline prime argue
stands for the superordinate category, then vegainst this alternative.
should have observed a suppression effect. And
again, as illustrated in the two right-most bars of EXPERIMENT 3
Fig. 2, participants more slowly verified the We conducted the second experiment in orde
basic-level property statements after they redd rule out an alternative explanation to Experi-
the metaphor-prime sentencéd & 1341 ms; ment 1's suppression effect. Though Experi-
SE = 22 ms) than after they read the nonsensgent 2 showed the same suppression pattern
prime sentencesV( = 1273 ms;SE= 20 ms), Experiment 1, a critic might still argue that the
F1(1,139) = 14.46,p < .0002; F2(1,47) = nonsense prime is not a “truly” neutral baseline.
4.26,p < .04. It is still possible to explain the suppression ef-
As in Experiment 1, the contrasting pattern diect of Experiment 2 by assuming that the non
enhancement of the superordinate category (i.eense primeHis English notebook is a shark
faster verification times for the superordinatprimedgood swimmersspeeding response time
property statements after participants read the the target sentenc8harks are good swim-
metaphor-prime versus nonsense-primes) anters Perhaps the worsharkin the nonsensical
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FIG. 2. Participants’ average verification times for
property statements in Experiment 2.
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string is understood at the basic-level of categmetaphor baseline are no longer equated in th
rization, thus enhancing the basic-level propemost important way. Only the metaphor prime
ties of shark and consequently facilitating theincludes the crucial term, the vehidbark In
comprehension of the target senteBSbarks are this new configuration, the worshark is re-
good swimmersln addition, one could assumepeated between the metaphor prime and the ta
that the metaphdvly lawyer is a sharkloes not get sentence, but not between the unrelate
affect the availability of the property “are goodaseline prime and the target sentence. It is we
swimmers” at all. If this is the case, then readeestablished that readers are faster to identif
should be slower to respond to the target followvords they have seen shortly before, so it is vir:
ing the metaphor than the nonsense prime. Thiisally guaranteed that the repetition stiark
what looks like a suppression effect in Experialone would result in faster response time fol-
ment 2 could simply be an enhancement effectowing the metaphor than the baseline prime
We designed Experiment 3 to overcome thighis should be true even for the responses to tf
criticism. Ideally, one would want to use a trulybasic-level target sentenceShérks are good
neutral priming sentence. Unfortunately, sucewimmers
neutral primes do not exist because any linguis- Though such a repetition priming effect is
tic material has the potential to prime some abound to occur, it is irrelevant to our theoretical
pect of the target sentence. We therefore aimedncern and would add only a constant in the
at addressing the specific problem that the nometaphor prime conditions. To avoid this poten-
sense prime poses. The heart of the alternatiti@l problem, we will compute-scores (here-
explanation is that the worsharkin the non- after referred to as standardized scores) for th
sense prime might have enhanced the comprerification latencies within each prime type.
hension of the target sentence. Therefore, they remaining differences should more directly
baseline prime in Experiment 3 did not includeeflect enhancement and suppression effects.
the vehicle name from the correspondin
metaphor prime. Instead of a nonsense prirr?é',ethc’ds
this experiment used an unrelated metaphor as aaterials We paired each metaphor prime
baseline prime. For example, the unrelatesentence (e.gThat defense lawyer is a shark
(baseline) prime for the target sentetr@tearks with another unrelated metaphor prime sentenc
are good swimmerwas That new student is a (e.g., That new student is a cloyvso that the
clown An unrelated metaphor cannot be exame metaphor served as both a relevant prirr
pected to systematically induce enhancementiofone sentence set and an unrelated prime in a
a basic-level property such age good swim- other. As Table 3 illustrates, this simple pairing
mers Therefore, with this unrelated metaphocreated completely counterbalanced sentenc
baseline, a suppression effect can no longer bets, with unrelated metaphors serving as th
explained in terms of enhancement. baseline primes. The complete set of material
But the new baseline solved one problem arisl available online at http://psych.wisc.edu/lang/
created another. The metaphor prime and theaterials/metneut.html.

TABLE 3

Example Experimental Stimuli for Experiment 3

Prime sentence

Target sentence

Metaphor Unrelated
Superordinate relevant That defense lawyer is a shark. That new student is a clown.
Sharks are tenacious. Sharks are tenacious.
Basic-level relevant That defense lawyer is a shark. That new student is a clown.

Sharks are good swimmers. Sharks are good swimmers.
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Procedure The procedure was identical t01341 ms;SE= 21 ms), and they more rapidly
that of Experiments 1 and 2. verified the basic-level property statements aftel

Participants One hundred and sixty-severthey read the metaphor-prime sentendés=
undergraduates at the University of Wisconsirt250 ms;SE = 17 ms) than after they read the
Madison participated for extra credit in an introunrelated primesM = 1487 ms;SE= 21 ms).
ductory psychology course. All participantsMVe assume that the interaction was not of the
were native American English speakers. As iarossover style observed in Experiments 1 and :
Experiments 1 and 2, only verification times fobecause the lack of word repetition inflated the
which participants responded correctly to botkerification times for target sentences following
the target (property statement) and its preceditige unrelated primes. Indeed, if one were to
prime sentence were analyzed. Data from pasubtract an estimated penalty for not having a
ticipants who failed to perform better than 66%epeated word, say 260 ms, from the average
correct on each of the experimental item typegerification times for property statements fol-
were not analyzed. This criterion eliminated thiwing the unrelated primes (those that did not
data from 51 of the total participants; the dateontain a repeated word), the signature
from 116 participants were included in therossover interaction would be perfectly mani-

analysis. fested. However, a more elegant solution is to
) , standardize, by computirgscores, the partici-
Results and Discussion pants’ verification latencies within each prime

Participants’ average verification times fortype.

property statements are illustrated in Fig. 3. As Figure 4 presents standardized verification la
in Experiments 1 and 2, we observed a statisttencies for Experiments 1, 2, and 3. For each ex
cally significant interactior-1(1,155)= 6.648, periment, these standardized scores were con
p < .01;F2(1,47)= 4.046,p < .05. However, puted by first obtaining the mean and standar
as seen in Fig. 3, this interaction is not of thaleviation of all the participants’ mean verifica-
“crossover” style observed in Experiments Zion latencies for target sentences following all
and 2. In Experiment 3, participants more rapthe metaphor primes (i.e., collapsing across
idly verified the superordinate property statewhether the target sentences were superordina
ments after they read the metaphor-prime semersus basic-level property statements). Then

tences M = 1045 ms;SE= 17 ms) than after “metaphor prime/basic-level target sentence’
they read the unrelated-prime sentendds= standardized score was computed for each pa
ticipant by subtracting the group’s average
“metaphor” verification latency from the indi-

Prime Sentence . - . .
' vidual participant’s raw “metaphor prime/basic-

Metaph Unrelated e .

1550 1 Rivielaphior mLinriale level target sentence” verification latency and
B 1450 dividing by the group’s “metaphor” standard de-
E viation. Similarly, a “metaphor prime/superordi-
g 1350 nate-level” standardized score was compute
= for each participant by subtracting the group’s

1250 4 P ” e
5 average “metaphor” verification latency from
"§ 1150 4 the ind.ividual participant’'s “metaphor prime/gu-
£ perordinate-level target sentence” verification
£ 1050 latency and dividing by the group’s “metaphor”

950 . standard deviation. These steps were repeate

SUPERORDINATE BASIC for the unrelated primes in Experiment 3, and
relevant relevant the literal and nonsense primes in Experiment:
Target Sentence 1and 2.

FIG. 3. Participants' average verification times for AS Fig. 4 illustrates, with verification laten-
property statements in Experiment 3. cies standardized within prime types, the patterr
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FIG. 4. Standardized verification times for property statements in Experiments 1, 2, and 3.

of suppression and enhancement that we ob- GENERAL DISCUSSION
served in Experiments 1 and 2 appears in EXper-rpqo experiments reported here provide twe

iment 3. In all three experiments, participantgenra| findings. They consistently demonstrate al

were faster to verify the superordinate properyypancement effect: Properties of a metaphor

statements after reading the metaphor-primgicie that are central to the metaphorical mear
sentences (EM = —0.473,SE=0.07,E2M = i5q hecome more accessible. These experimen
—0.460,SE= '97; E3M = _0'454*S,E: 0.07) " a1s0 demonstrate an interesting suppression e
than after reading the unrelated-prime sentencgg;- Properties of a metaphor's vehicle that are
(E1M = —0.287,SE= 0.09; E2M = —0.206, (g|eyant only to the basic-level meaning of the ve
SE=0.08; E3M = —0.276,SE = 0.07), E1 hjcje, and are not relevant to the superordinat
F(1,112)=6.67,p <.01; E2F(1,139)= 13.78, naaning of the vehicle, become less accessibl
p < .0003; E3F(1,155)= 7.31,p < .01. This \ye guggest that these properties are suppressed
pattern demonstrates support for our enhangg- enaphle metaphor understanding. In the sam

ment hypothesis. way, inappropriate meanings of polysemous

Conversely, in all three experiments, partiCiyyorgs are suppressed to enable lexical acces

pants were also slower to verify the basic-levelre,iously mentioned concepts that are not the ar
property statements after reading the metaphQgcedents of an anaphor are suppressed to enal
prime sentences (BU = 0.473,SE= 0.09; E2 5 nhoric reference, competing topics are sup
M = 0.460,SE = 0.08; E3M = 0.454,SE = ,;e55ed to enable cataphoric reference, and
0.07) than after reading the unrelated-prime se@s., The enhancement and suppression effec
tences (EIM = 0.287,SE = 0.09; E2ZM = 00yrreq with three different baselines, a “literal”
0.206,SE= 0.08; E3M = 0.276,SE=0.08), E1 p5qejine, a “nonsense” baseline, and a “neutral

F(1,112)= 6.67,p < .01; E2F(1,139)= 13.78, (nrelated) baseline, suggesting that the phenon
p < .0003; E3F(1,155) = 7.31,p < .01. FOI gng are robust.

each experiment, this contrasting patternledtoa | .

reliable interaction, EF(1,112) = 13.34,p < Implications for Theories of Metaphor

.001; E2 F(1,139) = 27.55,p < .0001; E3 The class inclusion theory of metaphor
F(1,155)= 14.621,p < .001, which when com- (Glucksberg & Keysar, 1990) predicts precisely
puted on the standardized verification latencigbe effects of suppression and enhancement th
was always of the crossover type, as shown iwe observed in our three experiments. The clas
Fig. 4. inclusion theory assumes that metaphors such :
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cigarettes are time bomlase understood as is—when they read the senteridis defense lawyer
as category statemenfme bomtstands for a is a sharkbecause oncgharkstands for the su-
superordinate category, not for the objante perordinate ad hoc category, the sentence is ul
bomb The enhancement effect suggests that iderstood as a normal category statement. To a
deed the superordinate category is accessibiee at the appropriate meaning chark
during metaphor understanding. The suppresemprehenders must do some “work,” just like
sion effect more directly demonstrates that thteey work at identifying and constructing the
vehicle does not stand for the basic-level meanentext-dependent meaning of words in general
ing. The fact that basic-level properties were The class inclusion account, then, explains
less accessible strongly suggests that the vehithe suppression effect as a result of the con
does not stand for the object-level categorgtruction of the ad hoc category that is the basis
These experiments, together with experimenfsr understanding the metaphor. One might
by Glucksberg, McGlone, and Manfredi (1997)suggest instead that our results reflect not cate
converge on direct empirical evidence for thgory construction but category retrieval. Take
class inclusion theory of metaphor. for example an extreme case, a highly conven
While the experiments provide direct suppotionalized metaphorical use bfitcheras inhis
for the class inclusion theory because they vesurgeon is a butchefThe metaphorical mean-
ify its natural predictions, we do not claim thatng of butcheris so lexicalized in English that it
they refute competing theories of metaphor uappears as an entry in several dictionaries. Fo
derstanding. As with all experiments to date iaxample, it appears in the American Heritage
the study of metaphor understanding, these dbéctionary as the fourth entry, “one who bun-
not “critical experiments.” The reason is that ougles something.” If by analogy such a meaning
experiments do not directly test the predictionsf butcheris also an entry in our mental lexi-
of alternative theories. For example, a centrabn, then it is possible that lexical ambiguity
assumption in Wolff and Gentner’s (1992) theresolution is taking place. In that case, the sup:
ory is that metaphor understanding involves goression effect might reflect the same proces:
early comparison between the topic and the vikat underlies lexical access of polysemous
hicle. Our data do not speak to this issue eitheords such aspade as Gernsbacher and her
way. We cannot tell from the procedure and thenlleagues have demonstrated (e.g., Gerns
results whether such a comparison takes plad®cher & Faust, 1991b). If so, the suppressior
While the experiments do not directly refute aleffect for butchershould be taken to reflect not
ternative theories, they do provide strong suphe construction of an ad hoc category but the
porting evidence for the class inclusion theoryetrieval of the preexisting lexicalized category
and they need to be explained by future theoreif people who bungle things.
ical attempts. This alternative interpretation of our data
should be rejected because it makes two fals
predictions. The first prediction concerns a pos
sible priming effect. If the metaphorical mean-
One of the persisting puzzles in the empiricaihg of a vehicle is really lexicalized, then the ve-
study of metaphor has been that while hicle by itself should be an effective prime for
metaphorical sentence is, strictly speakingerms that are related to the metaphorical mear
anomalous because it involves a category misyy. However, experiments by Blasko and Con-
take (Davidson, 1978), experiments consistentlyine (1993) suggest the opposite. While they
find no evidence for the psychological reality ofound that conventional metaphors prime the
such an anomaly. It seems like readers and adetaphorical meaning very early in the process
dressees comprehend a metaphor with no setisey found no such priming by the conventional
of an initial aberration. The class inclusion thevehicles in isolation. Therefore, a “lexical ac-
ory and our results provide one resolution to thisess-type” interpretation of our results could be
puzzle. Readers need not encounter an anomedyected on these grounds.

Category Mistake, Category Retrieval, or
Category Construction?
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A stronger reason to reject this alternative in& Jescheniak, 1995) are also crucial for
terpretation comes from further analysis of oumetaphor understanding. Our findings sugges
own data. We reasoned that if the suppressitimt metaphor comprehension could be naturall
effect reflects lexical access for highly converaccounted for within the Structure Building
tionalized metaphors, then the effect should coFramework (Gernsbacher, 1990, 1991a, 1995
relate positively with ease of understanding thE997c).
metaphor. We tested this possibility with the These general comprehension mechanism
data from Experiment 2. We operationalizedupport both metaphor and literal comprehen
metaphor conventionality as error rate to thgion in two important ways. First, the under-
metaphor primes, assuming that the more costanding of a metaphorical meaning, as we
ventional the metaphor the fewer errors particdemonstrated in our experiments, is comparabl
pants should make in response to it. (Recall thit any other like-structure literal sentence. En-
the participants’ task was to decide whethdrancement and suppression enable understan
each sentence made sense; therefore, saying thgtof a nominative metaphor as they suppor
one of our metaphor-prime sentences did ntite understanding of any other categorizatior
make sense would be considered an error.) Waatement. Second, in earlier work, Keysar
then computed a suppression score (an eff¢@994) showed that suppression is involved ir
size) for each metaphor by subtracting (a) thaferencegegarding intended meaning, and that
mean verification time for its basic-level releit operates the same for literal and metaphorice
vant property statement when that propertymeaning. Those studies demonstrated that suj
statement was preceded by the nonsense-pripression plays a role in arriving at a final in-
from (b) the mean verification time for its basictended meaning of sentences in discourse cor
level relevant property statement when thaéxt: Readers can infer a metaphorical intende
property statement was preceded by theeaning in context by suppressing a literal
metaphor-prime. Although error rates rangemheaning, but they can also infer a literal in-
across metaphor primes from Ottef husband tended meaning by suppressing a metaphoric:
is a gem to 87% {The baby monkey is a vipe meaning.
there was no hint of correlation between these ]
error rates and the suppression scores=( Conclusion
.002). We therefore feel confident rejecting this On the one hand, our experiments provide
alternative explanation and proposing insteaglipport for the class inclusion theory of
that our results reflect the process of categonyetaphor understanding. On the other hand, th
construction. experiments demonstrate the way that gener:
comprehension mechanisms, as described b
Gernsbacher and her colleagues, work at th
service of metaphor understanding. Most impor-

Not only does the understanding of metaphaeantly, the suppression mechanism is crucial ir
not involve anomaly, but experimental researchliminating potentially confusing information
shows that metaphor understanding is as natugiring metaphor interpretation, just like it is im-
as the understanding of literal language. Owortant in suppressing irrelevant information
paper suggests one central reason for the coguring any act of understanding.
parability of metaphor and literal comprehen-
sion: They are understood via exactly the same REFERENCES
general comprehension mechanisms. Specifitwerger, B., & Strauss, S. L. (1987). Readers’ understand-
cally, we demonstrated that the same mecha- ing of metaphor: Implications of linguistic theory for
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Understanding
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