Differences in Emotion Recognition From Body and Face Cues Between Deaf and Hearing Individuals
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Abstract
Deaf individuals may compensate for the lack of the auditory input by showing enhanced capacities in certain visual tasks. Here we assessed whether this also applies to recognition of emotions expressed by bodily and facial cues. In Experiment 1, we compared deaf participants and hearing controls in a task measuring recognition of the six basic emotions expressed by actors in a series of video-clips in which either the face, the body, or both the face and body were visible. In Experiment 2, we measured the weight of body and face cues in conveying emotional information when intense genuine emotions are expressed, a situation in which face expressions alone may have ambiguous valence. We found that deaf individuals were better at identifying disgust and fear from body cues (Experiment 1) and in integrating face and body cues in case of intense negative genuine emotions (Experiment 2). Our findings support the capacity of deaf individuals to compensate for the lack of the auditory input enhancing perceptual and attentional capacities in the spared modalities, showing that this capacity extends to the affective domain.
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1. Introduction

Emotion recognition is a crucial capacity for developing social skills, and is often based on the integration of multiple sensory cues (Klasen et al., 2012). Although vision usually plays a major role in driving emotion recognition,
auditory cues — such as vocalizations and prosody — are also important in conveying the emotional state of other agents (Frühholz et al., 2016). A few studies have investigated the effects of auditory deprivation on the development of social skills, including emotion recognition in the spared visual modality (e.g., Peterson et al., 2016; Sidera et al., 2017). Previous studies investigating the effects of auditory deprivation on the development of social and emotional abilities found that deaf children may show difficulties when interacting or communicating with hearing children (Greenberg and Kusché, 1989; Meadow et al., 1981; Weisel et al., 2005) and may report more loneliness than their hearing counterparts (Most, 2007). Reduced opportunities to converse with others (and delays in language acquisition) might negatively impact on the acquisition of social skills in deaf children, such as the understanding of others’ mental states and emotion recognition (Ludlow et al., 2010; Sidera et al., 2017). However, in adulthood, the emerging picture seems different, with deaf individuals tending to be as accurate as hearing controls in recognizing and evaluating the valence of facial emotional expressions, although possibly relying on partially different strategies (Letourneau and Mitchell, 2011; McCullough et al., 2005; Mestre et al., 2015; Watanabe et al., 2011). For instance, deaf observers tend to fixate the bottom half of the face more frequently than hearing controls during emotion recognition, finding it particularly difficult to infer emotional states (but not to recognize identity) when only the top part of the face is visible (Letourneau and Mitchell, 2011; but see Watanabe et al., 2011). Deafness seems also to affect the typical pattern of hemispheric lateralization when processing facial emotional expressions, with the left hemisphere playing a larger role in deaf individuals compared to hearing ones (e.g., Letourneau and Mitchell, 2013; McCullough et al., 2005), as in case of other perceptual and attentional tasks (e.g., Cattaneo et al., 2014, 2016, 2018).

Most studies on visual emotional processing in the deaf have employed faces as stimuli. However, growing evidence suggests the importance of body signals in conveying affective information (for a review see De Gelder, 2009). Emotions can indeed be accurately recognized by looking at dynamic and static body stimuli in the absence of face information (e.g., Atkinson et al., 2004; Aviezer et al., 2012), and at very short presentation times (e.g., 200 ms; see Martinez et al., 2015; Meeren et al., 2005). Body emotional processing in the deaf has never been investigated. Consistent evidence suggests that deaf individuals may exhibit improved visual skills to compensate for the lack of the auditory input, like enhanced sensitivity in the peripheral visual field or improved visual motion detection (for reviews, Bavelier et al., 2006; Pavani and Bottari, 2012; for recent evidence see Codina et al., 2017; Stoll et al., 2018). If on the one hand prior studies suggest that deaf individuals perform similarly to hearing controls in face emotion recognition, the former may pay more attention to body cues, usually falling more peripherally in the visual field when
facing another person. Similarly, deaf individuals may be better at integrating body and face cues since, at least during sign language use, they have to simultaneously track hand gestures and face expressions. Moreover, emotional body postures, similarly to emotional vocalizations, can be perceived at a larger distance compared to face expressions (De Gelder, 2009; Smith and Schyns, 2009). Accordingly, paying more attention to body signals may be more strategic in real-life situations than focusing more on face expressions when the auditory sense is missing. In line with the above, deaf individuals may rely more on body cues when deciding about the emotion expressed by another agent, this possibly resulting in better emotion recognition when the body of the other agent is visible. To directly address this hypothesis, we tested deaf and control hearing participants on two tasks (the first involving discrimination of standard posed basic expressions, the second assessing evaluation of more natural positive and negative intense expressions) that have been used before to assess discrimination of bodily emotions (Aviezer et al., 2012; Martinez et al., 2015). In particular, in Experiment 1, we assessed whether and how deafness modulates the recognition of the six basic emotions when either the face, the body, or both the face and body are visible. In Experiment 2, we measured the weight of body and face cues in conveying emotional information when intense emotions are expressed, a situation in which face expressions alone may have ambiguous valence and body cues become more relevant (Aviezer et al., 2012).

2. Experiment 1

In Experiment 1, we compared deaf participants and hearing controls in a task previously used by Martinez et al. (2015) in which — in a series of video-clips — different actors expressed an emotion with a body movement and a facial expression. Either the face or the body was masked in certain conditions, forcing the observer to infer the emotional state of the actor on the basis of facial or bodily cues alone.

2.1. Methods

2.1.1. Participants

Thirty-six profoundly deaf Caucasian individuals (18 F, mean age = 35.0 years, SD = 11.7; mean education = 15.2 years, SD = 2.7) and thirty-six normally hearing Caucasian subjects (18 F, mean age = 35.0 years, SD = 11.6; mean education = 15.6, SD = 2.8) participated in the study. Deaf and normally hearing participants were matched for age [t(70) < 1, p = 0.98] and education [t(70) < 1, p = 0.45]. All deaf participants had bilateral severe (i.e., between 71 and 90 dB) or profound (>91 dB) hearing loss and were early deaf (they lost their hearing within the first three years of life), with the exception
of three participants who were clinically classified as deaf at age 6 \( (n = 1) \) and 8 \( (n = 2, \) see Table 1 for details). Seven deaf participants were early signers (because of having either one or both deaf parents) and proficiently used Italian Sign Language (LIS) (but were also capable of lip-reading and some oral communication). An additional seven deaf participants reported to moderately use LIS, which was, however, learned later in life (mean age of LIS acquisition for this group = 21.5 years, SD = 4.2). The remaining deaf participants \( (n = 22) \) were non-signers (they reported not to know sign language). All deaf participants used prosthetic devices (at least to one ear) and reported to refer to lip-reading to understand oral speech. All participants had normal or corrected-to-normal vision. The experiment was approved by the local ethical committee and participants were treated in accordance with the Declaration of Helsinki. Data of one deaf participant (Subject 33 in Table 1) could not be properly collected due to technical problems that were detected only at the end of the experiment; data of this participant are therefore not considered in the analysis.

2.1.2. Stimuli and Procedure

Participants were seated comfortably at a table in front of a 16-inch desktop computer (at an approximate distance of 57 cm). They were presented with short videos (1 s duration) displaying three Caucasian actors and two actresses (one Caucasian and one Asian) expressing one of the six basic emotions (anger, disgust, fear, happiness, sadness, and surprise). The videos were the same as used in Martinez et al. (2015) who recorded professional actors while enacting each emotion as naturally as possible. These videos were then graphically edited with a masking tool to show only the face or only the body for the entire duration of the clip. There were three types of videos: 1) intact/full videos (in which both the face and body of the actor expressing the emotion was visible); 2) videos with visible faces and masked bodies (in which only the face of the actor expressing the emotion was visible); 3) videos with visible bodies and masked faces (in which only the body of the actor expressing the emotion was visible). The videos used in the three conditions (intact, face-only, and body-only) were the same but in the masked conditions, either the face or the body was selectively visible for the entire duration of the clip (see Fig. 1 for some examples of the stimuli used). The three types of videos were presented in different experimental blocks. Each block consisted of 30 videos (five videos for each of the six selected emotions, randomly presented within each block) so that a total of 90 videos was presented in the entire experiment. The order of the experimental blocks was pseudo-randomized: the intact videos were always presented after the ‘masked’ videos; face-only and body-only videos were presented in counterbalanced order across participants, as in the study of Martinez and colleagues (2015). After viewing each clip,
Table 1. Characteristics of deaf participants

<table>
<thead>
<tr>
<th>Subj</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Educational level (years)</th>
<th>Age at onset of deafness</th>
<th>LIS use (age of acquisition)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>M</td>
<td>21</td>
<td>13</td>
<td>3 years</td>
<td>Moderately fluent (20 years)</td>
</tr>
<tr>
<td>2*</td>
<td>M</td>
<td>23</td>
<td>13</td>
<td>1 year</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>3*</td>
<td>M</td>
<td>24</td>
<td>13</td>
<td>Birth</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>4*</td>
<td>M</td>
<td>19</td>
<td>13</td>
<td>8 years</td>
<td>Moderately fluent (20 years)</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>57</td>
<td>18</td>
<td>3 years</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>26</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>30</td>
<td>13</td>
<td>8 months</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>18</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>20</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>59</td>
<td>18</td>
<td>8 years</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>F</td>
<td>48</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>12*</td>
<td>M</td>
<td>53</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>13</td>
<td>F</td>
<td>29</td>
<td>13</td>
<td>Birth</td>
<td>Moderately fluent (19 years)</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>57</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>15</td>
<td>F</td>
<td>26</td>
<td>13</td>
<td>Birth</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>16</td>
<td>M</td>
<td>47</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>17</td>
<td>F</td>
<td>35</td>
<td>13</td>
<td>Birth</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>18</td>
<td>F</td>
<td>46</td>
<td>13</td>
<td>3 years</td>
<td>No</td>
</tr>
<tr>
<td>19</td>
<td>F</td>
<td>43</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>20</td>
<td>M</td>
<td>53</td>
<td>8</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>21</td>
<td>M</td>
<td>39</td>
<td>13</td>
<td>Birth</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>22</td>
<td>M</td>
<td>30</td>
<td>18</td>
<td>3 months</td>
<td>No</td>
</tr>
<tr>
<td>23</td>
<td>M</td>
<td>46</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>24</td>
<td>F</td>
<td>32</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>25</td>
<td>F</td>
<td>29</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>26</td>
<td>F</td>
<td>27</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>27</td>
<td>F</td>
<td>25</td>
<td>13</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>28</td>
<td>F</td>
<td>30</td>
<td>18</td>
<td>1 month</td>
<td>Moderately fluent (24 years)</td>
</tr>
<tr>
<td>29</td>
<td>M</td>
<td>35</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>30</td>
<td>F</td>
<td>36</td>
<td>18</td>
<td>Birth</td>
<td>No</td>
</tr>
<tr>
<td>31</td>
<td>F</td>
<td>25</td>
<td>18</td>
<td>Birth</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>32</td>
<td>M</td>
<td>38</td>
<td>18</td>
<td>1 year</td>
<td>Moderately fluent (30 years)</td>
</tr>
<tr>
<td>33</td>
<td>M</td>
<td>32</td>
<td>15</td>
<td>Birth</td>
<td>no</td>
</tr>
<tr>
<td>34</td>
<td>F</td>
<td>39</td>
<td>13</td>
<td>6 years</td>
<td>Fluent (childhood)</td>
</tr>
<tr>
<td>35</td>
<td>F</td>
<td>38</td>
<td>18</td>
<td>Birth</td>
<td>Moderately fluent (20 years)</td>
</tr>
<tr>
<td>36</td>
<td>F</td>
<td>25</td>
<td>18</td>
<td>2 years</td>
<td>Moderately fluent (18 years)</td>
</tr>
<tr>
<td>37**</td>
<td>M</td>
<td>31</td>
<td>13</td>
<td>3 years</td>
<td>Moderately fluent (29 years)</td>
</tr>
</tbody>
</table>

*Data collected only for Experiment 1.
**Data collected only for Experiment 2.
participants had to indicate on a response sheet which emotion each video expressed, and their response was recorded by the experimenter on a keyboard. Participants could respond within 10 s from the end of the clip but they were encouraged to provide an intuitive (and hence possibly fast) judgment. In the response sheet the name of each of the six basic emotions (anger, disgust, fear, happiness, sadness, and surprise) was written in capital letters (black ink, 12-point Arial font), so as to be easily identifiable. The order of the (names of the) six emotions on the response sheet was randomized across participants to avoid any possible spatial bias to systematically interfere with the response. E-Prime 2.0 (Psychology Software Tools, Inc., Pittsburgh, PA, USA) was used for stimuli presentation and data recording.

2.1.3. Statistical Analyses
We computed both the standard/raw (e.g., the percentage of correct responses to a specific emotion) and unbiased hit rates (Wagner, 1993). Unbiased hit rates (Hu) are calculated by subtracting the proportion of hits expected by chance from the proportion actually observed, and by dividing this difference by the proportion expected by chance. Hu rates are considered a better measure of recognition sensitivity than standard hit rates (Wagner, 1993) because they allow to control for response biases (i.e., when participants predominantly respond with one emotion category), and have been used in several prior studies on emotion recognition (e.g., Hawk et al., 2009; Martinez et al., 2015). Here, we report the results of the standard hit rates, but we also note when these analyses were discrepant with the analyses of the Hu. Standard hit rates were submitted to a repeated-measures ANOVA with clip type (intact, face-only, and body-only videos) and emotion (anger, disgust, fear, happiness, sadness, and surprise) as within-subject factors, and group (deaf vs. hearing) as between-subjects factor.

2.2. Results
The analysis on standard hit rates (see Fig. 2) revealed a significant main effect of clip type, $F(2, 138) = 570.51, p < 0.001, \eta^2_p = 0.89$, a significant main
Figure 2. Recognition standard accuracy rates (%) as a function of clip type (face-only, body-only, intact face + body), emotion (anger, disgust, fear, happiness, sadness and surprise) and group (deaf vs. hearing subjects). Deaf participants outperformed hearing ones in recognizing disgust and fear when only the body was visible. When both the body and the face of the actors were visible, fear was also recognized better by deaf than hearing participants, whereas the opposite pattern was found for surprise (but note that these effects were not fully significant when analyzing unbiased hits Hu). Error bars represent ± SEM. Asterisks indicate a significant difference between deaf and hearing participants (p < 0.05).

effect of emotion, $F(5, 345) = 59.04$, $p < 0.001$, $\eta^2_p = 0.46$, and a significant interaction of emotion by clip type, $F(10, 690) = 29.99$, $p < 0.001$, $\eta^2_p = 0.30$. The main effect of group was not significant, $F(1, 69) < 1$, $p = 0.51$. The interactions of emotion by group, $F(5, 345) = 2.33$, $p = 0.042$, $\eta^2_p = 0.03$, and emotion by group by clip type, $F(10, 690) = 2.45$, $p = 0.007$, $\eta^2_p = 0.03$, reached significance. The interaction of clip type by group was not significant, $F(2, 138) = 1.20$, $p = 0.30$.

Post-hoc comparisons (Bonferroni–Holm correction applied) showed that emotion recognition was overall worse in the body-only condition compared to both the intact condition (all $ps < 0.001$) and the face-only condition (all $ps < 0.001$, with the exception of anger). Anger was recognized similarly from face and body cues, $p = 1.00$; however, when considering the unbiased hit rates the face was still significantly more informative than the body in leading to anger recognition, $t(70) = 3.57$, $p < 0.001$. The presence of the body in the intact condition enhanced recognition compared to face-only videos for the emotions anger, fear and surprise (all $ps < 0.001$).

Post-hoc t-tests (Bonferroni–Holm correction applied) clarified that group effects were due to an advantage of deaf over hearing participants in the body-only condition for recognition of disgust, $t(69) = 2.73$, $p = 0.024$, and fear, $t(69) = 2.70$, $p = 0.027$ (these differences were still significant when consid-
erring the unbiased hit rates, revealing that they were not due to differences in response biases between the two groups). A deaf advantage with fear was also visible in the intact condition, \( p = 0.050 \), but not when considering the unbiased hit rates \( (p = 0.13) \). In turn, hearing participants outperformed deaf ones in recognizing surprise in the intact condition, \( t(69) = 2.45, \ p = 0.051 \); however this advantage disappeared when considering the unbiased hit rates, \( p = 0.22 \) (in fact reflecting a greater tendency of hearing participants to recognize as ‘surprise’ other emotions, especially fear).

We also performed an exploratory analysis to look at the possible influence of sign language use on emotion recognition in the deaf sample. To this aim, we carried out an ANOVA on standard hit rates of deaf participants with clip type (intact video, face-only video and body-only video) and emotion (anger, disgust, fear, happiness, sadness, and surprise) as within-subjects factors, and sign language use (14 signers, irrespective of proficiency vs. 21 non signers) as between-subjects factor. The interaction of emotion by sign language reached significance, \( F(5, 165) = 2.48, \ p = 0.034, \eta_p^2 = 0.07 \). However, post-hoc \( t \)-tests (Bonferroni–Holm correction applied) did not reveal any significant difference between signers and non-signers in recognizing any particular emotion (all \( ps > 0.26 \)), the significant interaction likely depending on subtle differences in the way the various emotions were recognized within each group. No other effects reached significance (clip type by sign language, \( p = 0.54 \) and clip type by sign language by emotion, \( p = 0.34 \)). Results of this analysis should be interpreted with caution though considering the small sample size and the different LIS fluency levels of deaf participants included in the ‘signers’ category (see Table 1).

3. Experiment 2

In Experiment 2 we adopted a paradigm previously used by Aviezer and colleagues (2012), consisting in the presentation of emotional congruent and incongruent face-body compounds (e.g., a winning face on a losing body) obtained by recording professional players while winning or losing a point during important matches. Using these stimuli the authors showed that, in case of intense emotional situations, face expressions may be ambiguous and observers tend to pay more attention to the bodies to disambiguate the emotion expressed (Aviezer et al., 2012).

3.1. Methods

3.1.1. Participants

Thirty-two profoundly deaf individuals (18 F, mean age = 36.0 years, SD = 11.0; mean education = 15.3 years, SD = 2.8) and a control group composed of thirty-two hearing individuals (18 F, mean age = 36.1 years, SD =...
10.8; mean education = 15.8 years, SD = 2.8) participated in the study. Deaf and hearing participants were matched for sex, age and education [t(62) < 1, p = 0.96 for age and t(62) < 1, p = 0.43 for education]. All participants in Experiment 2 took part also in Experiment 1, except for one deaf participant (a profoundly deaf signer, with prosthesis device, who had acquired sign language later in life) and one normal hearing participant who participated only in Experiment 2. Of the 31 deaf participants that took also part in Experiment 1, five were early signers, six had acquired sign language later in life and the others were non-signers (see Table 1). The experiment was approved by the local ethical committee and participants were treated in accordance with the Declaration of Helsinki.

3.1.2. Stimuli and Procedure
Stimuli and procedure were similar to those used in Aviezer et al. (2012), and consisted of static images depicting 20 professional tennis players photographed immediately upon either winning or losing the final match points of the finals of Wimbledon and the Australian open. Ten images depicted losing players and 10 images depicted winning players. Twenty additional images were created by combining the faces of the ten losing players with the bodies of the winning players and vice versa (see Fig. 3 for an example). The same faces appeared twice, once combined with a congruent-valenced body and once with an incongruent-valenced body. In this way, four groups of images were created: 10 original winner images (winning face on winning body), 10 original loser images (losing face on losing body), 10 compound images composed by a losing face on a winning body, and 10 compound images composed of a winning face on a losing body (see Aviezer et al., 2012 for details on graphical manipulation and validation of the images). These 40 critical trials were diluted with 80 filler trials depicting original images of winners (n = 20 × 2 repetitions) and losers (n = 20 × 2 repetitions). Filler images were included with the aim to dilute critical trials and make the graphical manipulations less visible to the participants (in line with Aviezer et al., 2012). Participants were seated comfortably at a table in front of a 16-inch desktop computer (at an approximate distance of 57 cm) and presented with the images one at a time. Each trial started with the presentation of a fixation cross (1 sec duration) in the middle of the screen, followed by the presentation of the player’s picture. Participants were first instructed to indicate whether the emotion expressed by the depicted player was negative or positive (two forced-alternatives) by pressing one of two keys on a keyboard. After this first response, the same image remained on the screen and participants had to rate the valence of the emotion on a Likert scale (1–9) (where 1 represented a very negative emotion and 9 a very positive emotion) presented below each
Figure 3. Schematic overview of an experimental trial showing a compound composed by a winning face matched with a losing body. Each trial started with a fixation cross on a white background (1 sec duration), after which the image of the player appeared (centrally presented). Participants had to indicate whether the emotion expressed by the player was negative or positive (force-choice response) and to what extent the emotion was negative or positive on a 1–9 Likert scale. Responses were self-paced.

image (see Fig. 3). The image remained on the screen until participants’ response. Responses were self-paced although participants were instructed to rely on their gut judgments. E-Prime 2.0 (Psychology Software Tools, Inc., Pittsburgh, PA, USA) was used for stimuli presentation and data recording.

3.2. Results

The percentage of positive responses (‘This emotion is positive’, i.e., number of stimuli subjectively perceived by the observer as expressing a positive emotion) and the mean valence from the Likert ratings were calculated for each participant in each experimental condition. These dependent variables were analyzed via a repeated-measures ANOVA with body valence (winning body vs. losing body) and face valence (winning face vs. losing face) as within-subjects factors, and group (deaf vs. hearing) as a between-subjects factor. Filler trials were not included in the analysis.

The ANOVA on the percentage of positive responses (see Fig. 4A) revealed a significant main effect of body valence, $F(1, 62) = 827.69$, $p <$
Figure 4. (A) Percentage of positive responses, and (B) mean valence ratings (1–9 Likert scale; 1: very negative emotion, 9: very positive emotion) of deaf and hearing participants as a function of valence (losing vs. winning) of the body and of the face in classifying players as expressing a positive or a negative emotion. Overall, the emotional valence of the body weighted more than that of the face in driving evaluation of both deaf and hearing participants. Nonetheless, when players had a losing body, the expression of the face did not affect final decisions in hearing participants, whereas it modulated responses of deaf participants. Asterisks indicate significant differences between groups ($p < 0.05$).

0.001, $\eta^2_p = 0.93$, and a significant main effect of face valence, $F(1, 62) = 7.61$, $p = 0.008$, $\eta^2_p = 0.11$. The main effect of Group was not significant, $F(1, 62) < 1$, $p = 0.43$. The interactions of face valence by body valence, $F(1, 62) = 29.40$, $p < 0.001$, $\eta^2_p = 0.32$, and face valence by body valence by group, $F(1, 62) = 8.47$, $p = 0.005$, $\eta^2_p = 0.12$, were significant. None of the other interactions reached significance ($ps > 0.18$). As expected, when the face and the body were both of a losing or of a winning player, winning players were overall classified as expressing a positive emotion significantly more often than losing players. In incongruent conditions, the body weighted more than the face in driving the judgment in both deaf and hearing individuals (see Fig. 4A), in line with Aviezzer et al.’s findings (2012). The significant three-way interaction of face valence by body valence by group was analyzed by looking at the simple main effects of face valence and group within each body valence. For winning bodies, the analysis revealed a significant main effect of face valence, $F(1, 62) = 45.89$, $p < 0.001$, $\eta^2_p = 0.43$, indicating that winning bodies combined with winning faces were classified as positive significantly more often than winning bodies combined with losing faces. Neither the main effect of group, $F(1, 62) < 1$, $p = 0.82$, nor its interaction with face valence, $F(1, 62) = 2.40$, $p = 0.13$, were significant. For losing bodies, the main effect of group was not significant, $F(1, 62) = 1.76$, $p = 0.20$; the main effect of face valence only approached significance, $F(1, 62) = 3.48$, $p = 0.07$, and the interaction of face valence by group was significant, $F(1, 62) = 6.82$, $p = 0.011$, $\eta^2_p = 0.10$. Whereas the valence of the face did not affect hearing participants’ responses when classifying players with losing bodies, $t(31) < 1$, $p = 0.61$, deaf observers judged players with losing bodies as expressing a
positive emotion significantly less frequently when paired with a losing face than with a winning face, \( t(31) = 3.26, p = 0.003 \). Accordingly, deaf participants perceived players with both losing face and losing body as expressing a positive emotion significantly less frequently than hearing participants, \( t(62) = 2.31, p = 0.024 \).

Consistent with the previous analysis, the ANOVA on the 1–9 Likert scores (see Fig. 4B) revealed a significant main effect of body valence, \( F(1, 62) = 598.03, p < 0.001, \eta^2_p = 0.91 \), and face valence, \( F(1, 62) = 17.01, p < 0.001, \eta^2_p = 0.22 \). The main effect of group was not significant, \( F(1, 62) = 3.07, p = 0.08 \). The interactions of face valence by body valence, \( F(1, 62) = 66.33, p < 0.001, \eta^2_p = 0.52 \), and face valence by body valence by group, \( F(1, 62) = 5.83, p = 0.019, \eta^2_p = 0.09 \), were significant. None of the other interactions reached significance (\( ps > 0.08 \)). The pattern resembled the one reported for the positive/negative classification in the previous analysis, with body valence weighting more than face valence in driving participants’ evaluation. The significant three-way interaction of face valence by body valence by group was analyzed by looking at the simple main effects of face valence and group within each body valence. For winning bodies, the only significant effect was the main effect of face valence, \( F(1, 62) = 91.13, p < 0.001, \eta^2_p = 0.60 \), indicating that winning bodies combined with winning faces received more positive judgments than winning bodies combined with losing faces. The main effect of group, \( F(1, 62) < 1, p = 0.42 \), and its interaction with face valence, \( F(1, 62) < 1, p = 0.72 \), were not significant. For losing bodies, the main effect of face valence, \( F(1, 62) = 5.36, p = 0.024, \eta^2_p = 0.08 \), and its interaction with group, \( F(1, 62) = 6.81, p = 0.009, \eta^2_p = 0.11 \), reached significance; the main effect of group, \( F(1, 62) = 3.60, p = 0.063 \), was not significant. The significant two-way interaction indicated that whereas the valence of the face did not affect hearing participants’ responses when classifying players with losing bodies, \( t(31) < 1, p = 0.77 \), deaf observers judged players with losing bodies as less happy when paired with a losing face than with a winning face, \( t(31) = 3.35, p = 0.002 \). Accordingly, deaf participants perceived players with both losing face and losing body as expressing a less positive emotion than hearing participants, \( t(62) = 2.89, p = 0.006 \).

As in Experiment 1, we also carried out an exploratory analysis on the possible effect of sign language use on the performance of deaf participants. A repeated-measures ANOVA with body valence (winning body vs. losing body) and face valence (winning face vs. losing face) as within-subjects factors, and sign language use as between-subjects factor was carried out on the number of positive responses and valence ratings of deaf participants. The main effect of sign language was not significant, nor it significantly interacted
with any of the variables included in the analysis (all \( p > 0.40 \) for the number of positive responses and all \( p > 0.21 \) for valence ratings).

4. Discussion

In this study, we assessed whether deafness affects the way individuals infer emotional states by looking at others’ body postures and movements, beyond the information conveyed by the face. Our results show that deaf and hearing individuals weight face and body information differently in certain conditions, with deaf participants being more accurate in recognizing bodily emotions that signal a potential threat (like fear and disgust, Experiment 1) and in integrating face and body information to classify intense negative emotions (Experiment 2).

In Experiment 1, the simultaneous availability of body and face cues facilitated recognition of emotions compared to when only the body or only the face was visible in all participants, in line with prior evidence on hearing individuals (Martinez et al., 2015). Moreover, for both hearing and deaf participants, faces alone were more diagnostic than bodies alone in emotion recognition, with the only exception of anger that was similarly recognized in the two conditions (as in Martinez et al., 2015; see also Abramson et al., 2017). Critically though, deaf participants outperformed hearing ones in recognizing two specific emotions — fear and disgust — from body information. Fear and disgust are signals of a potentially harmful situation and vocalizations may be especially informative for these emotions, in particular for fear (Bänziger et al., 2009; Hawk et al., 2009; Levitt, 1964). In light of this, deaf participants’ advantage in visually recognizing fear and disgust from body cues may reflect compensatory mechanisms driven by the absence of complementary information from the auditory channel, as found for other non-emotional tasks (for reviews see Bavelier et al., 2006; Pavani and Bottari, 2012; Rinaldi et al., 2018). However, this explanation should apply to anger recognition as well (for which in turn we did not report any group difference), anger also signaling a potentially harmful situation. It is possible that the higher reliance of hearing participants on body cues for anger compared to the other emotions (also reported in Martinez et al., 2015, and possibly reflecting an increased need to respond to a direct threat, see Springer et al., 2007), masked group differences in recognizing angry bodies. An alternative explanation is suggested by previous studies indicating that visual processing of disgusted and fearful but not angry bodies rely on configural/holistic mode. Indeed, presenting emotional bodies upside-down (where inversion is known to selective affect configural processing, e.g., Van Belle et al., 2010) seems to impair more recognition of fear and disgust than other emotions, including anger (Atkinson et al., 2007). It may thus be that deaf individuals are particularly good in body emotion recognition...
recognition when recognition relies more on configural processing or for more evolutionary salient emotions, but these hypotheses remain speculative at this stage and deserve further testing.

The analysis of the hit rates also revealed an advantage of hearing compared to deaf participants in recognizing surprise from intact videos, but this pattern was not found for unbiased hits and may reflect a response bias in hearing participants. Indeed, hearing participants tended to refer more often to the emotion surprise than deaf participants, a bias that was particularly evident for the emotion fear (which was erroneously classified as surprise more often by hearing than deaf participants). A confusion between fear and surprise has been previously reported (in hearing individuals) in facial emotion recognition, likely due to fear and surprise sharing several prototypical facial muscle movements (e.g., the inner and outer brow raiser, Roy-Charland et al., 2014). Moreover, surprise and fear are typically expressed by body backwards movements (e.g., Dael et al., 2012; De Meijer, 1989), also in the case of our clips, possibly further contributing to the confusion between the two, at least in hearing participants.

Although in our study we were not interested in the influence of ethnicity on emotion recognition, it is worth mention that one of the actresses appearing in the videos of Experiment 1 (that we took from Martinez et al., 2015) was Asian. Own vs. other-race effects in facial emotion recognition have been consistently reported (for a review see Scherer et al., 2011), but they cannot apply to body emotion recognition when the bodies used prevent identification of ethnicity (as in our videos). In Experiment 1, deaf and hearing participants differed in body emotion recognition only (when considering the unbiased hit rates), ruling out any possible effects of ethnicity in contributing to group differences. Moreover, we had no a-priori reason to expect ethnicity-related different effects in emotion recognition by our deaf and hearing participants as they were all Caucasian and lived in the same area, being similarly exposed to a multi-ethnic environment.

In our second experiment, we found that the body was overall more diagnostic than the face in driving positive vs. negative classification of genuine intense emotions in both deaf and hearing individuals, in line with prior evidence (Aviezer et al., 2012; see also Kret et al., 2013). However, when both the face and the body expressed a negative intense emotion, deaf participants were more prone than hearing individuals to consider face expression in their evaluation (reflecting an increased face-body integration). In interpreting these findings it is worth mentioning that classification of players with a losing body and a losing face was overall less accurate (mean accuracy: 70%) than that of players with a winning body and a winning face (mean accuracy: 90%). In this view, the better classification of deaf participants may again reflect compensatory mechanisms in the visual modality in situations in which the emotion
expressed is more ambiguous (Bavelier et al., 2006; Bottari et al., 2010; Heimler and Pavani, 2014).

Moreover, in Experiment 2 we used as stimuli genuine intense expressions. Real-life facial expressions are inherently more ambiguous than those produced ad hoc for an experiment purpose, with their recognition being more susceptible to concomitant contextual factors (e.g., Fernández-Dols and Crivelli, 2013; for a review see Aviezer et al., 2017). The ambiguity somehow inherent to genuinely expressed emotions can then be further emphasized when the emotion is very intense (as for Aviezer et al., 2012’s stimuli; see also Wenzler et al., 2016, that showed that facial expressions of both adults and children evoked during highly intense situations are often not diagnostic for the valence of the emotion). Since Aviezer et al. (2012) only employed genuine and very intense facial expressions (of tennis players participating in prestigious tournaments), from their work it is not possible to disentangle whether emotional valence ambiguity derives from emotions being very genuine or very intense. The same applies to Experiment 2 in our study, in which we used the same stimuli as Aviezer et al. (2012). Results of Experiment 2 show that deaf individuals may be more accurate in emotion recognition (at least in case of an intense negative emotion related to failing in an important sport competition) by somehow better integrating face and body cues. A similar advantage for the deaf may also emerge in case of genuinely expressed less intense (more ordinary) emotions, but this remains to be empirically investigated. Indeed, further research is needed to clarify the extent to which the type of emotion expressed by body and face cues, its valence, its intensity and genuineness, but also its adaptive importance (in an evolutionary perspective) possibly affect compensatory mechanisms in emotion recognition associated to the lack of auditory input.

Overall, the significant differences we observed between hearing and deaf participants in our experiments were not driven by the use of sign language, with deaf signers and non-signers performing similarly. We only reported a significant interaction between sign language use and emotion type in Experiment 1: post-hoc comparisons did not reveal though any significant difference between signers and non-signers in recognizing any specific emotion, with the interaction likely reflecting subtle differences in the way the various emotions were recognized within each group. However, our group of signers was not homogenous: only seven deaf subjects were proficient signers and learned LIS early in childhood because of having either one or both deaf parents, whilst the other seven deaf signers reported to moderately use LIS that they acquired in early adulthood (see Table 1). In light of this spurious sample, the analyses we carried out as a function of sign language use should be considered as exploratory and deserve further empirical testing.
Finally, in interpreting our results, it is also worth referring to neuroimaging findings suggesting that auditory and association regions can be remapped in the early deaf to support enhanced performance in several visual tasks such as discrimination of directional motion or face processing (e.g., Benetti et al., 2017, 2018; Retter et al., in press; for reviews, see Bavelier et al., 2006; Dormal and Collignon, 2011; Pavani and Bottari, 2012). The advantage showed by deaf individuals in emotional processing in our study might tap on similar cross-modal plasticity mechanisms, an aspect that deserves further investigation. Moreover, whilst in our sample of deaf participants auditory deprivation mostly occurred before three years of age, future studies may compare the effects of early- vs. late-onset deafness on emotion recognition. Indeed, whereas the effects of onset of the sensory deprivation on brain/behavior reorganization have been extensively studied in case of blindness (e.g., Bedny et al., 2010, 2012; Cattaneo et al., 2007; Collignon et al., 2013; Dormal et al., 2016; Voss et al., 2004, 2008; for reviews see Cattaneo et al., 2008; Maurer et al., 2005), effects related to age at onset of deafness have only been so far marginally considered, and mainly in the context of cochlear implant use (Fengler et al., 2017; Gallego et al., 2016). At the neural level, an early study (Sadato et al., 2004) showed that recruitment of the auditory cortex during visual processing was larger in early than in late deaf individuals; furthermore, animals models report that crossmodal activation of primary auditory cortex differs depending on deafness onset (e.g., Chabot et al., 2015). Whether and how age at deafness onset affects brain reorganization phenomena and behavioral performance remains to be systematically investigated.

To summarize, our results show that deafness may be associated to an enhanced capacity to discriminate certain body emotions but also to a better ability to integrate body and face cues when the emotion expressed by the face is ambiguous (as in case of intense emotions). Our findings support prior evidence on the capacity of deaf individuals to compensate for the lack of the auditory input enhancing perceptual and attentional skills in the spared modalities (Bavelier et al., 2006; Pavani and Bottari, 2012), showing that this extends to the affective domain.
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