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The fundamental limits for detection and characterization of fluorescent (phosphorescent) inhomogeneities embedded in tissue-like highly scattering turbid media are investigated. The absorption and fluorescence contrast introduced by exogenous fluorophores are also compared. Both analyses are based on practical signal-to-noise ratio considerations. For an object with fivefold fluorophore concentration and lifetime contrast with respect to the background tissue, we find the smallest detectable fluorescent object at 3-cm depth in tissue-like turbid media to be ~0.25 cm in radius, whereas the smallest characterizable object size is ~0.75 cm in radius, given a model with 1% amplitude and 0.5° phase noise. We also find that, for fluorescence extinction coefficients $\epsilon \approx 0.5 \times 10^3 \text{ cm}^{-1} \text{ M}^{-1}$, the fluorescence measurement mode is superior to the absorption mode for detecting an inhomogeneity. The optimal choice of modulation frequency for the frequency-domain fluorescence measurements is also discussed. © 1998 Optical Society of America


1. Introduction

Near-infrared (NIR) diffusive light is expected to be a useful diagnostic and imaging probe for highly scattering media such as biological tissue. One interesting and potentially important biomedical application is to detect and localize heterogeneities such as hematomas and tumors in thick tissue. Most studies thus far have focused on endogenous tissue optical properties such as local variations in optical absorption and scattering for contrast between a tissue abnormality and its surroundings. Fundamental limits for detection and characterization of endogenous absorptive and scattering optical inhomogeneities have been investigated. In 6-cm-thick slabs, for example, it has been shown that the smallest detectable object size is ~0.30 cm in diameter (given an approximately three-fold absorption or approximately two-fold scattering contrast), whereas the smallest characterizable object size is ~1.0 cm in diameter given a practical signal-to-noise ratio (0.3% amplitude noise and 0.08° phase noise).

Although biological tissues contain several intrinsic fluorophores, none is available in the NIR region, and the high absorption makes these fluorophores disadvantageous for thick-tissue diagnosis. Thus exogenous fluorescent and phosphorescent contrast agents in the NIR region have been considered as means to enhance the sensitivity and specificity for tumor detection, imaging, and treatment in deep tissues. The underlying ideas in this case bear substantial similarity to positron emission tomography, fluorescence microscopy, and gadolinium-enhanced magnetic resonance imaging (MRI). The approach relies on the fact that some fluorophores (e.g., hematoporphrin and fluorophore-tagged antibodies) preferentially accumulate within the tumor tissue, have environmentally sensitive lifetimes (e.g., owing to fluorescence quencher concentration variation), or both.

Clearly it is desirable to estimate the extent to which fluorescent light can be used for tumor detection and characterization. In this paper we aim to quantify these detection and characterization limits. In addition to emitting at the fluorescence wave-
length $\lambda_{\text{em}}$, fluorophores absorb light at an excitation wavelength $\lambda_{\text{ex}}$. Therefore all exogenous fluorophores also provide absorption contrast at $\lambda_{\text{ex}}$. A second aim in this paper is to clarify the circumstances under which absorption or emission detection modes should be used with exogenous contrast agents. The answer will depend on such factors as fluorescence quantum yield and extinction coefficient. Finally, diffusive wave modulation frequency can elevate or suppress the fluorescence contrast, and we discuss the optimal choice of modulation frequency for fluorescence measurements in the frequency domain.

We consider a simple breast-tumor model system consisting of a single spherical object embedded in a highly scattering turbid medium, and we consider the frequency-domain experimental scheme throughout this paper. We use analytical solutions of fluorescent diffusive photon density waves (FDPDW’s) to calculate the exact fluorescence amplitude and phase at the sample boundaries. We then obtain simulated experimental data by adding random noise to the exact fluorescence signal (amplitude and phase). First we address the fundamental limits for using FDPDW’s to detect and characterize tumors by considering a practical fluorophore concentration-lifetime contrast and a realistic signal-to-noise ratio. We then compare the fluorescence and absorption contrast introduced by exogenous fluorophores. Finally, we suggest a simple criterion for choosing a modulation frequency to elevate the fluorescence contrast. The results of this analysis may serve as a guideline for design and selection of exogenous contrast agents.

2. Summary of Analytical Solutions

In a thick highly scattering medium such as biological tissue, NIR light transport is often well approximated as a diffusive process. Microscopically, when the medium’s absorption length is much longer than its scattering length (as is the case for NIR light in many biological tissues), each photon experiences multiple scattering events before its absorption or its transmission through the sample boundaries. When a sinusoidal intensity-modulated light source is coupled into the medium (as in all frequency-domain experiments), the diffusive photons add incoherently to produce a scalar photon density wave propagating outward from the source. This scalar wave is referred to as a diffuse photon density wave (DPPDW).$^1$

Next, suppose that the turbid medium contains a distribution of fluorophores. The fluorophores may be excited by the incident DPPDW at optical wavelength $\lambda_{\text{ex}}$. When the excited fluorophores radiatively relax, fluorescent photons are generated that, again, propagate diffusively through the turbid medium. Collectively a FDPDW is created by addition of the emissions from all fluorophores in the medium. We adopt the following notation in the present discussion: optical properties related to the homogeneous background medium (i.e., outside the object) are indicated by a subscript 1, e.g., $\mu^{\text{c}}_{\text{em}1}$, $\mu^{\text{f}}_{\text{em}1}$; optical properties related to the object are indicated by a subscript 2, e.g., $\mu^{\text{c}}_{\text{em}2}$, $\mu^{\text{f}}_{\text{em}2}$; optical properties related to the fluorescent (or emission) DPPDW’s are indicated with an extra subscript $f$. We use a superscript $c$ to indicate chromophore-related parameters (see Table 1).

The analytical solution for the FDPDW in a piecewise homogeneous infinite turbid medium consisting of a spherical object in an otherwise homogeneous background can be written as the superposition of the homogeneous FDPDW $\Phi_{\text{DPPDW}}^{\text{homogen}}$ and a scattered FDPDW $\Phi_{\text{sc}}^{\text{f}}$ (Ref. 10; also see Appendix A); i.e.,

$$
\Phi_{\text{DPPDW}}^{\text{f}}(\mathbf{r}, t, \omega, a) = \Phi_{\text{DPPDW}}^{\text{homogen}}(\mathbf{r}, t; \omega, a) + \Phi_{\text{sc}}^{\text{f}}(\mathbf{r}, t; \omega, a)
$$

where $\mathbf{r}$ and $\mathbf{r}_d$ are the source and the detector positions, respectively, $a$ is the radius of the inhomogeneity, and $\omega$ is the angular source modulation frequency; e.g., $\omega = 2\pi f$, where $f$ is what we generally call the modulation frequency. $N_1$ and $\tau_1$ are the fluorophore concentration and lifetime, respectively, in the homogeneous background medium (e.g., outside the spherical inhomogeneity); $N_2$ and $\tau_2$ are the concentration and lifetime inside the inhomogeneity. $e$ is the fluorophore extinction coefficient at the excitation wavelength $\lambda_{\text{ex}}$; $\eta_1(\eta_2)$ is the fluorescence quantum yield outside (inside) the object. For simplicity, we set $\eta_1 = \eta_2 = 10\%$ in this discussion. $q_1$ ($q_2$) is the quenching factor (defined below) for the fluorophores outside (inside) the object. The analytical solution [Eq. (1)] has been verified with finite-difference numerical calculations.$^{10}$

Suppose that the natural radiative decay rate of the fluorophore is $\Gamma_0$. In the presence of quenchers, fluorophores in excited states can also decay to their ground states through nonradiative channels. Therefore the total decay rate $\Gamma$ increases; e.g., $\Gamma = \Gamma_0 + K_0 Q$. Here $[Q]$ is the quencher concentration and $K_0$ is the Stern–Volmer quenching constant. The quenching factor $q$ is the ratio of the radiative decay rate $\Gamma_0$ to the total decay rate $\Gamma$; e.g., $q = \Gamma_0/\Gamma = \tau_0/\tau$, where $\tau_0$ and $\tau$ are, respectively, the radiative lifetime and the total lifetime of the fluorophore in the presence of the quencher. In biology, paramag-

### Table 1. Chromophore Optical Properties at $\lambda_{\text{ex}}$ and $\lambda_{\text{em}}$ and Source Modulation Frequency$^a$

<table>
<thead>
<tr>
<th></th>
<th>Background</th>
<th>Inhomogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{ex}}$</td>
<td>$\mu^{\text{c}}_{\text{em}1}$</td>
<td>$\mu^{\text{c}}_{\text{em}2}$</td>
</tr>
<tr>
<td>$\lambda_{\text{em}}$</td>
<td>$\mu^{\text{f}}_{\text{em}1}$</td>
<td>$\mu^{\text{f}}_{\text{em}2}$</td>
</tr>
<tr>
<td>$\mu_{\text{a1}}$</td>
<td>0.025</td>
<td>0.0205</td>
</tr>
<tr>
<td>$\mu_{\text{a2}}$</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>$\mu_{\text{f1}}$</td>
<td>0.0256</td>
<td>8.0</td>
</tr>
<tr>
<td>$\mu_{\text{f2}}$</td>
<td>8.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

$^a$The optical properties given in this table are in units of inverse centimeters. The source modulation frequency is 200 MHz unless stated explicitly elsewhere.
ngetic oxygen ($^3\text{O}_2$) is a common quencher for almost all fluorophores. The oxygen concentration $[Q_2]$ in the tumor can be two to four times lower that in the surrounding normal tissues $[Q_1]$ because of the high oxygen consumption rate within the tumor.$^{21}$ In this case fluorophores within the tumor are quenched less than the fluorophores in the surrounding normal tissues, and the lifetime within the tumor, $\tau_2$, is longer than that of the surrounding normal tissues, $\tau_1$. The quenching factors outside and inside the tumor are $q_1 = \tau_1/\tau_0$ and $q_2 = \tau_2/\tau_0$. We find that the quenching factor is proportional to the lifetime, and it is higher within the tumor than that in the normal tissue ($q_2 > q_1$) if the oxygen concentration is lower in the tumor. It has been suggested that this quenching effect $q_{1,2}$ combined with the demodulation factor $1/(1 - \imath\omega t_{1,2})$ provides us the physiological and biochemical basis for using fluorophore lifetime contrast for tumor detection.$^{14,17,19}$

The first term on the right-hand side of Eq. (1) is the analytical solution of the FDPDW in a homogeneous fluorescent turbid medium; e.g., $\Phi^{\text{homo}} = (eq_1\eta_1N_1)/(1 - i\omega\tau_1) F_1$, where the function $F_1$ has a simple form (for details see Appendix A). It depends on the optical properties of homogeneous background medium at both excitation and emission wavelengths. In the presence of exogenous fluorophores the total background absorption coefficient is the sum of the endogenous chromophore absorption and the exogenous fluorophore absorption; e.g., the total absorption at $\lambda_{ex}$ of the homogeneous fluorophore-containing background medium is $\mu_{a1} = \mu_{a1} + \epsilon N_1$, where $\mu_{a1}$ is the endogenous absorption that is due to the tissue chromophores and $N_1$ is the concentration of exogenous background fluorophore. Most fluorophores have rather broad absorption spectra. In addition, we also account for the self-absorption effect of fluorophores by approximating the fluorophore extinction coefficient at fluorescence wavelength $\lambda_{em}$ as one tenth of that at $\lambda_{ex}$ e.g., $\epsilon_c = 0.1 \epsilon$. The total absorption at $\lambda_{em}$ is then $\mu_{a1v} = \mu_{a1v} + \epsilon N_1$. We can easily obtain the absorption for the medium inside the object by replacing $N_1$ with the fluorophore concentration inside the object, $N_2$. The change of the scattering coefficients can also be incorporated into Eq. (1). In general the molecular size of the fluorophore is small. So the change of scattering introduced by the fluorophore is small. Therefore we simply neglect the change of the scattering coefficient that is due to the presence of the exogenous fluorophores.

The second term on the right-hand side of Eq. (1) denotes the scattered wave, e.g., $\Phi^{\text{fr}} = (eq_2\eta_2N_2)/(1 - i\omega\tau_2) F_2$. $F_2$ has a rather complicated functional dependence on many parameters, such as the optical properties at $\lambda_{ex}$ and $\lambda_{em}$, the fluorophore concentration inside–outside the object, the size and the position of the object, the source–detector positions, and the source modulation frequency (see Appendix A and Ref. 10). It can be written as the sum of multipole moments of all orders (spherical Bessel functions and spherical Hankel functions of the first kind), e.g., $\Phi^{\text{fr}} = \text{monopole} + \text{dipole} + \text{quadrupole} + \text{higher order}$. The dominant term is the monopole moment. Different moments have different functional dependences on the radius of the object ($a$) and on the fluorophore concentration inside the object ($N_2$). If we Taylor expand different moments with respect to the radius $a$ and the concentration $N_2$, we find that the monopole moment is related to the concentration and radius through $N_2a^3$, which is the total number of fluorophores inside the object; the dipole moment is related to $N_2a^5$. Inasmuch as object size $a$ and fluorophore concentration $N_2$ appear in the scattered wave as a product, it is essential that at least two multipole moments (e.g., the monopole and the dipole moments) exceed the noise level to characterize $a$ and $N_2$ simultaneously. We discuss this point in detail in Subsection 5.C. On the other hand, the lifetime dependence of the moments is simple. Different moments have the same functional dependence of the moments is simple. Different moments have the same functional dependence on the lifetime through $q_2/(1 - i\omega\tau_2) \sim \tau_2/(1 - i\omega\tau_2)$. This fact can be seen from Eq. (1), in which the lifetime is an overall factor associated with the scattered wave. Thus we see that the simultaneous characterization of lifetime $\tau_2$ and concentration $N_2$ is relatively easier than the simultaneous characterization of concentration $N_2$ and radius $a$.

3. Models and Criteria

The model that we consider in this paper is an infinitely long slab with a finite width of 5 cm (Fig. 1). An excitation light source modulated at 200 MHz is placed upon the surface of one side of the slab, and a detector is placed upon the opposite side. A single spherical inhomogeneity is embedded at the center of the slab, and it is aligned with the source. Extrapolated zero boundary conditions are applied, leading to an infinite (but convergent) series of image source–object pairs$^{22–24}$ (Fig. 2). We then can use the analytical solution for an infinite medium to calculate the forward FDPDW’s that correspond to the real source–object pair and each image source–object pair, and superpose those FDPDW’s to obtain the total
The criteria that we use to determine the detection and characterization limits are based on a signal-to-noise ratio analysis. We assume a perfect optical filter to reject the background excitation light completely. We come back to discuss the practical requirements for the optical filter in Section 6. In general our system is not limited by shot noise. Consider a 3-mW excitation light source. This corresponds to an excitation photon fluence of $10^{16}$ photons/s. Given typical fluorophore concentration, lifetime, and optical properties (see Tables 1 and 2), the detected fluorescence fluence is $10^{10}$ photons/s for a 5-cm source–detector separation and an active detection area of 0.3-cm diameter. Even when we take into account a loss by another factor of 10$^3$ that is due to the optoelectrical conversion quantum efficiency of the detector and to other optical couplings, we still have a fluorescence fluence of $10^5$ photons/s, which corresponds to a shot noise of $3 \times 10^{-4}$ in 1 s. In practice, other noise from electronics or positional uncertainties will exceed this shot noise. For simplicity, we then consider 1% ($10^{-2}$) amplitude and 0.5° phase random noise in our noise model.

For studies of detection limits we consider the relative amplitude and phase of the FDPDW, e.g., $|\Phi_{\text{hetero}}/\Phi_{\text{homo}}| - 1$ and $|\text{Arg}(\Phi_{\text{hetero}}) - \text{Arg}(\Phi_{\text{homo}})|$, respectively. They represent the fractional amplitude and the relative phase perturbation to the FDPDW caused by the inhomogeneity. When either the fractional amplitude or the relative phase perturbation is greater than the system noise level, e.g., $|\Phi_{\text{hetero}}/\Phi_{\text{homo}}| - 1 > 1\%$ or $|\text{Arg}(\Phi_{\text{hetero}}) - \text{Arg}(\Phi_{\text{homo}})| > 0.5\degree$ in phase, we say that the inhomogeneity is detectable.

For studies of characterization limits we first calculate the amplitude and the phase of the fluorescence diffusive wave, using the analytical solutions. We simulate the experimental data by adding 1% noise randomly to the amplitude and 0.5° noise randomly to the phase. We then employ a $\chi^2$ fitting procedure to determine the fluorophore concentration or lifetime or the size of the inhomogeneity, while assuming that all other parameters are known (e.g., are determined by other imaging modalities such as x-ray, ultrasound, or MRI independently or in conjunction with the optical method). Clearly the situation that we consider here is a best-case one. When the fitted parameters have less than 20% fractional uncertainties relative to their true values, we say that the inhomogeneity is characterizable.

### 4. Detection Limits

Consider a turbid medium of the slab geometry shown in Fig. 1(a). The amplitude and the phase of the FDPDW will depend on the concentration and lifetime as well as on other parameters. We consider fluorescent dyes, e.g., ICG, which is approved by the U.S. Food and Drug Administration for diagnostic purposes, that have lifetimes of roughly 1 ns and concentrations of roughly 0.1 $\mu$M. We first consider a fixed background-fluorophore concentration.
We find qualitatively that higher fluorophore concentration increases the total absorption coefficients for both the excitation and the emission light. The higher fluorophore concentration increases the absorption of the medium, which is important to consider in practical applications.

For fluorophore extinction coefficients $\epsilon$ near $0.5 \times 10^5 \text{ cm}^{-1} \text{ M}^{-1}$ the additional absorption introduced by the exogenous fluorophore at $\sim 1\mu\text{M}$ concentration is roughly in the range of the endogenous tissue chromophore absorption, e.g., $N_0\epsilon \sim 0.05 \text{ cm}^{-1}$. Under this condition, the perturbation to homogeneous fluorescent photon fluence by the object will be roughly proportional to the fluorophore concentration. As shown in Fig. 3(a), for a given fluorophore lifetime $\tau_2$, as the fluorophore concentration $N_2$ increases, the object size required to produce the same amount of amplitude (1%) and phase (0.5°) perturbation decreases, and therefore a smaller object can be detected.

The dependence of fluorescence amplitude on the fluorophore lifetime inside the object is apparent. Equation (1) indicates that the fluence is proportional to $\tau_2/(1 - i\omega\tau_2)^2$, where $\omega$ is the angular intensity modulation frequency of the source and $\tau_2$ is the fluorophore lifetime in the object (e.g., tumor). Consider the change of lifetime $\tau_2$ due to quenching $q_2$. An increase in lifetime $\tau_2$ introduces two competing effects on the fluorescence fluence. On the one hand, longer lifetimes indicate less quenching for the fluorophores because $q_2 \propto \tau_2$; therefore the fluorescence fluence will increase. On the other hand, longer lifetimes cause a greater de-modulation $\sim 1/(1 - i\omega\tau_2)$; therefore the fluorescence fluence will decrease. Combining these two effects, we find that overall the fluorescence fluence will first increase as the lifetime $\tau_2$ increases at a fixed fluorophore concentration $N_2$. When the lifetime reaches a value that is greater than the source modulation period, e.g., $\tau_2 > 2\pi/\omega$, these two effects cancel and the fluorescence fluence then reaches its saturation state [Fig. 3(a)].

The dependence of relative phase shift on fluorophore concentration $N_2$ is less obvious. Loosely speaking, the phase is related to the average photon path length of the detected photons. A longer path length corresponds to a larger phase shift. Higher fluorophore concentration increases the absorption coefficient. Consequently, the survival probability of photons with longer path length decreases. The resultant average path length is then reduced. Therefore the relative phase shift decreases as the fluorophore concentration increases. The relative phase shift is related to the lifetime in the tumor by $\tan^{-1}(i\omega\tau_2)$ [see Eq. (1)]. A longer lifetime corresponds to a greater phase shift. This effect on the relative phase shift is opposite that which results from the increase of the fluorophore concentration.
Therefore in the lower-left corner of the phase contour plot in Fig. 3(b), where the phase shift is dominated by the concentration contrast, we observe negative relative phase changes, whereas in the upper-right corner, where the phase shift is dominated by the lifetime contrast, we observe positive relative phase changes.

The detection limits depend on the fluorophore contrast \( (N_2/N_1) \) as well as on the detection system’s noise level. Suppose that in practice we have fivefold fluorophore concentration and lifetime variation \( (N_2/N_1 = 5 \) and \( \tau_2/\tau_1 = 5) \). If our detection system is limited by 1% noise in amplitude and 0.5° in phase, we find from Fig. 3 that the smallest detectable object size is \( \sim 0.25 \) cm in radius. Given a higher fluorophore concentration contrast \( (e.g., N_2/N_1 = 10) \), a larger lifetime variation \( (e.g., \tau_2/\tau_1 = 10) \), and a lower detection system noise level, a smaller object \( (e.g., 0.15 \) cm in radius) can then be detected.

5. Characterization Limits

Detection of an object does not imply that we can characterize the object. Characterization is more difficult. Complete characterization includes determination of all parameters of a heterogeneous medium. For a simple case in which there is one spherical object embedded in an otherwise homogeneous-background turbid medium, these parameters are the endogenous absorption and scattering coefficients of the object and the background at the excitation and the emission wavelengths (eight parameters), the fluorophore concentration and lifetime inside and outside the inhomogeneity (four parameters), and the size and the position of the inhomogeneity (four parameters). So we have a 16-parameter set. To explore the limits to which the FDPDW can be fully used to characterize a fluorescent object, we simplify the problem by assuming that only a few parameters are unknown and all others are known \( (e.g., \) determined by other modalities such as ultrasound or MRI independently, or in conjunction with the optical method). There are two situations that we consider. First, we simultaneously characterize the fluorophore concentration \( (N_2) \) and lifetime \( (\tau_2) \) inside the inhomogeneity with an assumption that all other parameters are known. Second, we simultaneously characterize the interior fluorophore concentration \( (N_2) \) and the size of the inhomogeneity \( (\phi) \), assuming again that all the other parameters are known. The two situations that we consider here are therefore best-case ones.

A. Characterization of an Object with a Known Size

For this case we calculate the FDPDW by using the exact analytical solutions for which the object size is kept at 0.5 cm in radius. The source position is fixed, and the detector scans over \( (-2.0, 2.0) \) cm along the x axis with steps of 0.2 cm [Fig. 1(b)]. We then have 21 amplitude and 21 phase exact data points in total. The experimental data (measurements) are simulated by addition of 1% amplitude and 0.5° phase random noise to the exact data. We then apply the \( \chi^2 \) fitting procedure to characterize simultaneously the fluorophore concentration and lifetime of the fluorescent object, assuming that all other parameters are known. The \( \chi^2 \) to be minimized is the weighted difference between the measurements and the theoretical estimate, i.e.,

\[
\chi^2(N_2, \tau_2) = \sum_{i=1}^{21} \left\{ \frac{[A_{i,M}(N_2, \tau_2) - A_{i, Th}(N_2, \tau_2)]^2}{\delta_A^2} + \frac{[\theta_i,M(N_2, \tau_2) - \theta_i, Th(N_2, \tau_2)]^2}{\delta_i^2} \right\},
\]

where \( A_{i,M} \) and \( \theta_i,M \) are the amplitude and the phase of the ith measurements, respectively (one of 21 measurements along the x axis), and \( A_{i, Th} \) and \( \theta_i, Th \) are the amplitude and the phase of the corresponding theoretical predictions. \( \delta_A \) and \( \delta_i \) are the amplitude and phase errors in corresponding measurements. The minimization is done by use of the Simplex Down-hill subroutine in Numerical Recipes in C.26 For any given fluorophore concentration and lifetime, we take five scans by using different seeds for the random-noise generator. We then fit these five data
sets separately. The fitting results can be different for these five data sets. The standard errors (δN₂ and δτ₂) of the fitted parameters are calculated for five scans, and the fractional uncertainties in the concentration and lifetime characterization (δN₂/N₂ and δτ₂/τ₂) can then be obtained. We repeat the procedure for different fluorophore concentration and lifetime contrast (N₂/N₁ and τ₂/τ₁). The contours of the fractional uncertainties in the fluorophore concentration and lifetime characterization are illustrated in Fig. 4 for a broad range of fluorophore concentration contrast (x axis) and lifetime variation (y axis).

In Section 4 we saw that higher concentrations (N₂) and longer lifetime (τ₂) introduce greater perturbation to the FDPDW, and therefore smaller characterization errors are expected as these parameters are increased. This result is in agreement with the overall trends in Fig. 4. It shows that the characterization error is smaller for higher concentration and longer lifetime. We also notice that the fractional characterization error in lifetime is greater when the lifetime gets longer, which appears surprising in light of the fact that longer lifetimes give rise to greater perturbations. However, note that we consider a 0.5° absolute random phase noise and that the absolute phase error propagates into the lifetime through the phase [tan⁻¹(ωτ₂)]. Because of the saturation characteristics of the tan⁻¹(x) function this 0.5° random phase noise will correspond a larger lifetime uncertainty for a larger ωτ₂. As shown in Fig. 4, if the object size is known by some other means, the fluorescent object can be characterized very accurately over a broad range of fluorophore concentration contrast (2 < N₂/N₁ < 10) and lifetime variation (0.2 < τ₂/τ₁ < 1.8), e.g., within 6% fractional uncertainties. For an object of a smaller size (e.g., 0.3 cm in radius) and over the same range of concentration contrast and lifetime variation, the characterization uncertainties will be much larger, e.g., <20%, whereas for an object of a greater size (e.g., 0.8 cm in radius) the characterization uncertainties will be much less, e.g., <3%.

Local χ² minima are problematic for any fitting procedure. One way to evaluate the fitting quality is to check the χ² distribution versus fitting parameters. A good fit will correspond to a minimum χ² with a narrow valley. Figure 5(a) illustrates an example of χ² versus fluorophore concentration N₂ for two different fluorophore lifetimes (τ₂/τ₁ = 0.1 and τ₂/τ₁ = 1.7). We chose these two lifetimes as representatives of a short and a long lifetime. A clear single valley exists for both short and long lifetimes. As we expect, a longer lifetime corresponds to a narrower valley. For comparison, χ² versus the fluorophore lifetime τ₂ for two different concentrations (N₂/N₁ = 2 and N₂/N₁ = 6) is shown in Fig. 5(b). In this case the χ² curve has a narrower valley for higher concentration. For other concentrations or lifetimes the χ² curves follow the general trends, as illustrated in Fig. 5.

B. Characterization of an Object with an Unknown Size

We next consider the characterization limits for an object with unknown size. For this case we apply the χ² minimization procedure and fit for size and concentration simultaneously with all other parameters known. For simplicity, we assume that there is no lifetime contrast (e.g., τ₂ = τ₁). We follow a procedure similar to that used in Subsection 5.A. The simulated experimental data again have 1% random noise in amplitude and 0.5° random noise in phase. The only difference is that the fitting parameters are the concentration N₂ and the radius a in this case; we minimize χ² by varying these two parameters. The contours of the fractional uncertainties in the fluorophore concentration and object radius are presented in Fig. 6 over a broad range of fluorophore concentration (x axis) and object size (y axis). For a given size, the higher the concentration, the smaller the characterization uncertainties; for a given fluorophore concentration, the bigger the object size, the smaller the characterization uncertainties.

Fig. 4. Characterization limits for an object of a known size (radius = 0.5 cm). (a) characterization uncertainties in fluorophore concentration N₂. For a given lifetime the uncertainty is smaller for a higher concentration; for a given fluorophore concentration the uncertainty is smaller for a longer lifetime. (b) Characterization uncertainties in lifetime τ₂. For a given lifetime the uncertainty is smaller for a higher concentration; for a given concentration the uncertainty is smaller for a greater lifetime variation. See Subsection 5.3 for explanations.

Fig. 5. Example of χ² distribution versus fitting parameters in characterization of an object with a known size. Fluorophore concentration N₂ and lifetime τ₂ are the two fitting parameters, which we characterize simultaneously. (a) χ² versus concentration for a long and a short lifetime. A longer lifetime (τ₂/τ₁ = 1.7) corresponds to a narrower valley. (b) χ² versus lifetime for a high and a low concentration (N₂). A higher concentration (N₂/N₁ = 6) corresponds to a narrower valley.
Qualitatively speaking, it is easier to characterize a bigger object with higher concentration contrast.

From these contour plots (Fig. 6) we see that, when the object exceeds 0.75 cm in radius, the characterization uncertainties are 20% or less for a fivefold concentration contrast or higher. If we consider a fivefold concentration contrast as a practical obtainable contrast and consider <20% characterization uncertainty as accurate in practice, we find that the smallest characterizable object size is ~0.75 cm in radius. For a higher concentration contrast (e.g., \( \frac{N_2}{N_1} = 20 \)) we can characterize an object with an even smaller size (e.g., 0.6 cm in radius). The \( \chi^2 \) curves are also plotted in Fig. 7 to ensure that our fitting results are not trapped in local minima.

C. Multiple Moments Analysis

Given a fivefold concentration contrast, although the smallest detectable object size is ~0.25 cm in radius, the object is not characterizable unless the radius exceeds 0.75 cm because of the functional dependence of the scattered FDPDW on the object size and the concentration. As we discussed in Section 2, the scattered FDPDW is the superposition of different multipole moments. The monopole is related to \( N_2a^3 \), whereas the dipole is related to \( N_2a^3 \) at the limit of low concentration and small object size (e.g., when we Taylor expand the moments with respect to \( N_2 \) and \( a \)). For detection, only the monopole need exceed the noise level; e.g., \(|\Phi^d_{sc,j=0}\frac{\phi_{fr}}{\phi_{homo}}| > 1\% \) or \( |\text{Arg}(\Phi^d_{sc,j=0}\frac{\phi_{fr}}{\phi_{homo}})| > 0.5\° \). On the other hand, whenever two parameters appear as a product in a function, to fit these two parameters simultaneously it is required mathematically that at least two different functional dependencies of the function on these two parameters exist. Therefore for simultaneous characterization of the concentration and size it is necessary for both the monopole and the dipole moments to exceed the noise level. This multipole moments analysis provides us with another way to investigate the detection and characterization limits. Given a fivefold concentration contrast (and no lifetime contrast), we calculate the perturbation of the FDPDW for different multipole moments that are due to objects of different sizes.

The amplitude \(|\Phi^d_{sc,j=0,1,2}\frac{\phi_{fr}}{\phi_{homo}}| \) and phase \(|\text{Arg}(\Phi^d_{sc,j=0,1,2}\frac{\phi_{fr}}{\phi_{homo}})| \) perturbation versus object size for the monopole, the dipole, and the quadrupole are plotted in Fig. 8 for different-sized objects, where we also indicate the 1% amplitude and 0.5° phase noise level by horizontal dashed lines. We find that when the object radius exceeds ~0.25 cm the amplitude and the phase of the monopole moment exceed the noise level (1% in amplitude and 0.5°), and this object is thus detectable. Only when the object radius exceeds ~0.6 cm do both the monopole and the dipole moments exceed the noise level, and this object therefore is characterizable. The results of this moment analysis are in agreement with the results from \( \chi^2 \) fitting and actually provide a more rapid method to assess detection and characterization feasibility.

6. Comparison of Fluorescence and Absorption Contrast

Exogenous fluorophores not only provide fluorescence contrast for tumor detection but also enhance absorption contrast. To compare the fluorescence and absorption contrast induced by exogenous fluorophores we carry out an analysis similar to that in Section 4 for both FDPDW and excitation DPDW; e.g., we are interested only in the amplitude and phase perturbation of the excitation DPDW and FDPDW. Inas-
much as lifetime does not play a role in the absorption measurement, to compare the absorption and fluorescence under the same conditions we simply assume that the lifetimes inside and outside the object are equal ($\tau_2 = \tau_1 = 1$ ns) and therefore that there is no lifetime contrast for the fluorescence detection.

Using the geometry in Fig. 1(a) and analytical solutions for excitation DPDW and FDPDW, we calculate the amplitude and phase perturbation for both the excitation DPDW’s and the FDPDW’s that are due to different-sized objects over a broad range of fluorophore concentration contrast ($N_2/N_1$); e.g., $\phi_{\text{hetero}}/\phi_{\text{homo}}$ for the excitation DPDW and $\phi_{\text{hetero}}/\phi_{\text{homo}}$ for the FDPDW. The optical properties and other parameters are given in Tables 1 and 2. 1% fractional amplitude and 0.5° phase perturbation contours of the excitation DPDW are shown in Figs. 9(a) and 9(b) for different-sized objects as a function of fluorophore concentration; Figs. 9(c) and 9(d) illustrate the 1% fractional amplitude and 0.5° phase perturbation contours of the FDPDW. Assuming a detection system with 1% amplitude and 0.5° phase noise and utilizing the fluorophore-induced contrast (for both absorption and fluorescence) we see that, for fivefold concentration contrast, the smallest detectable object is ~0.5 cm in radius when we probe the turbid medium using excitation DPDW, whereas the smallest detectable fluorescent object under the same conditions is ~0.25 cm in radius. Comparing Figs. 9(a) and 9(b) with Figs. 9(c) and 9(d), we find that, in general, for a given fluorophore concentration and object size, both the amplitude and the phase perturbation to the FDPDW are greater than those to the excitation DPDW. Given a perfect optical filter to reject the excitation light in the fluorescence measurement, apparently the detectability is better in the fluorescence mode than in the absorption mode.

In fluorescence measurements, however, given a 3-mW excitation light source that emits $\sim 10^{16}$ photons/s, the background excitation photon fluence is $\sim 10^{13}$ photons/s for a 5-cm source–detector separation and an active detection area of 0.3 cm in diameter. Under the same conditions the fluorescent photon fluence is $\sim 10^{10}$ photons/s (see Tables 1 and 2 for quantum yield, extinction coefficient, and lifetime). Thus the background excitation signal can be 3 orders of magnitude larger than the fluorescence signal. A small amount of excitation light leakage (e.g., 1%) can overwhelm the weak fluorescence signal. Therefore, to measure the fluorescence signal and utilize fully the higher fluorescence contrast introduced by fluorophores for detecting hidden objects, we need an optical filter with a rejection optical density (OD) of $>4.0$ to suppress the strong background excitation light. As we know [see Eq. (1)], the fluorescence signal is proportional to the fluorophore quantum yield. A filter with a higher rejection OD is correspondingly needed for fluorophores with lower quantum yield. Mathematically the required rejection OD of a filter is scaled by the logarithm of the inverse of fluorophore quantum yield. In the above analysis we assumed a 10% quantum yield. In practice, for fluorophores with much lower quantum yields (e.g., 0.1%) the fluorescence measurement can be difficult. The required rejection OD of the optical filter can be as great as 6.

Different fluorescent contrast agents generally have different extinction coefficients. The relative fluorescence/absorption contrast varies with the extinction coefficient. Consider the geometry in Fig. 1(a) with a spherical object of 0.5-cm radius. Figures 10(a) and 10(b) show the contours of fractional amplitude and phase for the absorption signal at excitation wavelength $\lambda_{\text{em}}$, and Figs. 10(c) and 10(d) show the contours of fractional amplitude and phase for the fluorescence signal at emission wavelength $\lambda_{\text{ex}}$. We find that, for a fivefold concentration contrast, the perturbation to the FDPDW can exceed 5% in amplitude and $\sim 1^\circ$ in phase for fluorophores with extinction coefficients lower than $\sim 1.0 \times 10^5$ cm$^{-1}$ M$^{-1}$, whereas the perturbation to the excitation DPDW exceeds 5% in amplitude only when the extinction coefficient is greater than $2.5 \times 10^5$ cm$^{-1}$ M$^{-1}$. Note that the phase perturbation to the excitation DPDW is very small (e.g., $<0.5^\circ$) over a broad range of the extinction coefficients and concentration contrast. Therefore it is difficult to detect the inhomogeneity by use of fluorescent contrast agents from only the phase measurements of the excitation DPDW. Roughly speaking, if we have an optical filter with an OD of $>4$ to reject background excitation light, the fluorescence signal provides better contrast for fluorescent contrast agents with lower extinction coefficients; only for higher extinction coefficients...
The background-fluorophore concentration is taken to be \( N_2 = 0.1 \mu\text{M} \) in the above discussion. At a fixed relative concentration contrast \( N_2/N_1 \) the background concentration \( N_1 \) determines the absolute concentration contrast, and therefore it will also affect the perturbation to both the FDPDW and the excitation DPDW. As we discussed at the end of Section 4, for a fixed relative concentration \( N_2/N_1 \) the increase in the background concentration \( N_1 \) reduces the detectability of an object probed by the FDPDW. Similar analysis shows that the increase in background concentration \( N_1 \), on the other hand, enhances the detectability through the absorption measurement. We have found that, for a given background fluorophore concentration \( N_1 \), the fluorescence contrast is better than the absorption contrast at detecting a hidden object when the absorption introduced by the exogenous background fluorophore is low, e.g., \( \epsilon N_1 \leq \mu_{\text{e}1} \), where \( \mu_{\text{e}1} \) is the endogenous background absorption.

### 7. Discussion and Conclusion

It is essential to have multiple data points to characterize an inhomogeneity by use of a \( \chi^2 \) fitting procedure. So far we have considered multiple measurements by scanning the detector. We chose our scan region from -2 to 2 cm in the above discussion. This scan region was chosen so that source and the detector would be close enough to ensure that the amplitude and the phase perturbations are greater than the system noise level. Measurements made at large source–detector separation will not help to improve the detection or characterization if the perturbation is less than the noise level.

An alternative approach to obtaining multiple measurements is to employ multiple modulation frequencies for a single source–detector position.28 We have found that high modulation frequencies are not desirable. Higher modulation frequencies produce larger wave attenuation factors and therefore lower excitation and fluorescence fluences. As we discussed above (e.g., see Section 4), the lifetime is coupled to the modulation frequency through the demodulation factor \( \tau/(1 - i\omega \tau) \). The demodulation introduces an amplitude perturbation \( (e^{-\omega_T \tau_1}/(1 + \omega_T \tau_1)^2)^{1/2} \) and a phase shift \( \tan^{-1}(\omega_T \tau_2) - \tan^{-1}(\omega_T \tau_1) \). The amplitude perturbation is roughly proportional to the lifetime contrast \( \tau_2/\tau_1 \) at low modulation frequencies (e.g., \( \omega_T \tau_1 < 1/3 \)). At high modulation frequencies (e.g., \( \omega_T \tau_1 > 3 \)), the amplitude perturbation diminishes and becomes independent of the lifetime contrast.

The phase shift follows the trend of the function \( \tan^{-1}(x) \). It can be shown that the peak of the phase shift, \( \Delta \theta = \left[ \tan^{-1}(\omega_T \tau_2) - \tan^{-1}(\omega_T \tau_1) \right] = \left[ \tan^{-1}(\tau_2/\tau_1) - \tan^{-1}(\omega_T \tau_1) \right] \), which is due to the lifetime contrast \( \tau_2/\tau_1 \), occurs when \( \omega_T \tau_2 = \sqrt{\tau_2/\tau_1} \). Considering all other factors that contribute to the phase shift (such as the concentration contrast and the endogenous absorption contrast), we find that \( \omega_T \tau_1 \approx 1 \) gives a simple estimate for the modulation frequency at which we will approximately obtain a maximum phase perturbation.

These features of the amplitude and phase perturbations versus the modulation frequency are shown in Fig. 11 for several lifetime contrasts \( \tau_2/\tau_1 \), where we assume that we have a 0.5-cm-radius object and a fixed concentration contrast \( N_2/N_1 = 5 \). Other parameters are given in Tables 1 and 2. Clearly the choice of an appropriate modulation frequency can help in optimal use of the contrast provided by the lifetime contrast, and an inappropriate choice of the
modulation frequency can reduce or demolish the contrast. We can obtain a maximum amplitude perturbation when we employ a dc source \((\omega = 0)\), but we will lose the phase information. The rule of thumb for choosing the modulation frequency for fluorescence measurements is that \(\omega \tau_2 \sim 1\), which ensures that we have enough sensitivity to the phase perturbation that is due to the lifetime contrast without degrading the amplitude perturbation too much. This discussion can also apply to phosphorescence with millisecond lifetime ranges for which the optimal modulation frequency would be of the order of kilohertz.

We draw the following conclusions: (1) If our detection system is limited by 1% noise in amplitude and by 0.5° in phase, the smallest detectable fluorescent object size is \(\sim 0.25\) cm in radius, given a fivefold fluorophore concentration and lifetime contrast. (2) An inhomogeneity can be well characterized within 6% characterization uncertainties if \textit{a priori} information about its size is known. (3) When \textit{no a priori} information about the object size is available, the characterization is then more difficult. The smallest characterizeable object size in this case is \(\sim 0.75\) cm in radius.

For systems with lower noise levels or higher fluorophore concentration contrast, we can then detect and characterize a smaller object. We can also statistically reduce the characterization errors by increasing the number of measurements (e.g., the characterization error \(\times 1/\sqrt{N}\), where \(N\) is the total number of measurements).

Finally, in our comparison of the absorption and fluorescence contrast introduced by exogenous fluorophores we find that, given a sufficiently large fluorescence filter OD (e.g., >4) and fluorescence quantum yield (e.g., \(\eta > 10\%\)), the fluorescence mode of measurements is in general superior to the absorption mode for fluorophores with moderate extinction coefficients. Some fluorophores with higher affinity for tumor tissue have been under investigation. These high-contrast fluorophores make the fluorescent probe more promising and attractive for use in tumor detection and imaging.

Appendix A

As was shown in Ref. 10, for a fluorescent spherical object embedded in an infinite fluorescent turbid medium, the FDPDW is the superposition of the FDPDW in a homogeneous fluorescent medium \(\Phi^\text{fr}_{\text{home}}\) and the scattered FDPDW \(\Phi^\text{sc}_{\text{fr}}\); i.e.,

\[
\Phi^\text{fr}_{\text{hetero}}(\mathbf{r}_s, \mathbf{r}_d, \omega, \alpha) = \Phi^\text{fr}_{\text{home}}(\mathbf{r}_s, \mathbf{r}_d, \omega) + \Phi^\text{sc}_{\text{fr}}(\mathbf{r}_s, \mathbf{r}_d, \omega, \alpha).
\]  
(A1)

Here \(\mathbf{r}_s\) and \(\mathbf{r}_d\) denote the source and the detector positions, respectively; \(\omega\) is the source angular modulation frequency; and \(\alpha\) is the object radius. The homogeneous FDPDW \(\Phi^\text{fr}_{\text{home}}\) is

\[
\Phi^\text{fr}_{\text{home}}(\mathbf{r}_d, \mathbf{r}_s, \omega) = A_1 \frac{\varepsilon \eta_1 N_1}{1 - i \omega \tau_1} \left[ \frac{\exp(i k_1 |\mathbf{r}_d - \mathbf{r}_s|)}{4\pi |\mathbf{r}_d - \mathbf{r}_s|} - \frac{\exp(i k_1 |\mathbf{r}_s - \mathbf{r}_d|)}{4\pi |\mathbf{r}_d - \mathbf{r}_s|} \right].
\]  
(A2)

Here \(A_1\) is a constant that depends on the optical properties at both excitation and emission wavelengths \(\lambda_{\text{ex}}\) and \(\lambda_{\text{em}}\) as well as on the excitation source strength; \(k_1\) and \(k_{1f}\) are the wave numbers of the diffusive photon density wave that correspond to the optical properties at the excitation and emission wavelengths, respectively; \(\varepsilon\) is the fluorophore extinction coefficient; and \(N_1\), \(\tau_1\), \(\eta_1\), and \(q_1\) are the background fluorophore concentration, lifetime, quantum yield, and quenching factor, respectively.

The scattered FDPDW \(\Phi^\text{sc}_{\text{fr}}\) can be written as

\[
\Phi^\text{sc}_{\text{fr}}(\mathbf{r}_d, \mathbf{r}_s, \omega, \alpha) = A_2 \frac{\varepsilon \eta_2 N_2}{1 - i \omega \tau_2} \times \left[ \sum_{lm} \left[ B_{lm} h_{lm}^{(1)}(k_{1f}) + C_{lm} h_{lm}^{(2)}(k_{1f}) \right] Y_l^m(\Omega) \right].
\]  
(A3)

Here \(A_2\) is a constant that depends on the optical properties at both excitation and emission wavelengths \(\lambda_{\text{ex}}\) and \(\lambda_{\text{em}}\) as well as on the object size and the excitation source strength; \(N_2\), \(\tau_2\), \(\eta_2\), and \(q_2\) are the fluorophore concentration, lifetime, quantum yield, and quenching factor inside the object, respectively; and \(B_{lm}\) and \(C_{lm}\) are complicated constants that depend on the optical properties inside and outside the object at the excitation and emission wavelengths \(\lambda_{\text{ex}}\) and \(\lambda_{\text{em}}\), the object size and the excitation source position. \(h_{lm}^{(1)}\) is the spherical Hankel function of the first kind, and \(Y_l^m(\Omega)\) is the spherical harmonics. \(\varepsilon, k_1\) and \(k_{1f}\) are the same as in Eq. (A2).
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