This memo examines the challenges of China’s surveillance state, and of the export of Chinese surveillance technologies and tools beyond the borders of the People’s Republic of China. Under Xi Jinping, China has pursued a surveillance state of immense scale and ambition, focused on “prevention and control” of risks to social stability and CCP rule, with technology as the key tool by which the regime’s preventive aims are to be achieved. The rise of this surveillance state has also had significant global consequences: over the course of the past decade, Chinese surveillance and policing technologies have been adopted in more than 80 countries worldwide, both democratic and autocratic, on every continent except Australia and Antarctica. China is therefore an ‘index case’ for a set of technological and informational conditions that have spread widely around the world. This memo briefly describes the challenges posed by these twin developments, and then outlines a set of recommendations for U.S. policy, beginning with the need for a comprehensive strategy to understand, track, and where necessary counter the spread of Chinese surveillance technology.

Media and policy discussions have been full of discussions about the use of Chinese surveillance and policing technology, and the rise of a surveillance state in China itself as well as the impact of Chinese surveillance technology well beyond China’s borders. Reports by policy analysts warn of the dangers of high-tech surveillance and artificial-intelligence (AI)-based approaches to policing in autocrats’ hands, and journalists document the rise of a “dystopian surveillance state” inside China—especially in the far western region of Xinjiang, where Turkic Muslim minorities, particularly Uyghurs, have been subject to mass detention and involuntary ideological reeducation in the name of ‘counterterrorism.’ Globally, China’s export of these


surveillance and policing technologies has also received increasing media and policy scrutiny.³ News organizations have provided detailed accounts of the spread and use of surveillance technology from China to places like Venezuela, Ecuador, Zimbabwe, and Uganda, and Huawei, the largest supplier of these kinds of platforms, has been at the center of debate over U.S.-China trade and technological competition.⁴ At a U.S. House of Representatives hearing in May 2019 on “China’s Digital Authoritarianism,” both the chairman and the ranking member warned that the export of these technologies would give “countries the technological tools they need to emulate Beijing’s model of social and political control.”⁵

This project examines the internal development of Chinese surveillance and policing technologies, and explores the international consequences of the rise of China’s surveillance state. Chinese surveillance technologies are now in use for policing and domestic security purposes in at least 80 countries, both democratic and autocratic, on every continent except Australia and Antarctica. China, therefore, should be thought of as the ‘primary’ or ‘index case’ from which a new set of informational and technological conditions is spreading across the world, impacting political life in a wide range of political systems and geographic contexts.\(^6\) China’s growing major power role, and its leadership role in a number of international institutions, make it more likely that these technologies and tools will spread into use globally, even if China is not explicitly exporting its authoritarian model.\(^7\) The United States needs a comprehensive and strategic approach to this issue.

**China’s Surveillance State at Home**

Xi Jinping has made redefining the philosophy and management of domestic security a hallmark of his tenure, a redirection that was signaled early by his speeches about the importance of “comprehensive” or “holistic” national security.\(^8\) In doing so, he has emphasized “prevention and control” (防 控, *fangkong*) rather than the regime’s previous catchphrase, “stability

---


\(^7\) For a systematic examination of the factors that make diffusion of Chinese technology more likely, and those that are likely to limit the transferability of Chinese models of surveillance, see Sheena Chestnut Greitens, “Surveillance, Security, and Liberal Democracy in a Post-COVID World,” *International Organization*, special issue on the pandemic and global politics (Fall 2020).

maintenance,” and has emphasized the use of technology and surveillance to collect information on citizens for preventive public security purposes. In 2015, Secretary of the Politics and Law Commission (中共中央政法委员会, or Zhongyang Zhengfawei) Meng Jianzhu emphasized fangkong as the “correct direction” for political-legal work in a six-point address that invoked the term “foresight” (不断增强工作预见性, buduan zengqiang gongzuo yujianxing). In early 2019, at a national meeting of Public Security Bureau (PSB) directors, Minister of Public Security Zhao Kezhi urged his audience to “Always insist on putting prevention of political risks as the first priority.”

The use of information technology in this effort is paramount: in mid-April 2015, the CCP Central Committee and PRC State Council called for the creation of a “three-dimensional information-based prevention and control system for public-social security” (创新立体化信息化社会治安防控体系, chuangzxin litihua xinxihua shehui zhi'an fangkong tixi) – another term that appears repeatedly in CCP directives on “social governance” (社会治理, shehui zhili) – in order to “comprehensively promote the construction of a peaceful China.” The directive calls for the expansion of networked video surveillance and grid management, enhancement of predictive and early warning capabilities in public security, and reorganization of local party and government

---


work in this area to limit information gaps and achieve smoother coordination of information and public security intelligence.\(^\text{13}\) The CCP has also explored a number of ways to more directly connect information-gathering with the infrastructure and management of public security at the ground level, including major organizational and legal reforms throughout China’s political-legal apparatus (政法系统, zhengfa xitong).\(^\text{14}\)

By 2015, at least 168 of China’s 332 prefectural-level cities were using an approach known as “community grid management,” in which high-tech data collection and integration platforms manage a system of local “grids,” closely monitoring developments that emerge from the data and using it for social control.\(^\text{15}\) Under initiatives such as Skynet (天网, Tianwang) or the “Bright Snow Project” (雪亮工程, Xueliang Gongcheng, also called “Sharp Eyes”), video surveillance and facial recognition are being integrated into grid management platforms, and officials are learning to use the data-integration platforms to identify threats via predictive analytics.\(^\text{16}\) The Xueliang Gongcheng is now operating in all provinces, and China’s 13\(^{\text{th}}\) Five Year Plan calls for implementation to be completed by 2020.\(^\text{17}\) In March 2018, a graduate student working on surveillance in Hunan province tested the system run by his local PSB; it took the police four minutes and fifteen seconds to locate him, and just over five minutes to take
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\(^\text{13}\) This emphasis on informatization and technology also parallels the emphasis on networked intelligence and decision-making observable in China’s military strategy. See Taylor Fravel, *Active Defense: China’s Military Strategy since 2919* (Princeton, 2019).

\(^\text{14}\) For more detail on these reforms, see Sheena Chestnut Greitens, “Domestic Security in China under Xi Jinping,” *China Leadership Monitor, 1* March 2019, https://www.prcleader.org/greitens


\(^\text{16}\) Tianwang comes from a saying “Tianwang huihu, shu er bulou (Heaven’s net has large mesh, but it lets nothing through)”; while Xueliang comes from the saying, “Renmin qunzhong de yanjing shi xueliang de (the eyes of the people and the masses are as bright as snow).”

him into custody. A similar experiment by BBC reporter John Sudworth in Guiyang in December 2017 lasted seven minutes.

The outbreak of the novel coronavirus in Wuhan in early 2020 has accelerated the consolidation and enhancement of these systems. CGM and its related surveillance capabilities were heavily relied on to enforce community lockdowns: Hubei’s Politics & Law Committee, for example, mobilized 170,000 grid workers (for a provincial population of 59 million) to conduct health surveillance and enforce lockdown policies, home checks, and travel restrictions. The 2008 Beijing Olympics acted as a demonstration point helping to diffuse China’s surveillance technology for purposes of public safety and urban security; it is yet to be seen whether the 2020 outbreak will serve as a similar demonstration point for the marketing and export of Chinese health surveillance technologies.

China’s Export of Surveillance and Policing Technology

The development of China’s surveillance and policing technologies has already had global consequences. China has exported surveillance platforms for use in policing and internal

---

security to at least 80 countries worldwide, with a timeline and geographic distribution shown in Figures 1-2 below:  

![Figure 1: Adoption of Chinese Surveillance & Public Security Technology Platforms (2008-2019)](image)

Source: Author’s dataset
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These data help to shed light on an important debate over the drivers of the spread of these technologies: is it driven by Beijing’s desire to export (a supply-side explanation), or by demand from recipient countries—and demand for what exactly? Policymakers and scholars in the U.S. tend to focus on supply-side explanations, fearing that China is exporting these technologies to “make the world safe for autocracy,” and doing so especially in places that China seeks to gain strategic leverage. Chinese tech companies and officials speaking for adopter jurisdictions, however, tend to emphasize the demand or need to deal with crime, and the importance of public safety for attracting tourism and investment.

---


The data illustrated above suggest that both factors are at work: whether or not a country has a strategic partnership with the PRC (as defined by the Ministry of Foreign Affairs) is positively correlated with adoption of Chinese surveillance and public security technology, but so is violent crime. This suggests that demand and supply-side explanations are not mutually exclusive, but currently reinforce each other. Levels of political stability and levels of democracy in recipient countries are not strongly associated with adoption of these technologies, however, indicating that current and future policy debates should focus more on the potential impact of these technologies on global authoritarianism and democracy, rather than the other way around.

Implications for Policy

The widespread export and international adoption of Chinese surveillance technologies raises important issues for U.S. policy. Chief among these are:

a) concerns about data security and data privacy;

b) concerns over whether or not these technologies will be used to violate human rights or corrode democracy in the places they are exported to; and

c) concerns about the overall role that technology will play in U.S.-China strategic and security competition.\(^{26}\)

In warning of the dangers of Chinese surveillance technology, current American policy discourse has a tendency to mix these issues without clearly specifying which ones are at risk with specific policy decisions, and why.

This report makes eight principal recommendations to enhance the clarity and strategic coherence of U.S. policy.\(^{27}\) For brevity, it focuses on recommendations that are not already major


components of American policy (such as export controls and sanctions designations). This should not be interpreted as a judgment that existing policies or policy tools are ineffective or unnecessary, but simply as an effort to focus on areas where current policy is lacking or where gaps exist.

The first recommendation is that the United States establish a coordinated, interagency strategy for addressing the challenges posed by the development and export of Chinese surveillance technology. Despite the administration’s rhetorical emphasis on Chinese technology, and its actions on Huawei, WeChat, TikTok, and the like, the White House’s actual strategy document on China, released in May 2020, contains only a brief reference to the export of surveillance technology from the PRC.28 It does not provide a clear framework for understanding exactly what threats the global use of Chinese surveillance technologies pose to American national security, or how the United States should analyze and counter their global impact.29 In the future, China’s development and export of surveillance technology should be an area of explicit discussion and strategy development, either as a stand-alone piece or as a clear subcomponent of a larger strategy document, such as the one on China. Developing such a framework could be something that the next administration chooses to do on its own initiative, or could be mandated via a Congressional reporting requirement to ensure that the process will

carry over to future administrations. Either way, given the various equities and breadth of policy tools involved, the effort should be led and overseen by the National Security Council.30

A coordinated strategy would help because it would provide both a baseline reference point and shared lexicon for explaining specific policy decisions. For example, the identity of some of the companies involved in the export of surveillance technologies has helped to elevate concern about their activities in the U.S. national security and foreign policy community. At least some of these companies are directly linked to the People’s Republic of China’s (PRC) defense-industrial complex: CEIEC, for example, has contributed significantly to public security technology projects in several countries in Latin America; it is a state-owned enterprise under China Electronics Corporation that concentrates on defense electronics, and was previously sanctioned by the U.S. for nonproliferation violations.31 Others, such as Hikvision and Dahua, have been implicated in and sanctioned for human rights violations—as the filing termed it, “the implementation of China’s campaign of repression, mass arbitrary detention, and high-technology surveillance”—in Xinjiang.32 Other technology companies, such as WeChat and TikTok, have been targeted under Executive Orders because of how they treat U.S. citizens’ data, or for their role in surveillance and potential coercion.33 Outlining ahead of time the

30 This effort should include the Department of Commerce, the State Department’s International Communications and Information Policy Team, and the U.S. Department of Education, among others. It should also seek out and incorporate input from the technology sector, civil society, and stakeholders outside the United States.
framework and standards by which specific companies will be identified as concerning will help bring coherence to these measures. It will also highlight areas where U.S. objectives may be better served by creating structural solutions and principles for market access rather than, for example, one-off Executive Orders that target specific companies but leave open the larger problems and security risks associated with data exfiltration from the United States to China.\footnote{Aynne Kokas, “China Already Has Your Data. Trump’s TikTok and WeChat Bans Can’t Stop That,” Washington Post, August 11, 2020, https://www.washingtonpost.com/outlook/2020/08/11/tiktok-wechat-bans-ineffective/}

The second recommendation is that the United States develop a method for regularly tracking and assessing the impact of Chinese surveillance technology on global democracy, civil liberties, and human rights, either inside the United States government or in partnership with academic research institutions and civil society advocacy groups. Right now, there is a major gap in our understanding of whether or not these technologies actually work for the purposes they are marketed for—crime reduction and public safety—as well as whether they systematically undermine democracy, freedom, and human rights in the countries in which these tools are employed, and under what circumstances. (We know, for example, that the use of surveillance to manage the COVID-19 pandemic has resulted in much worse rights violations in autocracies and hybrid regimes than in consolidated democracies; it is possible that Chinese surveillance technology would have similarly disaggregated effects.\footnote{Amanda B. Edgell, Sandra Grahn, Jean Lachapelle, Anna Lührmann, and Seraphine F. Maerz, “An Update on Pandemic Backsliding: Democracy Four Months After the Beginning of the Covid-19 Pandemic,” V-Dem Policy Brief #24 (June 30, 2020), https://www.v-dem.net/en/our-work/research-projects/pandemic-backsliding/; see also Greitens, “Surveillance, Security, and Liberal Democracy in a Post-COVID World.”} It may be that these tools affect one outcome but not the other, or that they affect both outcomes simultaneously, or the effects may differ across different political contexts. Clearer evidence on this front will enhance the credibility of American arguments in the global discussion on tradeoffs and policy solutions. In terms of policy process, this data could be collected and incorporated into the U.S. Department
of State’s annual reports on global human rights, as suggested by legislation proposed in the 116th Congress, or it could take another form.\textsuperscript{36}

The third recommendation is that the United States understand its audience in messaging about the risks of Chinese surveillance technology. One piece of this is that the U.S. should develop country- or at least region-specific language to express its concerns about Chinese surveillance technology. Huawei’s marketing materials differentiate its appeal by region, emphasizing extremism in the Middle East, crime in Latin America, and data management and sustainability in Europe.\textsuperscript{37} By contrast, current U.S. rhetoric is relatively one-size-fits-all, in keeping with American focus on this as a supply-side China problem, but (as noted above) this rhetoric often weaves together concerns about geostrategic rivalry, democracy and human rights, and data security without clearly stating which one is at issue—and to what extent where. In reality, these three issues are unlikely to be equally present in all potential recipient or adopter countries; recent survey data shows that the level of concern and preferred approach toward Huawei and other tech companies differs globally.\textsuperscript{38} Effective diplomatic messaging, therefore, should take these overarching concerns and adapt them to address the context and conditions in particular recipient countries to maximize the effectiveness of U.S. public (and private) communications with potential adopters and stakeholders.

The other way in which the United States must understand its audience is to realize that many of the officials making adoption decisions are subnational authorities—mayors or


provincial governors or their public safety leadership—rather than national-level experts in foreign policy and national security. Subnational officials are likely to have different priorities from foreign policy experts; they are often more directly accountable to voters and operate on specific electoral timetables; and they may have more widely varying levels of knowledge and expertise about China and technology from a national security perspective. Moreover, depending on a country’s political institutions and culture, subnational officials may have more or less contact with the foreign policy and national security expertise in their own governments. Any effective communication strategy on the part of the United States will have to take all of these differences into account in deciding what messages to deliver, in what format, at what point in time, and to whom.

In keeping with the idea of understanding one’s audience is the fourth recommendation: the United States must more concretely grapple with the notion that demand for Chinese technology often exists because it can solve real governance problems for recipients, and work to address the problems that Chinese surveillance technology is being deployed to solve. In Latin America, for example, American officials should realize that listeners may perceive that advocacy to slow or stop the spread of Chinese surveillance technology competes with other American priorities in the region—such as decreasing crime and drug-related activity in order to lower migration pressure on the United States’ southern border. Each region of the world will need to think through how region-specific messaging on Chinese surveillance technology may generate competing policy priorities, and how these can be resolved. Similarly the United Nations has announced a partnership with China on several data-integration and big-data analysis projects intended to support the UN’s 2030 sustainable development goals, meaning that China-based researchers will have firsthand access to sources of data provided by member governments
from all over the world. If the United States is concerned about this kind of development, it must clearly articulate why this is a concern. (Data security? The privacy of the data provided? Some kind of strategic advantage that this could generate to China? The potential for China to use the data to refine its own algorithms of repression? Any of these are plausible, but the logic remains relatively unspecified.) And beyond more precisely articulating the United States’ concerns and the causal logic that underpins them, American officials then also need to assess what governance problems China is offering to solve with its use of technology, and identify what alternatives—especially democracy-compatible ones—might exist that the U.S. can reasonably advocate for instead.

The fifth recommendation is that the United States government think about how to maintain and/or increase the United States’ edge in innovation, and work with democratic partners to ensure that democracy-compatible alternatives to Chinese technology exist and are competitive in the global marketplace. The United States will only be successful at convincing the world to use “Clean Networks” if the technologies involved in these networks are as good and as affordable as the ones offered by Chinese technology companies; evidence indicates that at present, this is not always the case. Without question, maintaining the United States’ capacity for technological innovation is a complex challenge, and will involve thorny questions about how to protect intellectual property and protect illicit technology transfer while also recognizing that a large part of the U.S. current data and tech talent originates from individuals born in the PRC who have come to the U.S. for undergraduate and graduate study. This is yet another reason why a comprehensive interagency strategy—in this case incorporating the Department of

---

Education and immigration authorities at the Department of Homeland Security—is critical to the effectiveness of American strategy.

The sixth recommendation is that the United States consider a two-layered strategy around the use of Chinese surveillance technology. U.S. strategy to date has involved major campaigns to convince allies and partners not to use technologies made by Chinese companies such as Huawei. While there is some evidence of success in recent decisions to curtail or decline to use Huawei technology in countries like the UK and India, the record on surveillance technology for policing purposes is less positive in terms of the administration’s objectives: we were unable to locate a single case of complete de-adoptions of a Chinese surveillance and policing platform as of the end of 2019. Instead, countries were more likely to put legal restrictions on the use of these platforms or on specific features. These kinds of adaptation were also more likely in democratic countries (such as the Philippines, Malta, etc.) where civil society and media freedom contributed to scrutiny of the introduction of Chinese technology, and led to specific safeguards being created and elite commitments made about the protection of both data privacy and civil liberties.

This suggests that the United States may want to think about an additional layer of policy, in which it works with countries unwilling to completely de-adopt Chinese surveillance technology to nevertheless create safeguards and firewalls around their use. Rather than trying (belatedly) to prevent adoption altogether or push for costly de-adoptions and replacement in all cases, the U.S. may be better served by focusing on creating strong norms of legal constraint.
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around these technologies’ use in places where de-adoption is not feasible at least in the short-term. Such protective measures could be both technical and legal (either legislative or regulatory/administrative), and would provide some fallback or intermediate measures that would nevertheless contribute to global democracy protection and data security in the countries in question. U.S. democracy promotion attention and funding, as well as partnerships with organizations that focus on capacity-building, such as the American Bar Association and the National Democratic Institute (among others), could be deployed toward this goal, and allies and partners could also contribute to this as a democracy and capacity-building effort.43

Seventh, the comprehensive strategy outlined above must include a clear plan for American engagement with global standards-setting and regulation of surveillance technologies. The use and export of surveillance technology is subject to very few global regulations,44 and where international standards exist, they have been written largely by Chinese tech companies. This is an area where China’s growing willingness to lead in global governance has been particularly important; the International Telecommunications Union, for example, which has been headed by PRC national Zhao Houlin since 2014, has received almost all its suggestions on standards for facial recognition technology from Chinese technology companies, and has adopted over half of them.45 In September 2020, PRC Foreign Minister Wang Yi proposed a Global Data Security Initiative, outlining a Chinese framework that he hoped would serve as “a blueprint for

43 In the event that the COVID-19 pandemic prompts an upsurge in the adoption of Chinese health-surveillance technology, for example, the United States could work with partners like South Korea, who have written legislation to protect civil liberties during infectious disease outbreaks, who can provide a review of lessons learned to other countries based on their own valuable experiences.
the formulation of international principles,” inviting other countries and international organizations to participate, and implicitly seeking to position this framework as an alternative to the “free and open internet” approach long advocated by the United States. This multipronged effort is characteristic of a larger and longer-term Chinese project to assume leadership of global governance and international organizations and rewrite rules and norms within the international system such that they are more to China’s liking.

Efforts to lead in shaping the global regulatory environment are notable because if China is successful at setting standards that favor Chinese companies, it will tilt the global marketplace in their favor and provide governments worldwide additional reasons to use these technologies. This, in turn, is likely to seed support for these systems across the international system, making it harder for the United States and like-minded partners to promote democracy-compatible technological alternatives. Conversely, however, it is probably unrealistic and counterproductive for the United States to try to deny China a say in global data and tech governance altogether. The United States’ overall strategy, therefore, needs to address questions such as: which global forums should set standards for which technologies; what those standards and safeguards should be; how interagency efforts within the United States should be organized; and how the U.S. should work with allies, partners, and international organizations to collaboratively but assertively shape a global environment compatible with liberal democracy.


Eighth, and finally, the strategy adopted by the United States with respect to surveillance technology should carefully consider the role of the Chinese diaspora in the United States, both those who now hold American citizenship and those who do not. As noted above, much of the United States’ tech talent involves people who have come from China to study in the United States and choose to remain longer-term. Administration officials and law enforcement personnel must ensure that counterintelligence investigations related to illicit tech transfer and academic espionage do not unfairly target legitimate study and research. Unnecessarily convincing Chinese students and researchers who would otherwise seek to stay in the United States that their only option is returning to China will damage the human capital base required for future technological innovation. Indiscriminate targeting of legitimate activity may also make it more difficult to counter pernicious foreign influence by alienating the very communities and diaspora members who are critical to successful counterintelligence work. Any successful strategy must therefore recognize and deal with a thorny conundrum: while the United States seeks to avoid profiling and discrimination based on ethnic background, the Chinese Communist Party tends to regard members of the diaspora as a monolithic national asset and part of the body politic even when they are located abroad, and has not shied away from placing members of the diaspora under pressure or using relational repression against them. Technologies such as WeChat have sometimes played a role in that coercive pressure, but getting rid of the technology

49 While a full discussion of this point is beyond the scope of the paper, several of the papers in the “Research, Education, and Academic Freedom” section of the Penn Project on the Future of U.S.-China Relations address this dilemma and offer further constructive policy recommendations. These can be found at https://web.sas.upenn.edu/future-of-us-china-relations/research-education-and-academic-freedom/.
will not solve the fundamental dilemma, which is political rather than technological. The Chinese diaspora is increasingly the site of political contention, action, and repression, especially as other avenues of contention within China become ever more limited.\textsuperscript{51} The U.S. must begin to think systematically about this issue, define the problem and the stakes, and articulate the principles and interests that will guide its choices, as a first step toward generating constructive policy solutions.

Conclusion

This memo has examined the challenges that emanate from China’s domestic development of a high-tech surveillance state, and of the export of Chinese surveillance technologies and tools beyond the borders of the People’s Republic of China. Under Xi Jinping, China has pursued a surveillance state of immense scale and ambition, focused on “prevention and control” of risks to social stability and CCP rule, with technology as the key tool by which the regime’s preventive aims are to be achieved. Over the course of the past decade, Chinese surveillance and policing technologies have also “gone global,” and are now in operation in more than 80 countries worldwide, both democratic and autocratic, on every continent except Australia and Antarctica.

In order to address this challenge, the United States needs a comprehensive strategy that tracks the spread and effects of these technologies; understands and tailors rhetoric to the key audiences it needs to bring on board; identifies and works on democracy-compatible solutions to the governance challenges that Chinese technology is being used to address; and clearly outlines the role of U.S. engagement with international organizations and standard-setting bodies that

\textsuperscript{51} This is not a unique dynamic among diasporas whose homelands are under authoritarian rule. See for example, Will Jones and Alexander Betts, \textit{Mobilizing the Diaspora: How Refugees Challenge Authoritarianism} (Cambridge, 2016).
regulate surveillance technology use and export. Additionally, the United States must maintain its own technological capacity for innovation to ensure that democracy-compatible solutions are widely available and cost-competitive, and should consider incorporating an additional layer into its strategies aimed not just at complete de-adoption of Chinese technologies, but of installing protective technical and legal safeguards where such technologies are already in use. Finally, the United States must carefully consider the role of the Chinese diaspora in the United States, and consider how best to address the practical and ethical contradictions that result from the CCP’s approach to members of this community. These measures are only a start, but collectively they represent an important first step toward dealing with a major global development and urgent American foreign policy and national security challenge.