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Abstract

Mental health researchers and clinicians have long sought answers to the question “What works for whom?” The goal of precision medicine is to provide evidence-based answers to this question. Treatment selection in depression aims to help each individual receive the treatment, among the available options, that is most likely to lead to a positive outcome for them. Although patient variables that are predictive of response to treatment have been identified, this knowledge has not yet translated into real-world treatment recommendations. The Personalized Advantage Index (PAI) and related approaches combine information obtained prior to the initiation of treatment into multivariable prediction models that can generate individualized predictions to help clinicians and patients select the right treatment. With increasing availability of advanced statistical modeling approaches, as well as novel predictive variables and big data, treatment selection models promise to contribute to improved outcomes in depression.
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INTRODUCTION

Depression is the world’s leading cause of disability (World Health Organization 2017). Despite the existence of a variety of evidence-based interventions for major depressive disorder (MDD), response rates in the treatment of depression remain approximately 50% (National Health Service 2016, Papakostas & Fava 2010). The pursuit of novel neurological (e.g., deep brain stimulation; Mayberg et al. 2005), pharmacological (e.g., ketamine; McGirr et al. 2015), and psychological (e.g., positive affect treatment; Craske et al. 2016) treatments is one avenue through which researchers are attempting to improve treatment outcomes (Holmes et al. 2014). This review focuses on an alternative approach: treatment selection, the aim of which is to provide for each individual the treatment, among the available options, that is most likely to lead to a positive outcome for them.

Half a century ago, Gordon Paul (1967) stated, in a paper that has been cited more than 1,000 times: “[i]n all its complexity, the question towards which all outcome research should ultimately be directed is the following: What treatment, by whom, is most effective for this individual with that specific problem, and under which set of circumstances?” The spirit of this passage—the question “What works for whom?”—has been invoked in countless discussions of evidence-based practices in clinical psychology.

The idea is a good one, recognizing that no single treatment is likely to be the best for everyone. How to address this issue, however, has not been obvious or simple. In recent years, researchers have developed and tested the utility of multivariable prediction models to address the “What works for whom?” question. The promise of this work lies in the ability of such models to integrate multiple sources of information, rather than to rely on a single feature to inform treatment selection. In other areas of medicine, the effort to match individuals to their indicated...
treatments is called precision medicine (Hamburg & Collins 2010), which has largely replaced the term personalized medicine (Katsnelson 2013, Schleidgen et al. 2013). Precision medicine1 has afforded major advances in cancer treatment (National Research Council 2011, Schwaederle et al. 2015). For example, chemotherapy is the standard treatment for non–small-cell lung carcinoma (NSCLC). Early trials of the drugs erlotinib and gefitinib found little to no benefit of these drugs alone or in combination with chemotherapy (Pao & Miller 2005). However, recent clinical trials have found significantly improved outcomes for these drugs, relative to chemotherapy, in a specific subset of NSCLC patients with tumor mutations linked to the mechanisms of action of erlotinib and gefitinib (Paez et al. 2004, Rosell et al. 2012). We believe that similar approaches can help improve outcomes in mental health.

In this review, we describe several approaches to selecting the right treatment for an individual with depression. A striking feature of efforts in this area is the heterogeneity of the statistical approaches that are employed (Petkova et al. 2017, Weisz et al. 2015).

Variables that predict outcome are of two kinds: prescriptive or prognostic. Prescriptive variables, often referred to as moderators, affect the direction or strength of the differences in outcome between two or more treatments (Baron & Kenny 1986), and thus can help predict whether a patient will benefit more from one treatment relative to another. Cronbach (1957) described prescriptive relationships as “aptitude-by-treatment” interactions, which have typically been explored through subgroup or subset analysis (Doove et al. 2014, Wang & Ware 2013). Figure 1 displays a variety of types of prescriptive relationships, which can be ordinal (sometimes called quantitative interactions) or disordinal (sometimes called qualitative interactions; involving a full crossover) (Gail & Simon 1985, Gunter et al. 2011a, Wellek 1997, Widaman et al. 2012). Fournier et al. (2008) reported an example of a disordinal moderator in depression: The presence of a comorbid personality disorder (PD) predicted better response with antidepressant medication (ADM), relative to cognitive therapy (CT), and its absence predicted a better response to CT than to ADM.

A variable is prognostic if it predicts response in a single treatment, or irrespective of treatment condition. If only one intervention is being analyzed, only prognostic relationships can be inferred. Although a predictor2 may appear to be prognostic in a single-treatment analysis, it might predict differential treatment response in a study that compares two or more treatments. Additionally, a variable can function as a prognostic predictor in one context and as a prescriptive predictor in another. For example, higher depression severity is associated with worse outcomes in depression. In comparisons of medication to CT, baseline severity is prognostic because it has the same relationship to outcome in both treatments (Weitz et al. 2015). However, in comparisons of medication to placebo (Ashar et al. 2017) or of psychotherapies to control conditions, higher baseline severity predicts a larger advantage of the active treatment over the control, making severity prescriptive in these contexts (Driessen et al. 2010, Fournier et al. 2010).

---

1As defined by a National Research Council report, precision medicine “refers to the tailoring of medical treatment to the individual characteristics of each patient. It does not literally mean the creation of drugs or medical devices that are unique to a patient, but rather the ability to classify individuals into subpopulations that differ in their susceptibility to a particular disease, in the biology and/or prognosis of those diseases they may develop, or in their response to a specific treatment. Preventive or therapeutic interventions can then be concentrated on those who will benefit, sparing expense and side effects for those who will not. Although the term 'personalized medicine' is also used to convey this meaning, that term is sometimes misinterpreted as implying that unique treatments can be designed for each individual” (National Research Council 2011, p. 125).

2The term predictor is sometimes used to refer specifically to prognostic relationships, but it can also be used to refer broadly to both prognostic and prescriptive variables, which is the way we use it here.
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Figure 1
Five ways in which the differential effects of two treatments can vary as a function of a continuous moderator variable, and in which the interactions between treatment and moderator are linear. The relationships shown are for illustrative purposes only, but they draw on observations in the relevant empirical literatures. In a–c, at high levels of the moderator, one treatment is expected to produce stronger effects, whereas at low levels the other treatment is expected to be superior (disordinal interactions). In d and e, one of the two treatments is superior, on average, but the degree of superiority is expected to vary with the level of the moderator (ordinal interactions). In b, c, and e, the moderator is also a prognostic variable, such that a score on the moderator predicts outcome, independent of treatment (moderator main effects). In a and d, there is no moderator main effect. The moderator is predictive only in concert with treatment. Higher change scores on the y-axis indicate more improvement. Abbreviations: ADM, antidepressant medication; CT, cognitive therapy; SD, standard deviation.
Therapists select treatments for patients as a matter of course in every day practice. A clinician who attends to information about a specific client’s presentation will likely generate hypotheses about the client’s expected responses to potentially available treatments (Lorenzo-Luaces et al. 2015). These predictions may draw on a variety of sources, including a clinician’s history with clients with similar features, their experiences in training and supervision, reasoning based on theory, and the empirical literature on treatment response (Raza & Holohan 2015). However, there is limited empirical literature to guide personalized, or precision, selection of treatments. Clinicians are therefore forced to practice what Perlis (2016) has dubbed “artisanal medicine.”

Artisanal medicine is the practice of making treatment decisions in an idiosyncratic or un-systematic manner, or in a manner guided by theory and experience but largely uninformed by empirical evidence or feedback. Unfortunately, the lack of standardization that defines artisanal medicine limits the validity and utility of such approaches for decision making (Dawes 1979, 2005; Dawes et al. 1989; Tversky & Kahneman 1983).

In treatment contexts, statistical decision making, also called actuarial decision making, relies on predictions made with the use of algorithms, in a reproducible way. Grove et al. (2000) detail the ways in which actuarial approaches to decision making can overcome limitations and biases prevalent in human judgment (Dawes et al. 1989, Pauker & Kassirer 1980). By and large, empirical tests of clinical versus actuarial prediction (Grove & Meehl 1996) have revealed the superiority of actuarial methods. More than 60 years ago, Paul Meehl (1954) published his seminal monograph on this topic, titled Clinical versus Statistical Prediction: A Theoretical Analysis and a Review of the Evidence. The field of mental health treatment has only just begun to apply Meehl’s line of thinking to precision mental health.

For much of the twentieth century, evidence-based practice in mental health has largely concerned the provision of a specific treatment to patients based on a specific DSM-defined disorder. Evidence to guide such decisions has come from randomized clinical trials (RCTs), in which active treatments are compared to control conditions or to other active treatments (Chambless & Hollon 1998). For example, on the basis of positive findings in RCTs, CT (Beck et al. 1979) and interpersonal therapy (IPT; Klerman & Weissman 1994) are each considered evidence-based psychotherapies for MDD. Similarly, among the psychoactive medications, specific classes of drugs have been studied under the assumption that they have differential efficacy with specific disorders (Fineberg et al. 2012).

However, as has been widely discussed in the literature, the library of empirically supported treatments (ESTs) is insufficient to address clinician and client needs (Hollon et al. 2002). The average treatment effect (ATE) is the extent to which, for the clients in the sample, a given intervention leads to more (or less) symptom improvement, on average, relative to comparator conditions. The main findings from RCTs refer to effects of treatments, on average, and not to potentially important sources of variability in treatment response (Imai & Ratkovic 2013, Kessler et al. 2017). Consider, for example, a case in which an ATE of 10 points of change in the Beck Depression Inventory (BDI) is estimated in a comparison of a strong treatment versus a weaker intervention. This might reflect an average change of 20 in the strong condition and 10 in the weak condition. It would be a mistake to assume that, even with such a large average change in the strong treatment condition, every client benefited substantially more from it than they would have from the weak condition. In fact, it is typical in such studies that reductions in the BDI observed in some clients are near the group average, whereas in others the reductions will be quite large, and in still others there will be little or no change observed. Understanding the heterogeneity of treatment effects could facilitate treatment selection by identifying individuals for whom more than a 10-point advantage of the stronger treatment would be expected, as well as individuals for whom the weaker treatment might be equally, or even more, effective (Kessler et al. 2017).
INTRODUCTION TO RESEARCH ON PREDICTIVE VARIABLES

Overview

Variables examined in research on the prediction of mental health outcomes in depression have been drawn from a variety of sources, including routinely assessed domains such as demographic, environmental, and diagnostic information. A recent emphasis on neurobiological variables (Gabrieli et al. 2015, Jollans & Whelan 2016, Leuchter et al. 2009, Pizzagalli 2011, Stephan et al. 2017) has begun to reveal the potential of the inclusion of neurocognitive (Gordon et al. 2015) and biomarker-based assessments as predictors (Uher et al. 2014). For example, McGrath et al. (2013) measured pretreatment brain activity using positron emission tomography in a depression RCT and identified right-anterior-insula metabolism as a disordinal moderator: Insula-hypometabolism was associated with better outcomes in CT and worse outcomes with ADM, while insula-hypermetabolism was associated with the opposite pattern. In Supplemental Table 1 we list recent reviews of predictors in depression, the results of which could inform future treatment selection investigations.

By far, the most common approach to the prediction of treatment response in mental health is to take advantage of the information captured in prognostic relationships (e.g., Rubenstein et al. 2007). Prognostic statements regarding response to intervention are of the following form: A client with characteristic X, in a given context (e.g., with any intervention, or with a specific treatment3), has a Y% chance of experiencing symptom remission. Prognostic information can be used to provide realistic expectations to the treating clinician, as well as the client and their family (Kessler et al. 2016). This includes expectations concerning the rapidity and extent of response to the treatment that will be provided, as well as whether special attention should be paid to the client’s progress (Hunter et al. 2011, Lutz et al. 2014).

The information conveyed in a prognostic statement does not inform directly the following question: “What is the best available option for this client at this time?” A common mistake in the interpretation of a prognostic finding is to conclude that clients found to have a poor prognosis in a given treatment will have a better prognosis in a different treatment (Simon & Perlis 2010). Consider the finding that, in CT, patients with chronic depression exhibit lower recovery rates than those with nonchronic depression (Fournier et al. 2009). This might indicate that other interventions (e.g., ADMs) or treatments created specifically for chronic depression, such as Cognitive Behavioral Analysis System of Psychotherapy (CBASP; McCullough 2003), should be preferred over CT for individuals with chronic depression. However, it could instead be that CT is as effective as (or even more effective than) other available interventions for such individuals (Cuijpers et al. 2017). Indeed, evidence from an RCT comparing CT to ADM suggested that chronicity is prognostic, in that it was associated with similarly lower response rates in both treatments (Fournier et al. 2009), and an RCT comparing CBASP to ADM in individuals with chronic depression found no difference in response rates (Nemeroff et al. 2003). The only type of investigation that can directly address the prescriptive question (i.e., “Which treatment is likely to be most effective for a client with X, Y, and Z characteristics?”) is one that focuses on moderation.4 Unfortunately, analyses of this type are much less frequently conducted (see

---

3We are referring to a case in which a characteristic predicts outcome in studies of a single treatment, and in which its predictive value is unknown in other contexts. Note that if a factor predicts outcome in one treatment but does not predict outcome in a second, it could be prescriptive in that context (see Figure 1c for an example).

4Prescriptive questions can be investigated through the simultaneous use of two or more prognostic models in the same sample (e.g., see Kessler et al. 2017).
Supplemental Example 1 for an early example of the single moderator approach, with a twist, from Beutler et al. 1991).

Studies in which pretreatment variables are found to predict treatment response can provide clues about treatment mechanisms (typically identified in efforts to find variables that mediate a treatment effect) (MacKinnon et al. 2007), and thus can help distinguish between compensation and capitalization models of the effects of psychotherapies. The compensation model is that individuals with deficits in areas targeted by a therapy will benefit the most from it. An example of this is the hypothesis that CT, which targets dysfunctional cognitions, would be preferred over IPT for individuals high on cognitive dysfunction and low on problems of interpersonal functioning, and vice versa. The support for this hypothesis is equivocal. Capitalization models, which propose that therapies work best when they build on clients’ strengths, have received some support (Barber & Muenz 1996, Cheavens et al. 2012).

Understanding Moderator Relationships

Given the observed heterogeneity in the presentation, history, and prognosis of depression, it is unlikely that any single variable in isolation will have clinically useful predictive utility (Simon & Perlis 2010). Nonetheless, considering how a single moderator would guide treatment selection is a useful exercise for enhancing one’s understanding of how multivariable treatment selection algorithms work. To that end, we created plots (see Figure 1) depicting hypothetical examples of prescriptive relationships that could be observed with continuous moderators. In Supplemental Figure 1, we also discuss the application to clinical decision making of findings of prescriptive relationships when the moderators are binary.

In empirical reports of moderator findings, the distinctions between different types of prescriptive relationships illustrated in Figure 1 are rarely made, and when the details of these relations are implied they can be inconsistent, misleading, or incorrect. Issues with data processing and the behavior of regression coefficients can make interpreting and describing moderator relationships difficult even for the individuals who perform the analyses (Kraemer & Blasey 2004). To learn more about these topics, we refer the reader to Kuhn & Johnson (2013).

Consider the following statement: “Clients high on characteristic Z experienced superior outcomes with ADM, relative to CT.” It is tempting to infer that those who are low on characteristic Z would respond better to CT than to ADM, but there is nothing in the statement about such individuals. Thus, the statement could describe any of a variety of relationships, including those that Figure 1a,b,e depicts. If Figure 1e were true, a clinician should encourage individuals with high levels of Z to pursue ADM, whereas individuals with low levels of Z should be informed that there is no indication of a meaningful difference between the two treatments. However, the relationship could also be characterized by the pattern in Figure 1a,b. If this were true, individuals high on Z would receive the same recommendation (choose ADM), but individuals low on Z should be steered away from ADM and toward CT. In the case of Figure 1a, an individual with an average level of Z would be informed that the two treatments are expected to be similarly effective for him or her, and the expected size of the advantage of one treatment over the other is similar at each end of the spectrum. In the case of Figure 1b, the expected advantage of ADM over CBT for those high on Z is larger than the expected advantage of CBT over ADM for those

---

5These examples are for illustrative purposes only. We drew upon patterns that have been observed in empirical studies, but the figures do not represent empirical findings, per se. We followed the structure used by Kraemer (2013) and Schneider et al. (2015) in creating these figures.
low on Z. This example illustrates one of the many ways in which the translation from analysis to interpretation to implementation can result in either optimal, suboptimal, or even harmful application of prescriptive information to clinical decision making.

The importance of evaluating the evidence for predictors prior to utilizing them in clinical settings deserves special emphasis in treatment selection (Howland 2014, Perlis 2016). When reading an empirical investigation of individual differences in treatment response, one must identify the population from which the sample was drawn. Although a paper may describe its findings as pertaining to “treatment response in depression,” it is necessary to attend to specific features of the sample (e.g., inclusion/exclusion criteria, range of depression severity, extent of comorbidity, treatment history) to determine the pertinence of the evidence to a specific client. For example, depressive symptom severity has been reported to predict differential response to ADMs versus placebos, with ADMs evidencing superiority over placebo for moderate to high severity, and little to no differences seen at the lower end of the severity spectrum (Barbui et al. 2011, Fournier et al. 2010, Khan et al. 2002, Kirsch et al. 2008). However, for most trials, entry criteria include moderate or greater symptom severity (Zimmerman et al. 2015, 2016), thus restricting the range of severity that can be investigated, and constraining the applicability of many positive moderator findings to a subset of the population of patients with MDD. There are many examples of predictive algorithms built using data from a sample of clients treated with one antidepressant that have failed to generalize to a different antidepressant (Chekroud et al. 2016, Iniesta et al. 2016a, Perlis et al. 2010). Similarly, models predicting the onset of major depressive episodes in European primary care (King et al. 2008) have not generalized to the US general population (Nigatu et al. 2016).

Reliance on tests of significance can result in misleading impressions about the importance of predictive variables (Nuzzo 2014, Wasserstein & Lazar 2016). For example, if a variable selection approach relies on p-values (often with $p < 0.05$ as a threshold) to assess statistical significance, a variable could miss a predetermined cut-off by a small margin, leading to a report that the variable is not predictive (Bursac et al. 2008). However, the difference in the predictive utility of an excluded variable that “just missed” (e.g., $p = 0.06$) and an identified predictor that is “barely” significant (e.g., $p = 0.04$) is, of course, trivial (Mickey & Greenland 1989). Most RCTs are powered to detect main effects, and therefore are powered to detect only very strong interactions. Complicating matters further, different analytic approaches can identify different variables, even when applied to the same data (Cohen et al. 2017). Additionally, variables that were not assessed, or that were assessed and not analyzed, could also be important predictors. Finally, statistically significant results are not necessarily clinically significant, if effect sizes are small (Meehl 1978). In the context of a large sample, small or weak relationships can be identified as statistically significant. However, statistically significant variables are not always good predictors (Lo et al. 2015). More relevant are metrics that can characterize the importance of the relationship and can therefore quantify and translate the clinical meaning of the findings (Bosuuyt & Parvin 2015). For example, Janes et al. (2011) developed a statistical method for evaluating treatment selection markers that went beyond the classic approach of testing for a statistical interaction between a predictor and treatment to answer four important questions: “1) Does the marker help patients choose among treatment options?; 2) How should treatment decisions be made that are based on a continuous marker measurement?; 3) What is the impact on the population of using the marker to select treatment?; and 4) What proportion of patients will have different treatment recommendations following marker measurement?” (p. 253). Moving beyond statistics, consideration of factors such as cost, feasibility, and client burden should be weighed against the additive predictive power of variables that exceed those routinely collected in clinical settings (Perlis et al. 2009).
Two Frequently Cited Treatment Selection Variables

In real-world contexts, two variables often influence treatment selection in depression. The first is client preference (McHugh et al. 2013). Many treatment guidelines (Hollon et al. 2014) specify the importance of attending to clients’ preferences. However, studies of the predictive utility of client preference include positive (Kocsis et al. 2009, Mergl et al. 2011, Swift & Callahan 2009, Swift et al. 2011), mixed (Dunlop et al. 2017, Preference Collaborative Review Group 2008, McHugh et al. 2013), and negative (Dunlop et al. 2012b, Leykin et al. 2007b, Renjilian et al. 2001, Winter & Barber 2013) findings. Seemingly, contrary to lay intuition, preference is not a reliable indicator of treatment response. What’s more, patients’ preferences might shift when given individualized information about expected outcomes.

Second, a client’s experience with previous treatments for depression can serve a prognostic or prescriptive function, as suggested by findings from several outcome studies. Prior exposure to ADMs and history of nonresponse to ADMs have each been found consistently to predict poor response to future courses of antidepressants (Amsterdam et al. 2009, 2016; Amsterdam & Shults 2009; Byrne & Rothschild 1998). Moreover, there is evidence that the number of prior ADM exposures can provide prescriptive information. For example, Leykin et al. (2007a) found that multiple previous ADM exposures predicted a poorer response to ADM, but not to CT, such that a client with two or more prior exposures was significantly more likely to benefit from CT than ADM. Clearly, assessing treatment history is important and could be used to inform treatment selection.

THE PERSONALIZED ADVANTAGE INDEX APPROACH

In 2011, we, along with other members of our research team, began to explore the possibility that machine learning (Iniesta et al. 2016b, Passos et al. 2016) or multivariable regression modeling approaches could be brought to bear on problems in precision mental health. We initiated our journey with a specific goal in mind: to find or develop an approach that could identify clients with MDD for whom antidepressants are likely to be more beneficial than CT, and vice versa. Two findings from our lab prompted our interest. First, in a sample of clients with moderate to severe MDD, ADM and CT had produced nearly identical group-average effects on depressive symptoms over the course of a 16-week RCT (DeRubeis et al. 2005). Second, we had discovered five variables (marital status, employment status, PD comorbidity, antidepressant treatment history, and number of recent stressful life events) that served as moderators of symptom change in this sample (Fournier et al. 2009).

What was striking about the variables that moderated the effects of ADM versus CT was that no single one dominated the differential predictions. To survive the variable selection procedure, each variable had to make an independent contribution to the statistical model. As a result, the variables needed to be relatively uncorrelated with each other in the sample, such that they could not be used to define a factor, per se. Rather, we had identified five vectors, represented by the five variables, any one of which could be used to point a client to either ADM or CT as his or her preferred treatment, although there was not an especially strong predictor in the bunch. We understood this to indicate that there are many “reasons” one treatment may be more effective than another for a given person.

This posed a challenge for selecting treatments for patients with contradicting indications. For example, as noted above, clients with comorbid PD improved more with ADM than they did in...
CT, whereas clients without comorbid PD improved more in CT than with ADM (Fournier et al. 2008). It was also the case that clients who were unemployed improved more in CT than with ADM. How is a clinician to use this information in recommendations to a client with comorbid PD (indicating ADM) who is unemployed (indicating CT)? How does the clinician integrate information when considering different recommendations from the other three variables when forming a treatment recommendation? The implication of the literature on actuarial versus clinical decision making, which has focused on prognosis, is that outputs from a well-constructed statistical method should be able to provide useful information in treatment selection contexts, as well.

We also reasoned that effective guidance for clinicians and clients would, ideally, be “graded,” to reflect the likelihood that for some clients differential benefit would be expected to be quite substantial, for others it would be negligible, and for others in between. To address these challenges, we developed the Personalized Advantage Index (PAI) approach (DeRubeis et al. 2014a), which has since been featured in work both internal and external to our lab (Cohen et al. 2017, Huibers et al. 2015, Keefe et al. 2018, Vittengl et al. 2017, Zilcha-Mano et al. 2016; also see C. Webb, M. Trivedi, Z. Cohen, D. Dillon & J. Fournier, manuscript under review).

Essential to the PAI approach is the identification of variables in a dataset that predict differential response to two or more treatments. Once the variables have been identified, a multivariable statistical model that includes interaction terms representing the prescriptive variables is constructed. A PAI for a given client is then calculated as the difference between his or her predicted outcomes in two treatments (treatment A and treatment B). To generate the prediction for treatment A, the client’s values on the baseline variables, as well as the value representing treatment A, are inserted into the model. This is repeated, with the value of treatment B inserted into the model. The predicted value with treatment A in the model is compared with the predicted value under treatment B. The sign of the difference reflects the model-indicated treatment, and the magnitude of the difference reflects the magnitude, or strength, of the predicted difference. We return to a focus on the PAI approach more specifically in a discussion of issues of broader importance in treatment selection, following a review of literatures on a variety of prognostic and prescriptive multivariable approaches in mental health.

REVIEW OF THE LITERATURE ON MULTIVARIABLE PREDICTION MODELS

Overview

If a single predictive variable with a very large effect can be identified in a treatment context, application to practice is likely to be straightforward. In depression, however, such variables have not been identified consistently. In part for this reason, single variables have not found widespread use in treatment selection contexts. One exception to this is baseline symptom severity, which has been included in many practice guidelines as an indication that stronger treatments, or the combination of ADMs and psychotherapy, are to be preferred over lower-intensity interventions (American Psychiatric Association 2010, National Institute for Health and Clinical Excellence 2009). The status of baseline severity as a prescriptive variable has been supported primarily in comparisons of an active treatment with a control (Driessen et al. 2010, Fournier et al. 2010), but not in comparisons of two active treatments (Vittengl et al. 2016, Weitz et al. 2015).

Some of the machine-learning models we have constructed do not include interaction terms per se, but they perform the same task of modeling differential response.
Multivariable models are more likely to yield powerful predictions (Perlis 2013), and they comport with our understanding of psychopathology and treatment response as complex, multiply determined phenomena (Drysdale et al. 2017). Unfortunately, the interpretation and application of multivariable models is less straightforward for the clinician than are single-variable approaches. To further complicate matters, it may be important not only to consider multiple variables simultaneously, but also to consider potential interactions among multiple variables (Tiemens et al. 2016). As new, more powerful modeling approaches become available (Kapelner & Bleich 2016, Luedtke & van der Laan 2016, Ma et al. 2016), researchers must weigh the increased flexibility and predictive power of such approaches against the interpretability (Hastie et al. 2009, James et al. 2013) of simpler models (Green & Armstrong 2015), especially insofar as the goal is to disseminate the models in ways that are acceptable to clinicians and clients (Delgadillo et al. 2016).

Prognostic Models

Recent multivariable modeling efforts (Chekroud et al. 2017) highlight the potential for these advanced approaches to improve prognostic prediction in mental health (see Gillan & Whelan 2017 for an extensive review). For example, Chekroud et al. (2016) used archival data from the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) study (Trivedi et al. 2006) to identify predictors of response to acute selective serotonin reuptake inhibitor (SSRI) treatment of depression. They validated their model in an external sample from a separate study, the Combining Medications to Enhance Depression Outcomes trial (Rush et al. 2011). Interestingly, although they found that it had acceptable predictive power in the study’s two SSRI conditions, it was not significantly predictive for the validation sample’s non-SSRI ADM condition, suggesting that the model may not work outside of the drug class on which it was developed.

It is understandable that more progress has been made to date with prognostic models, relative to prescriptive models, but the former have less relevance to a core question in mental health treatment: “Which treatment should client X pursue to have the greatest likelihood of having a positive outcome?” In many medical contexts, treatment recommendations follow from accurate diagnosis. However, for many mental health diagnoses, especially depression, there exists an abundance of ESTs that a client could potentially receive. Thus, in mental health, using person characteristics to help guide individuals to their optimal treatment is especially important. Uher et al. (2012) noted the limitation of their prognostic model, which predicts response to ADM in MDD, relative to a prescriptive model: “Clinical application of this finding will require identification of a treatment that is effective in individuals [predicted to have poor response to ADM]” (p. 976).

TREATMENT SELECTION APPROACHES

Overview

Byar & Corle (1977) published an early example of a multivariable treatment selection model in medicine. Working with longitudinal data from a sample of men who were randomized to one of two treatments for prostate cancer, they explored whether, for each man, the more promising treatment of the two could be identified using a set of characteristics ascertained prior to random assignment. At the time, the field’s emphasis had been on discovering, for all patients with a given diagnosis, “which treatment is best.” Byar & Corle capitalized on advances in statistical methodology that allowed for survival modeling with multiple covariates and used the heterogeneity of patients to develop a rubric that could, in principle, inform individual treatment recommendations. Byar (1985) later applied this general approach to the differential prediction of survival in response to two dosage levels of chemotherapy for prostate cancer. Surprisingly, not until 1994 was any of
Byar’s work cited by others in the context of actuarial modeling in treatment selection. Yakovlev et al. (1994) applied a similar methodology to a treatment selection problem in cervical cancer, but from 1994 until 2011 (Gunter et al. 2011b) none of these works was cited in a publication that applied or extended the differential prediction methods described by Byar or Yakovlev.

The past half-decade has witnessed a surge of interest in optimizing treatment selection using multivariable predictive models, and much of this work is focused on treatments for depression. When moving beyond prognostic prediction into treatment selection, several additional considerations come into play. The first factor to consider is whether the treatment decision is between two or more equivalent interventions or, instead, between a stronger versus a weaker intervention, as this distinction has implications for how one builds and evaluates the models. We begin our discussion focusing on contexts in which the decision is between equally effective treatments, when the question truly is “What will work best for each given patient?” We follow this with a review of the special case of stratified medicine (in the context of stepped-care), in which at least one of the candidate interventions results in greater improvement than a comparison condition, on average.

One of the earliest examples of multivariable treatment selection in mental health came from Barber & Muenz’s (1996) reanalysis of the Treatment of Depression Collaborative Research Program (Elkin et al. 1989) study, which compared CT to IPT for MDD. The authors built a “matching factor” that combined the prescriptive value of marital status, avoidance, obsessiveness, and baseline severity in a linear model predicting symptom change. They also tested the prescriptive value of two personality disorder diagnoses, avoidant PD and obsessive-compulsive PD, and proposed that the models including these factors could be used to match patients to CT or IPT.

Lutz et al. (2006) employed a statistical technique called “nearest-neighbors” to predict differential outcomes between two variations of CT. In the nearest-neighbors method, each client’s outcome in each treatment is predicted from the average observed outcomes in the respective treatments of groups of clients who are most similar to the index client on a set of features.

Kraemer (2013) proposed a method that involves the creation of a single variable (termed $M^*$) that represents a weighted combination of multiple moderators. This approach was demonstrated using data from a randomized comparison of IPT versus ADM (Wallace et al. 2013). The statistical approach behind the $M^*$ method excludes any consideration of main effects in an attempt to maximize the power of the differential prediction of outcome (Kraemer 2013). Thus, two clients with identical $M^*$ scores could have very different prognoses, but this information is not given by the method. Recently, the $M^*$ approach has been used to analyze data from a comparison between aripiprazole augmentation and placebo augmentation for ADM-treatment-resistant late-life depression (Smagula et al. 2016), and between two psychological treatments for clients with anxiety disorders (Niles et al. 2017a,b).

A series of papers by Uher et al. demonstrates the evolution of treatment selection from single to multivariable approaches. Using data from the Genome-Based Therapeutic Drugs for Depression study (Uher et al. 2009), they tested the prognostic and prescriptive utility of three symptom clusters (factors) and the six symptom dimensions that made up the factors (Uher et al. 2012). They examined the predictive power of each of these nine variables in isolation and found evidence for only the anxiety symptom dimension as a moderator. Recently, they returned to the question of treatment selection in this sample, using a multivariable approach with an expanded set of potential variables (Iniesta et al. 2016a). They found that a model that simultaneously included the effects of multiple variables could predict differential response to antidepressants with clinically meaningful accuracy, thus demonstrating the potential of multivariable approaches for treatment selection.

Other groups have used variants of the methods already described to address treatment selection questions (Cloitre et al. 2016, Westover et al. 2015). In Supplemental Table 2 we contrast some of the approaches used in the multivariable prediction work referenced in this review. Although this
abundance demonstrates the strong interest in precision medicine, the heterogeneity of methods (Doove et al. 2014) contributes to difficulties in detecting consistencies and inconsistencies in predictors, and creates a barrier to identifying “best practices.”

To date, most attempts to build prescriptive models for treatment selection have utilized data from RCTs. Future efforts, exemplified by the ongoing work of Gillan et al. to collect mental health treatment outcome data online (Gillan & Daw 2016), will likely also rely on nonrandomized data. The potential influence of unknown confounds is a limitation of treatment selection efforts outside the context of RCT data. The bias in predictions in such studies can derive from “selection effects,” which result when clients with a given feature (e.g., history of nonresponse to ADMs) are provided with one of the treatments preferentially (e.g., CT). In these contexts, approaches such as propensity score analysis (d’Agostino 1998) can be employed to mitigate the effects of confounds.

Extending the Personalized Advantage Index to Stratified Medicine

When a model is developed to guide treatment decisions in health care contexts in which the available interventions differ in terms of strength, cost, availability, or risk, the question “Which treatment is predicted to be most effective for each individual?” may be moot. The treatment with the strongest effect on average is likely to be predicted to be the most effective one for most or all of the clients. In these contexts, the more relevant question is often “What is the best way to allocate the stronger/costlier/less available/riskier (hereafter ‘stronger’) treatment?” The practical goals of predictive models in stratified medicine are to enhance the efficient allocation of scarce or costly resources, as well as to limit patients’ unnecessary exposure to treatments that require substantial time commitments or are associated with heightened side effect risk (Hingorani et al. 2013).

Considerations of treatment allocation for stronger versus weaker interventions, including part-whole comparisons (e.g., combined ADM + CT versus ADM alone), should address the distinction between two ways in which the stronger treatment produces superior average change. One possibility is that every client is expected to benefit more—and by a similar amount—from the stronger treatment. In such cases, decisions about who should be provided the stronger treatment will not be based on clients’ predictive features, except insofar as the clients with the worst prognoses might be provided the strongest treatment, for ethical reasons. However, it may be that individuals vary in regard to how much more they will benefit from the stronger treatment, relative to the weaker one. In such cases, it becomes important to identify client characteristics that predict differential response to the stronger versus the weaker treatment.

Patient Subtypes

To better describe the patient types on whom treatment selection might be tested, we propose an adaptation of DeRubeis et al.’s (2014b) conceptualization of client types. In an attempt to highlight the relationship between therapy quality and patient improvement, they posited five exemplar types meant to represent the spectrum of potential associations that could be expected between therapy quality and improvement: spontaneous remitters, easy patients, pliant patients, challenging patients, and intractable patients. For spontaneous remitters, any level of therapy quality (from the best to the worst) would lead to high levels of improvement. For patients at the other end of the spectrum (the intractable patients), little to no improvement would be expected, regardless of the level of therapy quality. In the middle of this spectrum are pliant patients, defined as those patients whose improvement would vary as a function of therapy quality, such that with very poor quality therapy or no therapy, no improvement would be expected, and with the highest quality therapy possible, complete improvement would be expected to result. For the purpose of treatment selection, the pliant patient category can be broken down into two subgroups: individuals
Figure 2

The figure depicts the expected improvement for different patient prototypes in different treatment contexts. The treatment contexts range from lowest to highest intensity (colored bars). Patient prototypes, which range from spontaneous remitters to intractable patients, are labelled on the x-axis. As shown with the colored bars, spontaneous remitters would be expected to show the same high level of response (95%) in any treatment context. Similarly, intractable patients would be expected to show the same low level of response (5%) irrespective of the treatment provided to them. Prototypes 2, 3, 4a, 4b, and 5 would be expected to show different levels of response depending on the treatment provided. Prototypes 3, 4a, and 4b are all “pliant,” but they differ in regard to the expected responses to the two high-intensity treatments (TA and TB). Patients represented by prototypes 4a and 4b differ from those represented by prototype 3 in that they require a specific high-intensity treatment, whereas prototype 3 patients would be expected to evidence a high level of response to either high-intensity treatment. This distinction is also depicted by the heights of the yellow bars (unspecified high-intensity treatment), which represent the averages of the expected responses to TA and TB within each prototype.

who would improve insofar as they receive quality treatment of any type and other individuals for whom the correlation between quality and improvement would be moderated by the “match” between patient and treatment (see Figure 2, types 3 and 4a/4b). These latter individuals (Figure 2, type 4a/4b), who will respond well to—but only to—a specific treatment, are the individuals for whom PAI-type treatment selection will be most important.

The analytical tools used to construct PAI models can be adapted to inform decisions in stratified medicine, where the choice is often between a high- versus low-intensity treatment, and where the high-intensity treatment is more effective, on average. In such cases, the goal is to distinguish between individuals who are likely to benefit much more from the high-intensity treatment than from the low-intensity treatment, versus those for whom the expected differential benefit is small. As with the PAI approach, a continuous index is created (Forand et al. 2017), but in this case its purpose is to array patients along a continuum from those who are most likely to
experience a positive response irrespective of treatment to those for whom the expected outcome is poor (Figure 2, types 2/3/5). Lorenzo-Luaces et al. (2017) implemented such an approach as a proof of concept, with data from a randomized comparison of a high-intensity treatment (CT) with two lower-intensity treatments. On average, as described in the main outcome paper from the trial, the differences between CT and each of the two comparison conditions were small (van Straten et al. 2006). Lorenzo-Luaces et al. constructed a multivariable prognostic index as described above. Following DeRubeis et al. (2014b), they predicted that, for clients with poorer prognoses, the provision of CT would lead to a higher likelihood of response, relative to the lower-intensity conditions. Between-treatment comparisons were not expected to reveal differences in response rates in the subset of clients with scores indicating better prognoses. Findings were consistent with these predictions, suggesting that the application of these principles of stratified medicine could substantially increase the efficiency of mental health treatment systems.

Gunn et al.’s (2017) recently initiated RCT tests a symptom-based depression clinical prediction tool called Target-D for stepped-care in primary care.

Two recently published works using data from the National Health Service’s Improving Access to Psychological Therapy (IAPT) program also highlight ways in which multivariable models could be used to guide stratified medicine in mental health. Saunders et al. (2016) used latent profile analysis to create eight profiles that described sets of baseline demographic data and symptom features that defined patient clusters. One of their goals was to identify subsets of clients (those with profiles similar to each other) for whom differential predictions could be made between high-intensity treatment and low-intensity psychological treatment. In a different sample of clients treated for mood and anxiety disorders in the IAPT services, Delgadillo et al. (2016) explored the potential utility of treatment selection models. The authors created an index that generated predictions as to which clients were likely to achieve reliable and clinically significant improvement in depression or anxiety symptoms. Recent work using a prognostic index of case complexity yielded similar results in a separate sample of IAPT patients (Delgadillo et al. 2017).

**RECOMMENDATIONS FOR BUILDING TREATMENT SELECTION MODELS**

In what follows, we review the major steps involved in constructing and evaluating a treatment selection approach from a dataset that includes values, for each client, on variables that reflect pretreatment characteristics, the treatment provided to the client, and the client’s observed outcome in that treatment. Understanding these steps is critical for the clinical researcher who wants to conduct PAI analyses, as well as for the clinician who wants to interpret and evaluate the utility of findings from treatment selection studies.

The first step is to identify and prepare the candidate predictor variables. Good candidate predictor variables are those that are measured prior to the point of treatment assignment and that plausibly could be related to outcome, either in general (prognostic) or differentially between treatments (prescriptive). If prior research has indicated that a variable predicts outcome, then it should be included as a potential predictor, but as the literature on predictors (and especially on moderators) in mental health is still relatively sparse, including other putative variables is recommended. Variables must not have significant missingness, and tests for systematic missingness

---

8A prescriptive index could also be used in the context of such a comparison. Use of a prescriptive model in this context would identify patients for whom the stronger treatment is expected to lead to better outcomes than the weaker treatment, patients for whom less advantage of the stronger treatment is expected, and perhaps a subset of patients for whom no advantage of the stronger treatment is expected, or even a subset for whom the weaker treatment is predicted to be better than the stronger treatment.
should be performed to inform the appropriateness of imputation (Jamshidian & Jalal 2010). Variables should also exhibit sufficient variability. For example, it makes little sense to include gender if 95% of the sample were female. Many variable selection and modeling techniques used in prediction are sensitive to situations in which the set of predictors has high collinearity, and thus it is wise to examine the covariance structure of the potential predictors, and to take steps to reduce high collinearity (Kraemer 2013). Other considerations for preparing potential predictors include dealing with outliers/leverage points, making categorical variables binary (where indicated), and transforming variables for theoretical reasons or to deal with problematic distributions (e.g., those with high skew). Finally, centering variables can help avoid inferential errors and increase stability when using regression-based approaches (Kraemer & Blasey 2004).

The choice of variable selection and modeling approaches can be constrained by the nature of the outcome variable. Although many approaches can accommodate both binary and continuous outcomes, the use of categorical outcomes, or longitudinal and survival-type outcomes, is limited to a select subset of the available approaches.

Once potential predictor and outcome variables have been selected, the next step is to build the prediction model. This is typically a two-step process comprising variable selection and model-weight specification. Many different variable selection approaches have been proposed for treatment selection, all of which attempt to identify which variables, among the potential predictors, contribute meaningfully to the prediction of outcome. Gillan & Whelan (2017) provide an excellent discussion of theory-driven versus data-driven approaches to model specification. Classic approaches rely on parametric regression models [e.g., forward or backward stepwise regression; see Fournier et al. (2009) for a worked example] that select only those variables with statistically significant relations with outcome. A subset of these approaches includes penalties that aim to create parsimonious models by limiting the number of variables selected (Tibshirani 1996). Others employ bootstrapping procedures or shrinkage parameters that seek to maximize the stability and generalizability of the models (Austin & Tu 2004, Garge et al. 2013, Zou & Hastie 2005). Advances in statistical modeling and computational resources have led to feature selection approaches, many of which are based on machine learning, that can flexibly model and identify predictors with nonlinear and higher-order interactions (Bleich et al. 2014). The line between variable selection and model weight specification is not always clear, as some modeling approaches combine the two in one step. Gillan & Whelan (2017) provide an in-depth review of the merits of machine learning in mental health; interested readers can also consult books focused on applied clinical predictive modeling (Chakraborty & Moodie 2013, Parmigiani 2002, Steyerberg 2008).

Cohen et al. (2017) proposed a new variable selection approach that combines the outputs of multiple procedures with the aim of generating robust predictors. It also allows for the inclusion of complex relations that often exist between predictors and outcome in treatment selection contexts that are often overlooked in classic regression-based approaches. We performed four different variable selection approaches in seven mental health RCTs and found both consistencies and inconsistencies in which variables were identified in each dataset across the different approaches. Some variables were identified consistently as important, some variables were identified consistently as unimportant, and other variables had mixed indications, depending on the variable selection method. We can have increased confidence in the importance of variables that are consistently identified as important, and similarly, that those variables rejected consistently should be considered unimportant. We also believe that we can use our understanding of the different methodologies to determine whether those variables that are identified in some approaches but not in others are inconsistently identified due to weak or noisy effects, and thus should be considered poor predictors, or whether this pattern can be attributed to shortcomings of specific approaches. For example, a variable might be selected by one approach that can flexibly model higher-order
interactions (Bleich et al. 2014) but excluded by a second that cannot (Austin & Tu 2004) if that variable’s predictive relationship to outcome involves a three-way or nonlinear interaction.

Once the variables that have prognostic or prescriptive relationships to outcome have been identified, the model weights are specified. Model weights determine how much, and in what direction, each variable contributes to the prediction of outcome. Although the specifics of how a modeling approach characterizes these relationships can differ (e.g., parametric approaches, which might use linear regression, versus nonparametric machine-learning approaches, which might utilize tree-based modeling approaches), any of these approaches can generate predictions for new clients for each treatment condition for which the prediction is to be made. Both variable selection and weight setting should be performed using techniques that maximize the stability and generalizability of the model (Gillan & Whelan 2017).

**EVALUATING TREATMENT RECOMMENDATION APPROACHES**

As described in previous sections, once a model is built it can be used to generate predictions for each patient’s outcomes. The utility of the model can then be evaluated on the basis of comparisons of the predictions with observed outcomes. This can be done either within the dataset that was used to generate the predictions or with a new sample of clients who receive (ideally, randomly) treatment A or treatment B. When the same dataset is used both to generate the model and to test its utility, special care must be taken to avoid a situation in which the model is fit specifically to the sample and is therefore unlikely to generalize in an independent application (Ioannidis 2005, Open Science Collaboration 2015).

To estimate the expected utility of the prediction-based recommendations without bias, data from the to-be-predicted patient cannot be included in the course of development of the algorithm (Hastie et al. 2009). This can be accomplished in model development with the use of bootstrapping or internal cross-validation methods. Ongoing efforts to refine feature selection and weight setting with cross-validation focus on ways of identifying robust feature sets and robust means of determining the weights that will be applied to those features. Well-constructed models are built with the aim of avoiding both underfitting and overfitting at both the feature-selection and weight-setting stages. The procedures for maximizing power (avoiding underfitting) and generalizability (by avoiding overfitting) are in continuous development.

Although there are many ways one could test a PAI prospectively, the most straightforward approach would be to randomize a new sample of clients to each treatment. A test of the utility of the model can then be derived from a comparison of the outcomes of those individuals who happen to be randomized to the intervention that was identified by the model as more likely to have a positive outcome, versus the outcomes of those who get randomized to their nonindicated intervention. In the context of equivalent average outcomes for the two treatments, if the average response of those who receive their indicated treatment is (statistically significantly) superior to the average response of those who receive their nonindicated treatment, this can be taken as evidence that the model has predictive power. Further examination of the size of this benefit in the context of other relevant factors (e.g., cost of administering the required assessments) would inform a judgment concerning the clinical utility of a model (Huang et al. 2012, 2015). Another approach to a prospective study would be to randomize participants to allocation-as-usual (AAU; for example, patient preference or clinical judgment) versus model-guided allocation. Although attractive for its comparison to a real-world treatment allocation strategy, this approach reduces the sample size available for comparison, as the only patients that can be used to compare the utility of the model are those for whom the AAU and model-based assignments disagree.

Careful consideration of the distinction between the different patient types reviewed earlier is important when evaluating treatment selection models. Indexes such as the PAI yield binary
recommendations (A versus B), but they also contain information about the strength of the recommendation. When used to inform treatment selection in the context of two treatments with equivalent average effects, many individuals can be expected to have PAIs close to zero, indicating that little to no difference in outcomes is predicted between the treatments. For these individuals, one implication is that either treatment could be recommended, as would be so for a type-3 pliant patient from Figure 2, who will respond to any treatment according to its strength. However, an individual with a PAI near zero might instead be a spontaneous remitter (type 1), an easy patient (type 2), a difficult patient (type 5), or an intractable patient (type 6). An examination of the within-treatment prognostic predictions will provide an indication of which profile best describes such an individual. Predictions of roughly equally poor outcomes in both treatments might indicate a challenging or intractable patient, whereas predictions of full symptom resolution in both treatments might indicate a spontaneous remitter, an easy patient, or a type-3 pliant patient. A patient with poor predicted outcomes in both treatments under consideration would tentatively be categorized as intractable (type 6), but it is possible that such a patient (type 5) might benefit from a treatment not included in the comparison, such as the combination of the two treatments studied. Identifying these individuals and recommending a stronger treatment could reduce the number of exposures to ineffective treatments.

A recommendation that treatment A is to be preferred over treatment B could arise from a PAI that is very large, in which case a clinician might strongly advise a client to pursue treatment A. However, if the predicted advantage is so small as to be clinically meaningless (e.g., a PAI close to zero), then the clinician would communicate this information to the client, and other factors would play a larger role in selecting treatment. Evidence for the importance of attending to recommendation strength can be found in the results of contexts in which greater expected benefit of treatment selection was observed for individuals with larger PAIs compared to those whose PAIs were smaller (Cohen et al. 2017, DeRubeis et al. 2014a, Huibers et al. 2015, Keefe et al. 2018).

DISCUSSION

Clinical practitioners and researchers have long sought knowledge about what works for whom. This knowledge matters. Many stakeholders would benefit from improvements in our ability to identify, for each individual, the intervention among those under consideration that is most likely to yield the best response. The implications for individuals are obvious. People suffering from depression want interventions that will work. Limiting the number of individuals exposed to ineffective first-line treatments and reducing the average time to recovery will not only reduce suffering from the symptoms of depression, but will increase economic productivity inasmuch as symptoms of depression interfere with a person’s ability to perform work functions at a high level (Layard et al. 2007). Intelligent allocation of limited or costly resources has relevance for any class of treatment, including psychotherapy—the availability of which is often limited by the availability of trained clinicians—and pharmacotherapy, in which associated risks should be minimized.

Success in efforts to match individuals to treatments has been elusive. Historical attempts to use research findings to promote propitious matches of clients to treatments have relied on analyses that take into account a single feature of the client. Work with single features has been attractive in part due to its simplicity, and because of the ease with which a theory-based interpretation can be applied to the findings to support or understand the resulting recommendations. Unfortunately, the vast majority of this research on individual differences in treatment response (e.g., project MATCH; Allen et al. 1997) has failed to have a meaningful impact on client care (Simon & Perlis 2010).
Modern multivariable treatment selection approaches can overcome many of the shortcomings that have hindered progress and therefore hold great promise for the future of precision mental health. Part of this future will require a resolution of the tension between the statistical methodology of explanatory approaches that have dominated psychology and the predictive approaches that will power precision medicine going forward (Yarkoni & Westfall 2017).

Although it was not the focus of this review, we want to emphasize that we believe the treatment selection process should be an open and shared decision-making process between patients and clinicians. Treatment selection tools should be viewed as providing useful information that helps inform this collaborative decision-making process.

**FUTURE DIRECTIONS**

Research that informs treatment selection will continue to include analyses of data from RCTs, but it should and likely will also be conducted with large treatment databases (Kessler 2018), collected online or through electronic medical records (Perlis et al. 2012). The designs of RCTs will also be better tuned to the goals of precision mental health. Recent work has demonstrated the potential for dynamic assessment in precision mental health (Fernandez et al. 2017, Fisher & Boswell 2016). Modular psychotherapies that can be accessed online are fertile grounds for future efforts to personalize treatment for depression (Watkins et al. 2016). The pretreatment assessments that provide grist for treatment selection models will include biomarkers and other measures that promise to reveal prescriptive relationships, in addition to the self-report, demographic and clinical variables that have fueled most treatment selection findings reported to date. There are several ongoing studies, designed specifically to generate knowledge relevant to outcome prediction in depression treatment, that feature potential biomarkers, including information from neuroimaging and genetic testing (Brunoni et al. 2015, Lam et al. 2016, Williams et al. 2011). Two such trials are the Establishing Moderators and Biosignatures of Antidepressant Response in Clinical Care study (Trivedi et al. 2016), which focuses on two antidepressants (sertraline and bupropion) in the context of early-onset, recurrent MDD, and the recently completed Predictors of Remission in Depression to Individual and Combined Treatments study, which compared CBT to ADM in treatment-naive adults with moderate to severe MDD (Dunlop et al. 2012a). Lutz et al. (2017) recently initiated an RCT that tests personalized psychotherapy prediction and adaptation tools in a real-world clinic. The exploratory nature of many of the existing prediction models increases the importance of external validation and tests of generalizability. To realize the promise of precision mental health, existing models as well as those that are being developed will need to be validated prospectively against standard allocation schemes (Kingslake et al. 2017). Moreover, it will be important for all stakeholders, including providers and patients, to be involved in shaping the tools that will translate the findings into practice.

**SUMMARY POINTS**

1. Outcomes in depression could be improved by using patient characteristics that are associated with differential responses to treatment to help individuals select the right intervention.
2. Statistical models that predict treatment response can be constructed to generate individualized treatment recommendations.
3. Translating the growing interest in precision medicine into clinical support tools will require statistical approaches such as the Personalized Advantage Index and related efforts.
4. The implementation of precision medicine approaches has the potential to increase the efficiency of mental health systems, even without improving treatments or developing new ones, by optimizing the allocation of existing resources.

FUTURE ISSUES
1. Most existing prediction models have not been validated on independent samples.
2. Clinical trials comparing treatment selection to alternative methods of allocation (e.g., clinical judgment or patient preference) should be undertaken to evaluate the clinical value of implementing actuarial treatment recommendations.
3. Novel statistical approaches (e.g., machine learning) have the potential to generate more powerful prediction models and improved treatment recommendations.
4. As the cost and feasibility of collecting biological predictors from sources such as neuroimaging and genetic assays diminish, the ability of these variables to improve treatment selection models should be explored.
5. Most efforts to model the differential prediction of outcome have relied on data from clinical trials with relatively small samples, whereas future research should also address the potential of large electronic databases from health care systems to inform precision mental health.
6. System-level factors, as well as the needs and preferences of clinicians and patients, will need to be incorporated into the design of treatment decision tools to ensure that they are acceptable, ethical, and easy to implement.
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