

Abstract—In this article, a scalable autonomous separation assurance framework is proposed for high-density en route airspace sectors with heterogeneous aircraft objectives. To handle the complex dynamic decision making under uncertainty, multi-agent reinforcement learning is used in a decentralized approach with each aircraft being represented as an agent. Based on this, each agent locally solves the separation assurance problem, allowing the framework to scale to a large number of aircraft. In addition, each agent has the ability to learn the intention of the intruder aircraft, which is essential in environments with heterogeneous agents. Numerical experiments are performed in a real-time air traffic simulator. The results demonstrate that the proposed framework is able to effectively ensure the safe separation of heterogeneous agents, while also optimizing the intrinsic objectives in high-density en route airspace sectors. In addition, the efficiency of the proposed framework is demonstrated and shown to provide real-time decision making for separation assurance.

Note to Practitioners—In commercial aviation, the workload of human air traffic controllers increases with the growth of air traffic density. Robust decision making systems to augment human air traffic controllers allows for increased air traffic without increased workload, resulting in a safer airspace environment. In addition, advanced air mobility (AAM) is concerned with low-altitude airspace operations with both human and autonomous pilots. In this environment, autonomous real-time separation assurance systems are required. Most traditional separation assurance approaches fail to handle stochastic and high-density environments, rendering them inapplicable to future high-density traditional airspace and the envisioned low-altitude AAM operations. Therefore, it is important to study decentralized approaches that can place the separation assurance problem as an intrinsic objective of each aircraft to ensure cooperation in high-density airspace. With this consideration, a scalable, decentralized autonomous separation assurance framework capable of handling heterogeneous agents is proposed in this article. This framework is able to perceive the current air traffic environment and select speed advisories to ensure safe separation requirements, while balancing intrinsic objectives such as minimizing delay. While one limitation of multi-agent reinforcement learning is the long training time, this article demonstrates how the framework also can leverage modern computing clusters to significantly reduce training time without sacrificing performance.

Index Terms—Multi-Agent Reinforcement Learning, Separation Assurance, Air Traffic Management.

I. INTRODUCTION

With the many recent achievements in artificial intelligence (AI), the airspace of today will look drastically different in the near future with a mix of human and autonomous pilots. This presents additional complexities for today’s air traffic controllers, whose tactical decisions have only slightly evolved over the past 50 years [1]. In addition, the proposed future low-altitude operations such as Urban Air Mobility (UAM) [2], U-Space [3], and UAS Traffic Management (UTM) [4] require an autonomous air traffic control (ATC) system to provide tactical advisories to both human and autonomous pilots to ensure safe and scalable airspace operations. In a recent study, it was shown that for these low-altitude airspace operations, designing the autonomous ATC system or separation assurance system on structured airspace will be required to achieve the envisioned high traffic throughput [5]. Based on this, it is worth investigating scalable autonomous decision support frameworks to ensure safe separation between aircraft in high-density structured airspace sectors.

A. Related Work

Many techniques for managing airspace intersections and metering fixes have been designed and implemented by NASA, including the Traffic Management Advisor (TMA) [6] or Traffic Based Flow Management (TBFM), a central component of ATD-1 [7]. Conflict free time slots are determined by a centralized planner to prevent loss of separation (LOS). In addition, these traditional conflict resolution algorithms are typically based on optimization or optimal control, where a centralized controller resolves any conflicts. While these approaches are effective, it is assumed that all required aircraft and trajectory information is available to the central controller at decision time, which does not scale to high-density airspace. The central controller then generates an entire aircraft trajectory pre-departure or en route (if necessary) that is conflict free. These approaches include semidefinite programming [8], nonlinear programming [9], [10], sequential convex programming [11], [12], evolutionary techniques [13], and particle swarm optimization [14]. However, these approaches become intractable when handling high-density stochastic airspace environments due to the centralized architecture.

Collision avoidance provides the last line of defense to prevent mid air collisions (MAC) between aircraft. The planning horizon to prevent collisions is only a matter of seconds, whereas separation assurance involves a longer planning horizon. Markov Decision Processes (MDP) have successfully been applied to the collision avoidance problem as they
allow for the incorporation of a probabilistic model to handle uncertainties during flight [15]. MDP based methods can be solved offline during the pre-departure phase [16], [17], [18], [19], [20] or online during the en route phase [21], [22], [23]. Generalization becomes problematic for offline methods since the policy is designed ahead of time. Therefore, any changes in the environment en route may render the offline policy sub-optimal. In addition, the state-action space of most real-world problems is too large to represent in a discrete set of states, rendering MDP methods intractable for real-time decision making. Solutions to overcome this limitation have been proposed, such as grid-based discretization of the state-action space [24], [19] and policy compression techniques [25]. Online methods, however, overcome the limitations of offline planning by considering the current state and possible actions with more compute time. Since online methods are considering each state in real-time for decision making, these methods can adapt to changes in the environment.

While solving MDPs can be challenging, deep reinforcement learning (DRL) is a new approach that combines the advantages of offline and online methods. DRL approaches learn an approximate function through offline training that represents the policy over a continuous state-action space. This alleviates the need for state-action space discretization and can scale to large, continuous state spaces. In addition, querying DRL models is extremely efficient in comparison to approaches that solve the MDP online [21], [22]. This is due to the fact DRL methods represent a policy, mapping the state to possible actions, while also considering long-term rewards. This provides a one-step strategic decision based on the current state information, rather than making assumptions on future possible states. Theoretically, DRL has been proven effective through challenging games such as Go, Atari, Warcraft, and most recently Starcraft II with beyond human-level performance [26], [27], [28], [29]. Starcraft II is a complex, strategic game where decisions early on have long-term consequences on the outcome of the game. This demonstrates the capability of DRL methods and are worth investigating for autonomous separation assurance.

DRL in air traffic control and conflict resolution was first introduced in [30], where an AI agent was designed to mitigate conflicts and minimize the delay of aircraft reaching their metering fixes. Later, [31] demonstrated that an AI agent can effectively resolve randomly generated conflict scenarios between a pair of aircraft through vectoring maneuvers. Reference [32] developed an interactive conflict solver using reinforcement learning that leveraged human resolution maneuvers. This resulted in AI recommended maneuvers that closely aligned with human ATC behavior. More recently, [33] proposed a hybrid geometric-reinforcement learning algorithm for resolving conflicts in low-altitude airspace. While these approaches are effective for sparse airspace environments, they fail to handle state space scalability as the number of intruder aircraft increases due to the either centralized, single-agent architectures or fixed-length state vectors with a maximum number of intruder aircraft.

To handle high-density airspace environments, multi-agent formulations provide a promising solution by allowing multiple agents to work together to achieve a common objective. In the field of robotics, decentralized multi-agent reinforcement learning approaches have been explored for handling multi-robot control [34], [35], [36], [37], [38], [39], [40], [41], [42]. These approaches demonstrate that agents can effectively learn to cooperate through decentralized interactions, however, the approaches are limited to a small number of agents, rendering intractable for high-density airspace environments. Multi-agent approaches have also been investigated for conflict resolution in both structured and free airspace settings [43], [44], [21], [22], [45], [46], [47]. The key challenge in multi-agent settings is handling the non-stationarity of the environment. With multiple agents interacting in the environment, agents must communicate or learn the behavior of other agents in order to cooperate. Reference [44] introduced negotiation techniques to resolve identified conflicts in the sector. Reference [48] proposed a physics-informed deep reinforcement learning algorithm for resolving conflicts with coordination rules in traditional airspace. In [21], a message-passing based decentralized computational guidance algorithm using multi-agent Monte Carlo Tree Search (MCTS) was proposed to prevent loss of separation for UAS in an urban air mobility (UAM) setting. A computationally efficient MDP based decentralized algorithm was proposed in [22], capable of preventing LOS for UAS in unstructured airspace. Recently, [49] proposed a graph neural network approach to conflict resolution in free airspace by representing each aircraft as a node in a graph to handle scalability. In previous work [45], [46], [50], it is shown how a decentralized separation assurance framework can prevent LOS in high-density stochastic sectors by leveraging long short-term memory networks (LSTM) and attention, but this formulation only holds when all agents are homogeneous, or optimizing the same reward function.

B. Contribution of this Article

With the aforementioned considerations, this article is devoted to scalable distributed separation assurance in high-density stochastic en route sectors with heterogeneous agents. Each agent has the ability to optimize its own reward function that is unknown to other agents, or groups of agents can share the same reward function. The agents also have the ability to learn the intentions of other agents, which is critical to ensure cooperation in this environment. This provides a framework that is able to accommodate the requirements of a mixed autonomy airspace environment with competing companies where autonomy models may be proprietary. In other words, this framework is flexible enough to handle an arbitrary number of reward functions. By leveraging the work of [50], this framework also benefits from modern compute cluster environments, which significantly reduces the training time and intruder aircraft scalability, providing a promising solution to autonomous separation assurance in traditional and low-altitude airspace operations.

The distinctive features of the proposed separation assurance framework are three-fold. First, the proposed multi-agent autonomous separation assurance (MAASA) framework is efficient and capable of scaling to high-density airspace
environments. Second, the framework is able to learn the intention of agents without explicitly knowing their objectives, which more closely resembles encounters that will occur in near future autonomous airspace operations. Third, while this article focuses on en route structured airspace, the generality of the framework allows it to be extensible to terminal area and 3-dimensional airspace operations.

The remainder of this article is organized as follows. The problem is first formulated in Section II. The MAASA framework is proposed in Section III. Numerical experiments are described in Section IV, and Section V concludes this article.

II. PROBLEM DESCRIPTION

Separation assurance involves providing advisories to aircraft to prevent a loss of separation (LOS) event with other aircraft in-trail, at intersections, and at metering fixes. The loss of separation threshold, \( d_{\text{LOS}} \), defines a safety radius where operations within the threshold become increasingly dangerous. Violating the loss of separation threshold may result in collisions or near mid air collisions (NMACs) between aircraft, which also results in drastic maneuvers from the aircraft. Therefore, it is an essential task for air traffic controllers to maintain safe aircraft separation in the airspace. In addition, the separation assurance task also involves ensuring that aircraft meet the required time of arrival (RTA) for metering fixes. These RTAs allow controllers to prevent arrival delays by ensuring aircraft are on schedule for airport arrivals. Any given aircraft in the environment is referred to as an ownship, with the other aircraft associated with the ownship referred to as the intruder aircraft. In this way, each ownship will have its own associated intruder aircraft from the point of view of the ownship.

While the separation assurance task is performed by human air traffic controllers (ATC), with growing air traffic operations, this task pushes the limit of human cognitive decision making. Therefore, by introducing an autonomous separation assurance framework, human ATCs can provide a supervisory role over the autonomous system and intervene if necessary, reducing their overall workload in high-density airspace sectors.

In addition, it is also essential to consider the future operations in low-altitude airspace including UAM and UTM, with regard to how these operations will integrate with traditional airspace operations. In this low-altitude airspace environment, instead of a centralized government authority like the FAA, companies will operate their own autonomous aircraft with potentially proprietary software. This provides additional complexity since agents will need infer the behavior of other aircraft to form cooperation since there is no centralized authority and the parameters of the proprietary software may be unknown.

III. MULTI-AGENT AUTONOMOUS SEPARATION ASSURANCE

Given the aforementioned problem, in this section the multi-agent autonomous separation assurance (MAASA) framework is constructed.

A. Multi-Agent Reinforcement Learning

Consider the problem of \( N \) aircraft operating in a given airspace sector at time \( t \). For each ownship, there will be an associated \( N - 1 \) intruder aircraft. However, since the airspace environment is dynamic, with aircraft constantly entering and exiting sectors, the value of \( N \) is not fixed over time. This results in a variable number of intruder aircraft that the ownship must sense at each time step to maintain safe separation. Multi-agent reinforcement learning provides a solution approach to the variable aircraft separation assurance problem. Each aircraft is represented as an agent and has an associated state space \( S \) (information the agent can sense), action space \( A \) (actions the agent can implement in the environment), and reward function \( R \). At each time step \( t \), the agent senses a state \( s_t \) and selects an action \( a_t \). The environment is then updated as a result of the state-action tuple \( (s_t, a_t) \) to \( s_{t+1} \) and an associated reward \( r_t \) is received. How the environment updates from \( s_t \) to \( s_{t+1} \) is based upon the dynamics of the environment, which are often unknown. In this way, the separation assurance problem is decentralized with local agent decision making, rather than a centralized approach, which does not scale with the number of agents. Since this article is extending the work [50], this article uses a similar formulation of state space, action space, and reward function to ensure interoperability. The formulation is now briefly discussed.

1) State Space: The state space, \( S \) defines the information the agent requires to effectively make decisions. In this article, it is assumed that each ownship can sense the position and dynamics of the intruder aircraft. The state space for the ownship and intruder aircraft is then defined as

\[
S_t = (x^{(o)}, y^{(o)}, d^{(o)}_{\text{goal}}, v^{(o)}, a^{(o)}, \text{hdg}^{(o)}, d_{\text{LOS}}^{(o)}, m^{(o)}),
\]

\[
h^{(i)}(t) = (x^{(i)}, y^{(i)}, d^{(i)}_{\text{goal}}, v^{(i)}, a^{(i)}, \text{hdg}^{(i)}, m^{(i)}, d^{(i)}_{\text{goal}}, d^{(i)}_{\text{int}}, d^{(i)}_{\text{goal}}),
\]

where \( s_t \) is the state of the ownship at time \( t \) and \( h^{(i)}(t) \) is the state for intruder \( i \) at time \( t \). The elements of the state space for the ownship include the easting and northing location in Universal Transverse Mercator (UTM) coordinates \( (x^{(o)}, y^{(o)}) \), the distance to the goal, or distance to the sector exit \( (d^{(o)}_{\text{goal}}) \), aircraft speed \( (v^{(o)}) \), aircraft acceleration \( (a^{(o)}) \), aircraft heading \( (\text{hdg}^{(o)}) \), the loss of separation threshold \( (d_{\text{LOS}}) \), and an identifier for which model the ownship belongs to \( (m^{(o)}) \). The state for the intruder aircraft contains similar elements, except since the LOS threshold is in the ownship state space, there is no need to repeat this information in the intruder state. The three additional elements in the intruder state include the straight-line distance from the ownship to the intruder \( (d^{(i)}_{\text{goal}}) \), distance from the ownship to the intersection \( (d^{(i)}_{\text{int}}) \), and the distance from the intruder to the intersection \( (d^{(i)}_{\text{int}}) \). UTM coordinates were selected over latitude and longitude, because they provide a way to represent the location in unit meters. Since neural networks require normalized inputs, this provides a more standard normalization unit irrelevant to the size and location of the en route sector, whereas latitude and longitude normalization may introduce approximation errors. The term intersection as it is used in this article can refer
to a crossing point between two air routes, or a merging point of air routes. The reasoning behind including these terms in the intruder state space and not in the ownership state is to create a fixed size state space representation. The term $d_{\text{int}}^{(o)}$ represents the distance from the air traffic controller environment until a terminal state is reached. There are two ways a terminal state is reached in the environment. First, the agent can safely navigate through the sector without violating safe separation requirements. This is referred to as a goal. Second, the agent can violate the safe separation requirements. One entire simulation run, hereafter referred to as an episode, completes when all agents have reached their terminal state, $N_{\text{aircraft}} = 0$.

### B. Heterogeneous Reinforcement Learning

While [50] introduced a general framework for decentralized separation assurance with multi-agent reinforcement learning, one key limitation is the assumption that all agents follow the same reward function (or model). In future traditional airspace, and more specifically in low-altitude airspace operations, the objectives of other aircraft may be unknown. In these cases, rather than having homogeneous agents optimizing the same reward function, the environment now involves heterogeneous agents optimizing different reward functions. This presents a challenging environment where companies may have their own optimization scheme that differs in the objective of others.

#### 1) Decision Step Parameter

A decision step parameter can be modified based on the application, as surveillance requirements may vary based on the location of operations (e.g., near-terminal operations or trans-oceanic operations). The action space is defined as

$$a_t = \{a_-, 0, a_+\},$$

where $a_-$ is to decelerate (decrease speed), 0 is no acceleration (hold current speed), and $a_+$ is acceleration (increase speed). The magnitude of acceleration is dependent on the performance envelope of the aircraft type. Using acceleration is analogous to a real-world air traffic controller setting a new desired speed for the aircraft. Setting a new desired speed will result in an acceleration change which is reflected in the action space. Given the performance envelope of the aircraft type is considered, the selected actions that would result in speeds outside of the aircraft’s performance envelope have no effect. This provides a more realistic scenario, as aircraft have minimum and maximum operating speeds.

#### 2) Action Space

Actions for the agent reflect horizontal in-trail speed advisories, with a decision step of 12 seconds. The decision step parameter can be modified based on the application, as surveillance requirements may vary based on the location of operations (e.g., near-terminal operations or trans-oceanic operations). The action space is defined as

$$a_t = \{a_-, 0, a_+\},$$

where $a_-$ is to decelerate (decrease speed), 0 is no acceleration (hold current speed), and $a_+$ is acceleration (increase speed). The magnitude of acceleration is dependent on the performance envelope of the aircraft type. Using acceleration is analogous to a real-world air traffic controller setting a new desired speed for the aircraft. Setting a new desired speed will result in an acceleration change which is reflected in the action space. Given the performance envelope of the aircraft type is considered, the selected actions that would result in speeds outside of the aircraft’s performance envelope have no effect. This provides a more realistic scenario, as aircraft have minimum and maximum operating speeds.

#### 3) Reward Function

The reward function needs to be carefully designed to reflect the objective of separation assurance. In this article, the reward function from [50] is extended to also include a time step penalty. This encourages agents to move through airspace quickly while maintaining safe separation. The reward function for the state and action is defined as

$$R(s) = \begin{cases} 
-1 & \text{if } d_{\text{o}}^{(o)} < d_{\text{LOS}}^{(o)} \\
\alpha - \delta \cdot d_{\text{o}}^{(o)} & \text{if } d_{\text{LOS}}^{(o)} \leq d_{\text{o}}^{(o)} < 20 \\
0 & \text{otherwise}
\end{cases}$$

$$R(a) = \begin{cases} 
0 & \text{if } a = \text{‘Hold’} \\
-\psi & \text{otherwise}
\end{cases},$$

where $R(s)$ is the reward for a given state and $R(a)$ is the reward for a given action. The total reward for a given time step can then be combined as

$$R(s, a) = R(s) + R(a) + \nu.$$
there are $M$ reward functions and the agents are free to select any of the $M$ functions. If the number of agents, $N$, is larger than $M$, then agents can group into the same reward function. Each reward function will have an associated neural network model with weights $\theta$ that is optimized to learn a policy that reflects the behavior of the reward function. To alleviate the constraint of a single reward function, a second model with weights, $\phi$ is introduced to predict the action distribution for the intruder aircraft. Each intruder aircraft may belong to any of the $M$ reward functions, so by predicting their intended action, the ownership is able to select an action that cooperates with the intruder’s policy, as all agents are still required to maintain safe separation.

1) Proximal Space Optimization: The reinforcement learning algorithm used in [50] was proximal policy optimization (PPO) [51] with general advantage estimation [52], and this article leverages this approach. Proximal policy optimization is a policy based reinforcement learning algorithm where the basic idea is to learn a parameterized policy (a mapping from a given state to a probability distribution over the actions) to maximize the cumulative reward $J$, by following the gradient of $J$ with respect to the policy parameter. Policy based algorithms have advantages over value based reinforcement learning algorithms, as stochastic policies can be learned. A neural network is used to approximate both the policy (actor) and the value function (critic), and it is often common to use shared layers of a single neural network for both the actor and critic. This neural network is optimizing the following loss functions

$$L_\pi(\theta) = -E_{\pi}[\min(\zeta_t(\theta) \cdot A_t, \text{clip}(\zeta_t(\theta), 1 - \epsilon, 1 + \epsilon) \cdot A_t)] - \beta \cdot H(\pi(s_t))$$

(4)

$$L_v = A^2_t,$$

(5)

where $L_\pi$ is the policy loss and $L_v$ is the value loss. $\epsilon$ is a hyperparameter that bounds the policy changing ratio $\zeta_t(\theta)$. The second term in Equation (4), $\beta \cdot H(\pi(s_t))$ is an entropy regularization term to encourage exploration by preventing early convergence to sub-optimal policies. $H$ is the entropy of the policy distribution and the hyperparameter $\beta$ controls the strength of the entropy regularization term. The advantage function $A_t$ in Equations (4) and (5) provides a measure of which action is better or worse than the current policy’s behavior. In this way, actions with high advantage will be further reinforced into the policy, with actions resulting in low advantage discouraged. The generalized advantage estimator GAE($\gamma, \lambda$) [52] provides a way to approximate $A_t$, which is defined as the exponentially-weighted average of the $k$-step advantage estimators

$$A_t = (1 - \lambda)(\hat{A}^{(1)}_t + \lambda \hat{A}^{(2)}_t + \lambda^2 \hat{A}^{(3)}_t + \cdots)$$

(6)

where

$$\begin{align*}
\hat{A}^{(1)}_t &= -V(s_t) + r_t + \gamma V(s_{t+1}) \\
\hat{A}^{(2)}_t &= -V(s_t) + r_t + \gamma r_{t+1} + \gamma^2 V(s_{t+2}) \\
\hat{A}^{(3)}_t &= -V(s_t) + r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \gamma^3 V(s_{t+3}) \\
&\vdots \\
\hat{A}^{(k)}_t &= -V(s_t) + \sum_{i=t}^{i+k-1} \gamma^{i-t} r_i + \gamma^k V(s_{t+k}).
\end{align*}$$

(7)

2) Learning Intruder’s Intent: In a real world setting, agents would be unable to directly observe the action distribution of the intruder aircraft; the agents would only be able to observe their resulting action. In this case, since the intention learning model with weights $\phi$ is learning the action distribution of the intruder aircraft, a natural choice for the loss function is the cross entropy. This way, the model is trained to minimize the difference between the predicted distribution and the true resulting action. Throughout training, the predicted distribution will approach the true action distribution of the intruder aircraft through observation of the intruder’s action. The cross entropy loss is formulated as

$$L_{CE} = -\sum_{i=1}^{C} t_i \cdot \log(p_i),$$

(8)

where $C$ is the number of actions, $t_i$ is the true action for a given intruder (one-hot encoded), and $p_i$ is the predicted action distribution.

There are two ways to train the intention learning model to optimize the loss function. The first is by updating the model directly before updating the actor-critic model in an online manner as in [53]. The second is by using a shared model architecture to jointly train the actor, the critic, and the intention learning model ($\theta = \phi$). Through initial architecture exploration, it was found that jointly training the models resulted in overall faster learning and better performance, so this article focuses on a joint training formulation. Therefore, the total loss function for the MAASA framework is defined as

$$L = L_\pi + L_v + L_{CE}.$$  

(9)

This provides an intuitive extension to the shared layer loss function of [50]. The loss in [50] can be recovered by simply setting $L_{CE} = 0$. This provides a model that is applicable to both homogeneous and heterogeneous agents.

C. Architecture

The MAASA architecture is illustrated in Fig. 1, with the intention learning model illustrated in Fig. 2. The intention learning model is implemented architecturally as a neural network and optimized via the cross entropy loss as discussed in Section III.B.2. The input corresponds to the preprocessed intruder state information $b^*_i$, which is then processed through three fully connected layers with 128 nodes. The output is a fully connected layer with 3 nodes (1 for each action) with a softmax activation applied to provide the predicted action distribution $\hat{a}_t$. The intention learning model is incorporated into the MAASA framework as shown in Fig 1. In the MAASA
framework, the ownership and intruder state information \((s_t^o\) and \(h_t^i\), respectively) is first preprocessed through two fully connected layers with 128 nodes to provide a consistent feature dimension. Then, the intruder information is processed through the intention learning model (Fig. 2) to extract the predicted action distribution. This predicted action distribution for each intruder is concatenated with the already preprocessed intruder state information. This is an important step, because now this concatenated vector contains the intruder state information, along with the predicted action distribution, providing more information for the ownership to make a decision. This concatenated vector is processed through a fully connected layer of 128 nodes to ensure that the concatenated vector has a consistent feature dimension with the preprocessed ownership state information. This is required since concatenating the action distribution results in the dimension of the vector increasing from 128 to 131 (3 actions) and the attention network requires consistent feature dimensions. From there, the ownership and intruder information is processed through an attention network as defined in [50] to encode the variable number of intruder aircraft into a fixed-length vector. The fixed-length vector is then concatenated with the preprocessed ownership information before being sent through two fully connected layers with 256 nodes. The output of the framework is the value, the policy, and the action prediction. Unless otherwise noted, each fully connected was followed by a Leaky ReLU activation function.

IV. Experiments

To evaluate the performance of the proposed MAASA framework, the open-source BlueSky [54] air traffic simulation environment was used to develop several case studies. The BlueSky simulator provides realistic, fast-time simulations with real-world aircraft performance data. In addition, leveraging open-source environments provides equal opportunity for researchers and industry to baseline implementations. While the environment is not designed for reinforcement learning, [50] introduced a scalable reinforcement learning extension to BlueSky that allows for integration with modern cluster computing environments. This approach uses the Ray [55] python module to allow for parallel CPU threads to simultaneously interact with their own copies of the BlueSky environment, greatly increasing the number of simulations that can be executed. This was found to not only decrease training time to hours instead of days, but also increase performance. All
TABLE I: Finalized hyperparameters for MAASA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>GAE Discount Factor $\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>GAE Discount Factor $\lambda$</td>
<td>0.95</td>
</tr>
<tr>
<td>PPO Ratio Bound $\epsilon$</td>
<td>0.4</td>
</tr>
<tr>
<td>Entropy Coefficient $\beta$</td>
<td>0.0001</td>
</tr>
<tr>
<td>Parallel Workers</td>
<td>75</td>
</tr>
<tr>
<td>Leaky Relu Alpha</td>
<td>0.2</td>
</tr>
</tbody>
</table>

experiments were run on a AMD Ryzen Threadripper 2950x (16 cores, 32 threads) workstation with a Nvidia RTX 2080 TI GPU (12 GB) and 128 GB RAM. MAASA parameters were selected through hyperparameter tuning. Table I provides the final parameter values used in the numerical experiments.

A. Experimental Setup

1) Baseline: The baseline introduced in this article to compare performance is the D2MAV-A framework [50]. D2MAV-A is considered the state-of-the-art in distributed separation assurance with reinforcement learning and is shown to be capable of minimizing loss of separation events for homogeneous agents. The main difference between the MAASA framework and the D2MAV-A is the intention learning model. The D2MAV-A does not have the ability to predict the action distribution of intruder aircraft and is restricted under the assumption that all aircraft follow the same policy, whereas the MAASA framework removes this assumption by introducing the intention learning model to predict the action distribution for intruder aircraft. This article also provides the result of a random agent (when applicable) to compare the worst-case performance.

2) Case Studies: To provide a fair comparison with the D2MAV-A framework, the three case studies introduced in [50] (case study A, B, and C) are used, along with a new case study D. An illustration of case study D is shown in Fig. 3. The case studies represent en route sectors of varying number of route and intersections. The characteristics of each case study are provided in Table II. In each episode (simulation run), 50 aircraft are sent through the sector following a uniform inter-arrival distribution of three to six minutes. This creates a high-density airspace environment where the agents must learn to generalize to unforeseen aircraft orientations, given the stochastic inter-arrival times. Fig. 4 displays the number of aircraft in each case study over time for a given episode. Each case study provides a scenario where over 10 agents are selecting speed advisories at the same time, which is infeasible for a human. Case study D provides an extremely high-density sector where close to 50 aircraft are selecting a speed advisory at the same time. Heterogeneity in the airspace is introduced through five different reward functions, where the agents are uniformly assigned to a neural network model ($\theta_i$) that is optimizing the objectives of one of the reward functions. Therefore, there will be a total of five (neural network) models corresponding to each of the reward functions. The parameters of the reward functions are provided in Table III.

1Code will be made available at https://github.com/marcbrittain

B. Experimental Results

In this section, the performance of the MAASA framework is evaluated on case studies through various numerical experiments. For all experiments, the agents were allowed to train for 150k episodes, with 50 Airbus A320 aircraft in each episode. After training, a testing phase is then performed for 200 new episodes to evaluate the performance of the frameworks. Therefore, the optimal solution is 50 goals, or 50 aircraft exit the sector without violating loss of separation. Unless otherwise noted, three reward functions ($R_1$, $R_2$, and

![Fig. 3: Case study D en route sector.](image)

![Fig. 4: Number of aircraft in the sector over time for each case study.](image)

TABLE II: Characteristics of the en route case study sectors.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Routes</th>
<th>Intersections</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

TABLE III: Parameters values used for each reward function.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reward Coefficient $\alpha$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Reward Coefficient $\delta$</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Reward Coefficient $\psi$</td>
<td>0.001</td>
<td>0</td>
<td>0.001</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td>Reward Coefficient $\nu$</td>
<td>0</td>
<td>0.001</td>
<td>0.001</td>
<td>0</td>
<td>0.002</td>
</tr>
</tbody>
</table>
1) Learning Efficiency: It is important to understand how efficient the framework is regarding model training. Giving that computational resources can be expensive, minimizing compute time while maximizing performance is an important attribute for a framework to have. This experiment involved evaluating the number of episodes until convergence during training, where convergence is defined as the first time the optimal score (50 goals achieved) is obtained over a 150-episode rolling average. Table IV provides the results of this experiment. For case studies A and B, the MAASA framework is able to converge in much fewer episodes in comparison to the D2MAV-A framework. In addition, for case studies C and D, the MAASA framework converged in less than 100k episodes, with the D2MAV-A framework failing to converge over the 150k training episodes. The learning curves throughout training are shown in Fig. 5. It can be seen in Fig. 5 that for each case study, the MAASA framework learns faster than the D2MAV-A framework. In case study A, both frameworks quickly converge to the optimal score, with additional exploration resulting in spikes in the learning curve. Case studies B, C, and D follow a similar trend where the MAASA framework quickly diverges from the D2MAV-A framework, achieving better performance in fewer training episodes.

When observing Table IV, it is important to realize why the MAASA framework is able to learn more efficiently than the D2MAV-A framework. As mentioned earlier, non-stationarity is a key challenge in multi-agent reinforcement learning. With each agent learning and updating their own individual policies, the agents can enter an endless cycle of adapting to the other agent’s polices, losing sight of their individual objectives [56]. Non-stationarity becomes even more pronounced in heterogeneous environments where the agents may now belong to different learned models and do not have a sense of the objectives of the other agents. This breaks the Markov assumption that governs many single agent RL algorithms. Without a mechanism for the agents to explain why the other agents are acting a certain way, the agents may never converge to the optimal behavior [56]. By learning the intention of the intruder aircraft, each ownship is able to obtain an internal estimate of how the intruder aircraft is going to behave, reducing the non-stationarity in the learning process.
TABLE V: Performance of the policy tested for 200 independent episodes.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Case Study A</th>
<th>Case Study B</th>
<th>Case Study C</th>
<th>Case Study D</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAASA</td>
<td>Mean ± Median</td>
<td>Mean ± Median</td>
<td>Mean ± Median</td>
<td>Mean ± Median</td>
</tr>
<tr>
<td>D2MAV-A</td>
<td>47.52 ± 2.21</td>
<td>49.96 ± 0.28</td>
<td>49.84 ± 0.578</td>
<td>49.775 ± 0.689</td>
</tr>
<tr>
<td>Random</td>
<td>19.6 ± 3.54</td>
<td>32.455 ± 4.31</td>
<td>19.62 ± 3.33</td>
<td>19.19 ± 3.21</td>
</tr>
</tbody>
</table>

TABLE VI: Performance of the policy tested for 200 independent episodes with varying number of models.

<table>
<thead>
<tr>
<th>Framework</th>
<th>1 Model</th>
<th>3 Models</th>
<th>5 Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAASA</td>
<td>Mean ± Median</td>
<td>Mean ± Median</td>
<td>Mean ± Median</td>
</tr>
<tr>
<td>D2MAV-A</td>
<td>50.0 ± 0.0</td>
<td>49.84 ± 0.578</td>
<td>49.86 ± 0.51</td>
</tr>
<tr>
<td>Random</td>
<td>19.6 ± 3.54</td>
<td>32.455 ± 4.31</td>
<td>32.455 ± 4.31</td>
</tr>
</tbody>
</table>

![Fig. 6: Total number of LOS events during the testing phase.](https://youtu.be/Udj4a7uLNXE)

process. In contrast, without the intention learning model the D2MAV-A framework takes significantly longer to reach similar performance to MAASA (case study B), or never converges (case study C and case study D).

The important takeaway from this result is that convergence can be achieved in minimal compute time, as training for 100k episodes only takes approximately 10 hours of wall-clock training time. Given that the MAASA framework converged in 3110 episodes for case study A, this means that in approximately 30 minutes a converged policy can be obtained.

2) Policy Evaluation: To evaluate the overall performance of the MAASA framework, the best model weights from training are extracted and tested on 200 new episodes2. The mean and median episode scores are recorded in Table V. Given that 50 aircraft are sent through the sector, the optimal performance is 50, representing all aircraft exited the sector without violating the loss of separation threshold. It can be seen that across all case studies, the MAASA framework results in a significant improvement over the D2MAV-A framework. While the MAASA framework achieved a score above 49.7 on all case studies, the D2MAV-A framework performed poorly on case Study A and achieved a lower score across all case studies. This shows how important learning the intention of the intruder aircraft is to obtain good performance.

3) Heterogeneous Airspace: To further demonstrate the performance of the MAASA framework in heterogeneous airspace, the number of reward functions is varied from one to five and evaluated on case study C. Each reward function has a corresponding model that the agents are randomly assigned to upon entering the sector, diversifying the objectives the agents are optimizing. Therefore, increasing the number of models is analogous to increasing the heterogeneity of the airspace environment. One model represents a homogeneous airspace (all aircraft obeying the same model), three models represents medium heterogeneous airspace, and five models represents high heterogeneous airspace. The evaluation criteria follows the same method as described earlier, where the agents train for 150k episodes and then test on 200 new episodes. The results from the testing phase are shown in Fig. 6 and Table VI. It can be seen from Table VI that the MAASA framework leads to consistently better performance in comparison to the D2MAV-A framework, even as the heterogeneity of the airspace increases.

While the mean scores in Table VI are relatively close between MAASA and D2MAV-A, there are significant differences in safety between these two frameworks. As displayed in Fig. 6, during the testing phase, it can be observed that the D2MAV-A framework results in more LOS events compared to the MAASA framework. When the airspace is homogeneous, the number of LOS events is equivalent between the D2MAV-A and MAASA frameworks, which is expected given the D2MAV-A framework is operating on the assumption that all aircraft obey the same model. Once heterogeneity is introduced into the airspace through three and five different models, the D2MAV-A framework results in 32 and 28 LOS events, respectively. In contrast, the MAASA framework has 0 LOS events when there are three models and 4 LOS events when there are five models. This equates to a 86% decrease in LOS events when there are five models (high airspace heterogeneity). In safety critical applications such as air transportation, minimizing the number of LOS events is essential for preventing any potential mid-air collisions. Therefore, the MAASA framework is shown to be a safer option in comparison to the D2MAV-A framework.

Performance degradation as seen in Table VI is expected as the number of models increases, given the conservative training time. Further performance gains can be expected given

---

2A video of the converged policy for case study D can be found at [https://youtu.be/Udj4a7uLNXE](https://youtu.be/Udj4a7uLNXE)
more training episodes, however, it is important to demonstrate the relative performance under constrained compute resources. In this case, the MAASA framework shows to be a better choice of framework when handling heterogeneous airspace.

4) Sensitivity Analysis: The three to six minute uniform interarrival distribution provides a high-density airspace environment that is more challenging in comparison to the density of today's airspace. In today's airspace, each route has its own interarrival distribution that can vary from minutes to tens of minutes and hours. Given that the experiments assume that each route follows the same distribution, this acts as a stress test to view the performance of the framework under max airspace capacity. Therefore, it is important to understand the sensitivity of the MAASA framework under different interarrival distributions. The MAASA framework is evaluated with three interarrival distributions as shown in Table VII for case study C, following the same evaluation procedure as described earlier. The 3-10 minute interarrival distribution represents low-density airspace, 3-8 minutes represents medium-density airspace, and 3-6 minutes represents high-density airspace. As seen in Table VII, the performance of the MAASA and D2MAV-A frameworks are equivalent in low to medium-density airspace, but differ in high-density airspace where MAASA outperforms D2MAV-A. In low to medium-density airspace, it is likely that the aircraft may be sufficiently separated so that the impact of heterogeneity is not as pronounced. When operating in high-density airspace, MAASA is the best option given it obtains the optimal score of 50 (no LOS events), while the D2MAV-A framework achieves a score of 49.84 (LOS events occurred).

5) Intention Learning Prediction: To evaluate the performance of the intention learning model, the predicted intruder intent is compared with the true action of the intruder aircraft to obtain the accuracy of the prediction. This provides a more comprehensible metric, in contrast to the cross entropy loss itself. To calculate the accuracy, the true action distribution of the intruder is recorded, along with the predicted action distribution. The action with the maximum probability is selected for both distributions and compared to obtain the accuracy. The result of this experiment is shown in Table VIII.

It can be seen that in case study A, B, C, the accuracy of the intention learning model was greater than 90%, with the accuracy slightly below on case study D at 89%. 90% accuracy demonstrates that the intention learning model is accurately predicting the actions of the intruder aircraft, and by having this information, the overall performance of the MAASA framework is improved. Given that only 150k training episodes were used, it is suspected that with more training better performance can be achieved.

While the accuracy provides a more interpretable metric for performance, it is important to note that since each intruder

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>92%</td>
</tr>
<tr>
<td>B</td>
<td>92%</td>
</tr>
<tr>
<td>C</td>
<td>91%</td>
</tr>
<tr>
<td>D</td>
<td>89%</td>
</tr>
</tbody>
</table>

is also randomly selecting their action, actions with equal probability may not be properly reflected by this metric. For example, if the true action distribution for an intruder is [0.33, 0.33, 0.34] and the predicted action distribution is [0.34, 0.33, 0.33], the accuracy metric would assign the true action as \(a_3\) (third element) and the predicted action as \(a_1\) (first element), resulting in an incorrect prediction. However, in the MAASA framework the agent has access to the entire action distribution \(\tilde{a}_t\), rather than a single action, so it is more important to know how close the true and predicted action distributions are, rather than the accuracy. To quantify the distance between two distributions, the Wasserstein-1 distance [57] is used. Given two probability distributions \(\mu, \nu\), the Wasserstein-1 distance is defined as

\[
l_1(\mu, \nu) = \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{M \times M} |x - y| d\gamma(x, y), \tag{10}\]

where \(\Gamma(\mu, \nu)\) is the set of probability distributions on \(M \times M\), whose marginals are \(\mu\) and \(\nu\). Given that for each state in the environment, there is an associated action action distribution, we record the mean and standard deviation of the Wasserstein distance between the predicted and true action distribution. In addition, to provide a baseline Wasserstein distance, we also compute the Wasserstein distance between a uniform distribution and the true action distribution. This provides insight into the worst case Wasserstein distance where the predicted action distribution is always uniform, or provides no useful information. The results of this analysis are shown in Table IX. It can be seen that in comparison to the baseline, the Wasserstein distance for the intention learning model is very small, providing a predicted action distribution that is representative of the true action distribution. This allows the ownership to have insight of the intruder’s behavior and select actions accordingly, removing the assumption that agent's objectives need to be known a-priori.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Intention Learning Model</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.03 ± 0.06</td>
<td>0.41 ± 0.07</td>
</tr>
<tr>
<td>B</td>
<td>0.02 ± 0.06</td>
<td>0.42 ± 0.06</td>
</tr>
<tr>
<td>C</td>
<td>0.03 ± 0.07</td>
<td>0.42 ± 0.06</td>
</tr>
<tr>
<td>D</td>
<td>0.03 ± 0.07</td>
<td>0.42 ± 0.06</td>
</tr>
</tbody>
</table>

### Table VII: Performance of the policy tested for 200 independent episodes with varying interarrival distribution.

<table>
<thead>
<tr>
<th>Framework</th>
<th>3-6 Min.</th>
<th>3-8 Min.</th>
<th>3-10 Min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAASA</td>
<td>Mean</td>
<td>Median</td>
<td>Mean</td>
</tr>
<tr>
<td>D2MAV-A</td>
<td>50.0 ± 0.0</td>
<td>50.0 ± 0.0</td>
<td>50.0 ± 0.0</td>
</tr>
</tbody>
</table>

### Table VIII: Accuracy of the intention learning model on each case study.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>92%</td>
</tr>
<tr>
<td>B</td>
<td>92%</td>
</tr>
<tr>
<td>C</td>
<td>91%</td>
</tr>
<tr>
<td>D</td>
<td>89%</td>
</tr>
</tbody>
</table>

### Table IX: Mean Wasserstein-1 distance for each case study.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Intention Learning Model</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.03 ± 0.06</td>
<td>0.41 ± 0.07</td>
</tr>
<tr>
<td>B</td>
<td>0.02 ± 0.06</td>
<td>0.42 ± 0.06</td>
</tr>
<tr>
<td>C</td>
<td>0.03 ± 0.07</td>
<td>0.42 ± 0.06</td>
</tr>
<tr>
<td>D</td>
<td>0.03 ± 0.07</td>
<td>0.42 ± 0.06</td>
</tr>
</tbody>
</table>
V. CONCLUSION

In this article, a decentralized autonomous separation assurance framework is proposed for handling heterogeneous high-density airspace sectors. With the intention learning model, agents are able to predict the intent of each intruder aircraft, reducing the non-stationarity in the environment, as well as allowing the agents to select actions that cooperate with the intruder’s intent. By training the intention learning model with shared layers of the entire MAASA neural network, this reduces the overall number of training parameters and provides a more efficient training solution since batches of data can be jointly trained, rather than having to train one model before the other. In addition, given the decentralized implementation, the MAASA framework is able to computationally scale to any number of agents and is not restricted to a centralized controller. The results show that the MAASA framework significantly improves the state-of-the-art in heterogeneous airspace where agents are optimizing different reward functions. It is also shown through experiments that the intention learning model effectively learns the policy of the intruder aircraft in a limited number of training episodes. While this article focuses on en route structured airspace, the general approach of the MAASA framework allows it to be easily extended to 3D airspace environments or different reward formulations. Given these facts, this demonstrates the effectiveness of the article.
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